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ABSTRACT Numerical optimization-based solution to directional overcurrent relay (DOCR) coordination

problem has been a widely addressed research problem in the recent past. Many linear (LP), nonlinear (NLP),

mixed integer nonlinear (MINLP), mixed integer linear (MILP), and quadratically constrained quadratic

programming (QCQP)-based formulations have been presented in the past literature. This paper proposes

a new MILP-based formulation using disjunctive inequalities. The nonlinear DOCR protection coordination

model is formulated as MILP by linearizing the bilinear terms existing in the original formulation. One of

the variables in each bilinear term is discretized over its interval into a fixed number of steps. After assigning

binary variables to each discrete interval, the resulting bilinear terms with binary variables are written in terms

of disjunctive inequalities. The results have shown that the proposed MILP formulation fetch better optimal

solutions compared with past MILP and MINLP formulations. The MILP problem is programmed in GAMS

package with CPLEX solver and tested on standard 3 bus, 9 bus, 15 bus, and 30 bus systems and results are

found to be satisfactory.

INDEX TERMS Directional overcurrent relay, bilinear relaxation, mixed integer programming, current

pickup settings.

NOMENCLATURE

SETS

F Fault locations.

F s Feasible solutions.

G Number of disjunctions.

Nr Relays.

PARAMETERS

I Fault Current.

q, r, s interval step size.

TDSmin,TDSmax Upper and lower bounds of TDS.

Iminp , Imaxp Upper and lower bounds of Ip.

tmin, tmax Upper and lower bounds of t .

Pmin,Pmax Upper and lower bounds of P.

VARIABLES

t relay operating time.

T Time delay setting.

Ip Plug setting.

P Intermediate continuous variable.

W ,Y ,Q Intermediate continuous bilinear variables.

α, β, γ Intermediate binary variables.

X vector of variables.

I. INTRODUCTION

Protection of power delivery systems is a vital task to alleviate

the effects of fault events by selectively isolating the portion

of the affected network from the whole network to ensure

reliable and good quality electrical power wheeled to the

customers. In the context of network expansion and recon-

figuration, the design of efficient protection schemes reduces

the risk of failure. So, a protection engineer must optimally

set the protection relay parameters so that, the relay tripping

characteristics and the fault characteristics are matched. It is

statistically evident that majority of relay trippings are due to

unsuitable and poor relay settings than because of actual fault

occurrence [1]. Inadequate relay settings also lead to mis-

coordination of primary and backup relays. It is imperative
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to decide the sequence of relays in the pipeline and fix the

settings to detect and trip for a particular fault. Hence, optimal

relay coordination study is an important part of protection

design.

A. MOTIVATION

As it is known that the prompt effect of any short-circuit

fault is the rise of current, the protection relays are set to

sense the fault current beyond a particular limit and issue

trip command to the circuit breaker nearest to the fault.

The relay closest to the fault location, called primary relay,

is supposed to operate first. In case primary relay fails to pick

up, the next relay in sequence, called the backup relay, picks

up. While transmission systems rely on distance protection,

directional overcurrent protection is economical and effective

for sub-transmission and distribution system protection [2].

The tripping times of directional overcurrent relays (DOCRs)

are based on two settings viz., time dial settings (TDS)

and current pickup setting (Ip). To properly coordinate the

DOCRs, their respective TDS and Ip values have to be set

optimally so that the fault is isolated in minimum time result-

ing in no miscoordinations. Such DOCR protection coordina-

tion (DOCR-PC) problem can be written as a mathematical

optimization problem with the objective of minimizing the

operating times of DOCRs constrained with coordination and

limit constraints.

B. LITERATURE REVIEW

Many DOCR coordination methods have been proposed

in the literature which can be broadly categorized into

three types. They are based on graph theory and functional

dependencies, analytical methods and numerical optimiza-

tion based coordination methods.

1) GRAPH THEORY BASE METHODS

In graphical theory-based approach, the network is taken

as an oriented graph, and simple loop structures are found

with the help of a set of minimum number of breakpoints to

initiate the coordination process [3], [4]. The obtained relay

settings are optimal based on available settings but not best in

any sense. In [5], the coordination constraints relating to the

operating times of primary and backup DOCRs are written as

a set of functional dependencies similar to database systems.

2) ANALYTICAL TECHNIQUES

In analytical techniques [6]–[10], iterative numerical algo-

rithms are developed in which coordination constraints and

parameter limit constraints are considered as inequalities and

solved iteratively. The algorithm is set to terminate when

there is no significant change between two iterations.

3) NUMERICAL OPTIMIZATION BASED DOCR

COORDINATION METHODS

After the advent, numerical optimization based DOCR

coordination techniques has become quite popular providing

better solutions to DOCR-PC problem. Various linear and

nonlinear optimization methods [11]–[28] have been pro-

posed in the literature which solves the coordination problem

mathematically. Linear programming (LP) based solution

methods are proposed in [11] and [12] in which Ip values

are fixed and TDS values are optimally found. Though LP

based solutions are simple and quickly converge, only TDS

values can be optimized by fixing the Ip which does not give

the global solution to the problem. By taking TDS and Ip as

decision variables, the DOCR-PC problem can be formulated

as a nonlinear programming (NLP) problem. Mixed integer

nonlinear programming (MINLP) is proposed in [13] where

Ip values are assumed as integer variables and TDS parame-

ters are considered to be continuous and solved using Seeker’s

algorithm. [14] also formulated a MINLP based DOCR-PC

model considering discrete steps of Ip settings. It is concluded

in [14], that solving DOCR-PC in nonlinear programming

(NLP) and then rounding the Ip values could end up in feeble

solutions. In [15], mixed integer linear programming (MILP)

based formulation with discrete Ip values is proposed based

on relaxing the bilinear variables in terms of linear inequali-

ties. In [16], sequential quadratic programming (SQP) based

solution is proposed for DOCR coordination problem with

both TDS and Ip as continuous variables. Reference [17]

proposed a solution using linear interval programming (ILP)

which considers various network topologies to find the best

DOCR settings that fit for all scenarios.

Quadratically constrained quadratic programming (QCQP)

based solution approach is proposed in [18] which obtained

the optimal global solution for the DOCR coordination

problem irrespective of the initial solution. Overall primary

and backup DOCR operating times can be minimized by

designing new DOCR characteristics which is an available

feature in microprocessor-based relays. Dual-setting DOCR

characteristics are proposed in [19], [20] which account for

both forward and reverse relay operational characteristics and

can reduce the backup DOCR operating times to minimum

thus reducing the overall relay operating times. In [21], a new

DOCR characteristic called current - voltage-time character-

istics are proposed which is effective in sensing the faults

not only based on current magnitude, but also bus voltage

as an additional parameter. Naturally inspired optimization

algorithms like GA [22], PSO [23], symbiotic organisms

search [24], and Modified water cycle (MWCA) [25] algo-

rithms and hybrid heuristicmethods likeGA-NLP [26], GSA-

SQP [27], GA-ILP [28] have also been used to solve the

DOCR optimal coordination problem.

C. CONTRIBUTION

In the MINLP [13], [14] and MILP [15] formulations pro-

posed in the past literature, the DOCR-PCmodel is developed

by considering Ip as discrete variable and TDS as a continuous

variable. In most of the literature, Ip is deemed to have a

fixed number of steps which, though reasonably good, but

does not provide an overall solution and the relay operating

times are comparatively high. This paper proposes a new

MILP formulation for DOCR-PC model based on disjunctive
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inequalities which work better than past integer programming

formulations and fetches better optimum. The NLP based

DOCR-PC model is written in the bilinear form (both objec-

tive function and constraints as bilinear terms), and then one

of the variables in each bilinear term is discretized about

its interval. By assigning binary variables to each discrete

bilinear term, disjunctive linear inequalities are posed and,

thus, the whole NLP is transformed into a single stage MILP.

It is to be noted that in the proposed MILP formulation the Ip
remains continuous. Results show that the MILP formulation

can get better optimal solutions compared to past propositions

in the literature.

D. ORGANIZATION OF THE PAPER

The paper is divided into five sections. The proposed formu-

lation of MILP based on disjunctive inequalities is discussed

in section II. The DOCR coordination problem formulation

which was commonly used in previous literature is presented

in section III along with application using the proposed for-

mulation. The details of case studies and simulated test results

are presented in section IV, and finally, conclusions are drawn

in section V.

II. MILP FORMULATION BASED ON

DISJUNCTIVE INEQUALITIES

In this section, the procedure of formulating the MILP for

DOCR PC model using disjunctive inequalities is discussed.

The definitions and theorems supporting the reformulation

are also given in this section.

A. THEORY OF DISJUNCTION

A generic LP optimization problem defined by,

min cx, x ∈ FS (1)

where, c, x ∈ R
n, and (1) is said to have an optimal solution

x∗ when x∗ ∈ FS . Let the search space beG ⊇ FS . Then, one

approach to find FS (which contains x∗) in G is to create an

inequality dx ≥ e which is satisfied by all feasible solutions

of FS such that x∗ lies in the region dx ≤ e [29]. This addition

of inequality dx ≥ e create two disjuctions, one is infeasible

solution space which does not contain x∗ and the other which

contain x∗. Such a disjuction leads to a tighter relaxationG′ =

{G∩ x ∈ R
n : dx ≥ e}. This process is repeated iteratively to

get tighter relaxations of the search space till x∗ is found.

However, by creating finite number of disjunctions (G) of

the search space and by assigning binary variables to each

disjunction, the optimization problem can be converted into

a single stage MILP.

B. DEFINITIONS AND THEOREMS

Definition 1:Any continuous variable v defined in the interval

V = [V , V̄ ] can be discretized into fixed number of m steps

such that any step vj ∈ {v1, v2, v3 . . . .vm} is defined as,

vj = v+ S
∑

∀j∈m

αj (2)

where, S is the fixed step size given by, S = (V̄ − V )/m, and

αj is a binary variable defined by αj ∈ {0, 1}.

Theorem 1: A bilinear term given by t = αT , where α is a

binary variable defined by α ∈ {0, 1} and T is a continuous

variable defined in the interval [T , T̄ ], then t can be linearized

using a pair of disjunctive linear inequalities given by,

−Bα ≤ t ≤ Bα (3a)

T − B(1 − α) ≤ t ≤ T + B(1 − α) (3b)

where, B is a positive large constant.

C. MILP FORMULATION

Any NLP problem, handling a function O(x, y) =
∑

xy, can

be written as,

minimize Z = O(x, y) (4a)

subjected to : gineq(x, y) ≤ 0 (4b)

heq(x, y) = 0 (4c)

Assuming that gineq and heq contains bilinear terms of the

form xy and O is also the sum of bilinear terms xy. So, each

bilinear term in above NLP problem can be linearized using

definition1 and theorem1 in discrete steps, thus transforming

the entire NLP problem defined by (4) into an MILP problem

given by,

minimize Z = CX (5a)

subjected to : AconX ≤ Bcon (5b)

here X is the set of new variables of MILP representing

the bilinear terms in O. Acon is the constraint coefficient

matrix having continuous and binary constants as entries.

Bcon is a column vector which also has continuous and binary

constants. X contains variables belonging to continuous (R)

and integer domains (Z). The DOCR coordination problem is

formulated and solved asMILP as explained above. The exact

MILP formulation of DOCR-PC using disjunctive inequali-

ties is discussed in the next section.

III. MILP FORMULATION OF DOCR

COORDINATION PROBLEM

A. DOCR PROTECTION COORDINATION PROBLEM

The DOCR protection coordination (DOCR-PC) problem

for a given network topology is defined with an objective

of finding the time dial settings (TDS) and current pickup

settings (Ip) of all the participating DOCRs in fault detection

by subjecting to coordination and boundary constraints. The

operating time of a DOCR, based on the IEC [30] character-

istics is given as follows:

ti,f =
a(TDSi)

(

Ii,f
Ip,i

)b
− 1

∀i ∈ Nr , f ∈ F (6)

where, i is the relay identifier and f is the fault location

identifier. ti,f refers to operating time for ith primary relay. F

indicates total number of fault locations, Nr defines number

of DOCRs. Ii,f is fault current flowing through ith relay for
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f th fault location. TDSi and Ip,i are i
th DOCR settings which

are also the design variables of the NLP problem. a, b are

constants which indicate the level of steepness of the inverse

curve required by the user. In this work we take a = 0.14,

and b = 0.02. The objective function denoting the PC model

of DOCRs is given by:

min OF =

F
∑

f=1

Nr
∑

i=1

ti,f (7)

The constraints of DOCR PC model are given as follows,

tki,f − ti,f ≥ CTI ∀(i, k) ∈ Nr (8a)

TDSmini ≤ TDSi ≤ TDSmaxi (8b)

Iminp,i ≤ Ip,i ≤ Imaxp,i (8c)

tmini ≤ ti,f ≤ tmaxi (8d)

here, k ∈ K and K is the number of backup relays for ith

primary relay. tki,f is the operating time of k th backup relay of

ith primary relay for f th fault location. [TDSmini ,TDSmaxi ] and

[Iminp,i , Imaxp,i ] are the bounds on TDS and Ip values of i
th DOCR

respectively. In (8a) CTI refers to coordination time interval.

Similar to (8d), bounds for tki,f can be written as well.

B. PROPOSED MILP FORMULATION

Now, (7) and (8) defines the PC model of DOCRs which is a

nonlinear, non-convex problem (NLP) with highly nonlinear

constraints.

Defining ti = PiTi and t
k
i = Pki T

k
i , where,

Ti = TDSi (9)

Pi =
a

(

Ii,f
Ip,i

)b
− 1

(10a)

Pki =
a

(

I ki,f

I kp,i

)b

− 1

(10b)

Pmini ≤ Pi ≤ Pmaxi (11a)

P
k,min
i ≤ Pki ≤ P

k,max
i (11b)

Since TDS of DOCR remains same whether it operates in

primary or backup mode, from (9) we can write,

Ti = T ki ∀ (i, k) ∈ Nr (12)

By (9) and (12), the bounds of TDS given in (8b) holds good

for Ti as well. Pi and P
k
i are expressed as shown in (10a) and

(10b) respectively. The expressions for bounds of Pi and P
k
i

are given as follow,

Pmini =
a

(

Ii,f

Iminp,i

)b

− 1

(13a)

Pmaxi =
a

(

Ii,f
Imaxp,i

)b

− 1

(13b)

P
k,min
i =

a
(

I ki,f

I kminp,i

)b

− 1

(13c)

P
k,max
i =

a
(

I ki,f

I kmaxp,i

)b

− 1

(13d)

In (10b), (13c) and (13d), I ki,f denotes the fault current seen

by k th backup relay of ith primary relay. Now, the bilinear

terms ti and t
k
i can be linearized in a discrete manner (by (2))

as follows,

ti = Pmini Ti + ri
∑

∀j∈m

Wij (14)

tki = P
k,min
i Ti + si

∑

∀j∈m

Yij (15)

where,Wij = αijTi and Yij = βijTi. αij and βij are binary vari-

ables, ri = (Pmaxi − Pmini )/m, and si = (P
k,max
i − P

k,min
i )/m.

Now Wij and Yij are bilinear terms which can be linearlized

using (3) as,

−Bαij ≤ Wij ≤ Bαij (16a)

Ti − B(1 − αij) ≤ Wij ≤ Ti + B(1 − αij) (16b)

−Bβij ≤ Yij ≤ Bβij (17a)

Ti − B(1 − βij) ≤ Yij ≤ Ti + B(1 − βij) (17b)

Further, as the Ip values remain unchanged irrespective of

whether the DOCR is operating as a primary or backup relay,

hence we can write

Ip,i = I kp,i ∀ (i, k) (18)

So, by combining (10a) and (10b), we get

aMPi − aPki − (1 −M )Qi = 0 (19)

here, M = exp(b ln(Ii,f /I
k
i,f )) and Qi = PiP

k
i . Now, Qi is

another bilinear term which is linearized in the same manner

as ti and similar to (14) and (16), Qi can be also be expressed

in terms of disjunctive inequalities as given below,

Qi = Pmini Pki + qi
∑

∀j∈m

ζij (20)

−Bγij ≤ ζij ≤ Bγij (21a)

Pki − B(1 − γij) ≤ ζij ≤ Pki + B(1 − γij) (21b)

In (20), ζij = γijP
k
i , qi = (Pmaxi − Pmini )/m, and

γij is a binary variable. Now, the decision variable vec-

tor is X = [ti, t
k
i ,Pi,P

k
i ,Ti,Wij,Yij,Qi, ζij, αij, βij, γij].

In X , αij, βij, and γij are binary decision variables (αij, βij,

γij ∈ {0, 1}) and remaining variables belong to continuous

domain (R). With X as decision variable vector, (7) becomes

the objective function for the newMILP with (8a), (8b), (11),

(16), (17) and (21) as inequality constraints, and (14), (15),

(19), and (20) as equality constraints. So, for each test case,

the proposed MILP is solved with Nr limit constraints corre-

sponding to (8b), (11), 4Nr equality constraints, and (2Nr×m)

inequality constraints, where m is the step size or number
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of disjunctions. The lower and upper bounds of Qi can be

calculated as follows,

Qmini ≤ Qi ≤ Qmaxi (22a)

Qmini = min(Pmini Pmaxi ,P
k,min
i P

k,max
i ,

P
k,min
i Pmaxi ,P

k,max
i Pmini ) (22b)

Qmaxi = max(Pmini Pmaxi ,P
k,min
i P

k,max
i ,

P
k,min
i Pmaxi ,P

k,max
i Pmini ) (22c)

C. METHOD OF CHOOSING m

The accuracy of the obtained solution from the proposed

MILP method depends on the value of m. Smaller amounts

of m sometimes do not fetch feasible solutions as it is evident

that the number of created disjunctions (i.e., m) decide the

possibility of obtaining the optimum. For larger values of m,

though an optimal solution is obtained, the solver consumes a

humongous amount of execution time. To trade off execution

time against acquiring better optimum, the value of m is

chosen from the knowledge of the test systems iteratively.

The value m is set to 1 in the first trial run. The cost of m

is incremented by 1 in each successive term until there is

no further improvement in the objective function value. This

procedure is shown in algorithm 1.

Algorithm 1 Iterative Algorithm to Choose m

Input: Fault current data, bounds of TDS, CPS, ti, t
k
i , and

primary backup relay sequence.

Define tolerance, ǫ, iteration count, k .

Set m=1

Calculate [Pmini ,Pmaxi ], [P
k,min
i ,P

k,max
i ], and [Qmini ,Qmaxi ].

Formulate and solve MILP.

Store the OF.

Calculate σ = |OFk − OFk+1|

while σ > ǫ

Set mk+1 = mk + 1.

Calculate [Pmini ,Pmaxi ], [P
k,min
i ,P

k,max
i ], and [Qmini ,Qmaxi ].

Formulate and solve MILP.

Store the OF.

Calculate σ = |OFk − OFk+1|.

end while

Display the value of m

The absolute difference in objective function value in two

successive iterations is shown as σ in algorithm 1. The thresh-

old value of ǫ is set to a minimum amount of 1 × 10−3.

For each unit increment of m, the MILP is run, and σ is

calculated. When σ falls below ǫ, it means that the best m

for the particular test system is found an algorithm can be

stopped. It should be noted that the value ofmwhich is found

using algorithm 1 is just enough to fetch the global solution.

Values of m higher than that would be overestimated which

will, eventually, increase the execution time of the program

and consume more memory space in the computing system

and there would not be much substantial decrement in the

objective function value.

FIGURE 1. Test case 1: 3 bus system.

TABLE 1. Optimal DOCR settings for 3 bus system.

IV. SIMULATION TEST RESULTS AND DISCUSSIONS

The proposed MILP formulation for DOCR-PC is pro-

grammed in GAMS coding platform using CPLEX solver

on a 4GB, 3GHz, Intel Core2duo processor-based computing

system. For the sake of fair comparison, the MILP [15] and

MINLP [14] formulations are adapted and programmed on

the same computing system usingGAMS-CPLEX solver, and

the results are compared. The proposed method is employed

on various test systems among which the results of a three bus

system, an eight bus, a 15 bus, and the IEEE 30 bus systems

are explained in this section.

A. TEST CASE 1: 3 BUS SYSTEM

The proposed algorithm is tested on three bus system. The

network structure is shown in Fig. 1 and system data are taken

from [13]. The bounds of ti and t
k
i are taken as [0.1, 1.1], and

TDS bounds are considered as [0.1, 1.1]. As in the proposed

formulation Ip is not discrete, the limits of Ip are fixed to be

[1.5, 5]. For the sake of comparison of the proposed method,

MILP and MINLP algorithms are also developed with same

parameter limits, except, Ip is considered to be discrete vari-

able with limits [1.5, 5] with a step size of 0.5. CTI is taken

to be 0.2 sec for all test methods. The step size of m is found

to be eight from algorithm 1. For this system, the proposed

MILP comprises of 144 discrete variables, 180 continuous

variables with 582 inequality constraints and 24 equality

constraints.

The optimal DOCR settings obtained for the 3 bus sys-

tem using the proposed algorithm, MILP and MINLP are

presented in Table 1. The DOCR operating times for close-

in line faults case on the test system are shown in Table 2.

It can be observed that the difference between primary and

backup DOCR operating times is clearly over minimum CTI

of 0.2sec. To highlight the performance of the proposed

algorithm the sum of the primary and backup relay operating
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FIGURE 2. Test case 2: 8 bus system.

TABLE 2. Primary and backup DOCR tripping times of 3 bus
system.

times obtained from both proposed algorithm and MILP are

given in the last row of Table 2. It is clear from the table that

the obtained solution is better than MILP.

B. TEST CASE 2: 8 BUS SYSTEM

The second test system employed is the 8 bus test system

constituting 14 DOCRs. The single line diagram of the 8 bus

system is shown in Fig. 2, and the network short circuit data

is taken from [13]. For the proposed algorithm, the limits

of TDS and Ip are taken to be [0.01, 1.1] and [0.5, 2.5]

respectively. For MILP and MINLP, discrete Ip values with

limits [0.5, 2.5] is considered with steps of 0.5, 0.6, 0.8, 1, 1.5,

2 and 2.5 respectively. The step sizem for the proposedMILP

is obtained to be 8. CTI is taken as 0.3 sec for all test methods.

The obtained optimal DOCR settings are shown in Table 3.

Similar to test case 1, the proposed MILP fetched better

optimal settings for this test system as compared to MINLP.

A value of OF (s) is obtained as 8.0061 sec which is better

compared toMINLP and Seeker [13]. Whereas, it is observed

that for this test system the results of MILP and proposed

algorithm are the same for all step sizes greater than m = 8.

For values of m < 8 sub-optimal solutions are obtained

with few constraint violations. This is obvious, because,

with lesser number of discrete intervals the size of solution

space (G′) increases and include infeasible sub-optimal points

and the solver ends up at its best sub-optimal point where all

constraints may not satisfy. Hence, optimal selection of m is

crucial in getting best optimal solutions.

TABLE 3. Optimal DOCR settings for 8 bus system.

FIGURE 3. Test case 3: 15 bus system with DG.

C. TEST CASE 3: 15 BUS SYSTEM

The performance of proposed MILP is tested on large scale

networks including distributed generation (DG). One such

system is the 15 bus test system connected with DGs and

having 42 DOCRs. The single line diagram of 15 bus system

is shown in Fig. 3 and the network short circuit data are

taken from [13]. The proposed algorithm is tested on this

system with limits of TDS and Ip to be [0.1, 1] and [0.5, 2.5]

respectively. For MILP and MINLP, discrete Ip values with

limits [0.5, 2.5] are considered with a step size of 0.5. CTI is

taken to be 0.3 sec for all test methods. The value ofm for the

proposed MILP is 5. The obtained optimal DOCR settings

are shown in Table 4. From the table, it can be seen that the

proposed MILP attained improved optimal settings for this

test system compared to MILP and MINLP.

D. TEST CASE 4: IEEE 30 BUS SYSTEM WITH DG

Fig. 4 shows the distribution portion of the IEEE 30 bus

system connected with DG and comprises of 38 DOCRs. The

network parameters and short circuit data of this test system
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TABLE 4. Optimal DOCR settings for 15 bus system.

can be found in [10]. The relay sequence is considered in

the same manner as in [24]. The proposed algorithm is tested

on this system with the bounds on TDS and Ip to be [0.1, 1]

and [1.5, 6] respectively. For MILP and MINLP, discrete Ip
values with limits [1.5, 6] are considered with a step size

of 0.5. The value of m as obtained using algorithm 1 is 10.

The obtained optimal DOCR settings are shown in Table 5.

Compared to MILP and MINLP, and the proposed MILP

delivered effective settings with reduced objective function

value. The results of the proposed MILP has also surpassed

the hybrid heuristic method GSA-SQP [24] under the same

test conditions.

E. DISCUSSION ON OBTAINED RESULTS

To highlight the robustness of the proposed MILP technique,

the objective function values OF (sec) are compared with

the MILP [15], MINLP [14], which are also programmed

in the same computing system, and also with Seeker [13],

and GSA-SQP [24] techniques in the literature. The values

FIGURE 4. Test case 4: Distribution portion of 30 bus system

with DG.

TABLE 5. Optimal DOCR settings for 30 bus system.

of OF (sec) for all the test systems are shown in Table 6.

The numerical superiority of the proposed algorithm over

other test methods is highlighted in the table. For the 3-bus
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TABLE 6. Objective function (OF(s) values for the test systems.

system, the proposed algorithm has better optimum compared

to MILP[15], Seeker [13] as well as GSA-SQP [24]. For

8 bus system, however, the OF (sec) values of MILP [15],

and proposedMILP are samewhich indicate that the obtained

result for this system is indeed the global solution. Whereas,

proposed MILP had outperformed MINLP [14] formulation

and Seeker [13]. As shown in Table 6, the performance of the

proposed algorithm for large scale test systems like 15 bus

and 30 bus systems is also notably superior.

In terms of computational performance, the execution

time of proposed MILP is dependent on the step size m

which when increase, so do execution time as discussed in

section III-C. For the 3 bus system which constitutes 144 dis-

crete variables, 180 continuous variables with 582 inequality

constraints and 24 equality constraints in the proposed MILP,

The CPLEX solver consumed approximately four megabytes

of memory space with 5.33 msec as execution time per iter-

ation. The solution is obtained in 3 repetitions with a total

execution time of 16msec.Whereas, for the same test system,

the traditionalMILP formulation has 90 continuous variables,

30 discrete variables with 126 inequality constraints and

12 equality constraints and consumed approximately three

megabytes of memory space with 1.153 msec execution time

per iteration. The solution converged in 26 iterations making

a total execution time of 0.03 sec. In MINLP formulation,

there are 30 continuous and discrete variables each with six

inequality constraints and 24 equality constraints. In terms of

execution time per iterationMINLP is fastest with 0.645msec

but slowest in terms of number of iterations with 96 iterations.

The above analysis tells that as the proposedMILP consists of

more number of decision variables, it occupies more memory

and high execution time per iteration. But, since it converges

in the least amount of iterations compared with conventional

MILP and MINLP formulations for all test systems the over-

all execution time is found to be less.

V. CONCLUSION

This work proposed a new MILP formulation for the coor-

dination of directional overcurrent relays using disjunctive

inequalities. The traditional nonlinear programming problem

of directional overcurrent relay coordination is reformulated

to MILP by discretizing the variables of bilinear terms and

then linearizing using disjunctive inequalities. The proposed

algorithm is formulated in GAMS package with CPLEX

solver, and results are presented. The superiority of the pro-

posed algorithm is tested on various small and large scale test

systems, and results have shown that the proposed algorithm

obtained significantly better solutions with less execution

time compared to past integer programming formulations

without considering current pickup settings as a discrete

variable.
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