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ABSTRACT 

Many clustering and segmentation algorithms suffer from the 

limitation that the number of clusters/segments is specified by 

a human user. It is often impractical to expect a human with 

sufficient domain knowledge to be available to select the 

number of clusters/segments to return. Thus, the estimation of 

optimal cluster number during the clustering process is our 

prime concern. In this paper, we introduce a new validity 

index method based on multi-degree entropy algorithm. This 

multi-degree entropy algorithm combines a multi-degree 

immersion and entropy algorithm to partition an image into 

levels of intensity using multi-degree immersion processes. 

The output of the multi-degree immersion process is several 

regions which the interior does not contain any sharp grey 

value transitions, i.e. each level of intensity may contain one 

or more regions, connected points, or oversegmentation. 

These regions are passed to the entropy procedure to perform 

a suitable merging which produces the final number of 

clustering based on validity function criteria. Validity 

functions typically suggest finding a trade-off between intra-

cluster and inter-cluster variability, which is of course a 

reasonable principle. The latter process uses a region-based 

similarity representation of the image regions to decide 

whether regions can be merged.  

The proposed method is evaluated on a discrete image 

example to prove its efficiency. The existing validation 

indices like PC, XB, and CE and the proposed index are 

evaluated and compared on two simulation and one real life 

data. A direct benefit of this method is being able to determine 

the number of clusters for given application medical images. 

General Terms 

Image Processing. 

Keywords 
Clustering, Multi-Degree Immersion, Entropy, Validity Index. 

1. INTRODUCTION 
Clustering is one of the most popular classification methods 

and has found many applications in pattern classification and 

image segmentation [1]-[6]. Clustering algorithms attempt to 

classify a voxel to a tissue class by using the notion of 

similarity to the class. Unlike the crisp K-means clustering  

 

algorithm [4], the FCM algorithm allows partial membership 

in different tissue classes. Thus, FCM can be used to model 

the partial volume averaging artifact, where a pixel may 

contain multiple tissue classes [2]-[3]. The kernelized fuzzy 

C-means (KFCM) [6]-[8] used a kernel function as a 

substitute for the inner product in the original space, which is 

like mapping the space into higher dimensional feature space. 

Other approaches were used to incorporating kernels into 

fuzzy clustering algorithms for enhancing clustering 

algorithms designed to handle different shape clusters [8]. 

More recent results of fuzzy algorithms have been presented 

in [9] for improving automatic MRI image segmentation. 

They used the intra-cluster distance measure to give the ideal 

number of clusters automatically; more discussion can be 

found in [9]. Also, possibilistic clustering which is pioneered 

by the possibilistic c-means (PFCM) algorithm was developed 

in [10-12]. They had been shown that PFCM is more robust to 

outliers than FCM. The While PCM-based algorithms suffer 

from the coincident cluster problem, which makes them too 

sensitive to initialization [12]. The PCM-based algorithms 

suffer from the coincident cluster problem, which makes them 

too sensitive to initialization [12]. 

Most fuzzy methods have several advantages including 

yielding regions more homogeneous than other methods; 

reducing the spurious blobs; removing noisy spots; reduced 

sensitivity to noise compared to other techniques. However, 

they require prior knowledge about the number of clusters in 

the data, which may not be known for new data [13].  Many 

criteria have been developed for determining cluster validity 

[14-21], all of which have a common goal to find the 

clustering which results in compact clusters that are well 

separated. Now the challenge is to answer the two questions:" 

Can the appropriate number of clusters be determined 

automatically? And if the answer is yes, how?" [19]. To the 

best of our knowledge, however, faithful indexes for 

automatic fuzzy clustering algorithms have not been 

determined yet, i.e. to determine which validity indexes can 

achieve high accuracy segmentation when used with  fuzzy 

algorithms.  

In this paper, we seek the answer to the previous questions for 

exploring which indexes can achieve high accuracy 

segmentation. For that we introduce a new validity index 

based on multi-degree entropy and a new validity function to 

obtain the cluster validity in the domain of image 
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segmentation. The multi-degree entropy algorithm combines a 

multi-degree immersion and entropy algorithm. The proposed 

method begins to subdivide the data into fixed number of 

clusters called number of levels of intensity using multi-

degree immersion processes. The multi-degree immersion 

results several regions. These regions are fed to the entropy 

procedure to perform a suitable merging which produces the 

final numbers of clustering based on validity function criteria. 

Validity function is used as pre-merge to find the final true 

number of clusters. The proposed method is tested with 

discrete grey image example to prove its efficiency. Also, it is 

applied to two simulation and one real life data. The obtained 

results are compared to those obtained from validation indices 

like PC, XB, and CE. It is shown that the proposed method 

produce accurate results. Furthermore, the proposed method is 

experimented on several brain images to show the 

applicability of this method in medical image segmentation. 

The rest of this paper is organized as follows: Section 2 

describes optimization of cluster number. Some well-known 

fuzzy clustering validity indexes are introduced in section 3. 

The proposed method steps are discussed in section 4. In 

section 5, the proposed algorithm is presented. The 

experimental results were performed in section 6. In section 7, 

we present the conclusion. 

2. CLUSTER NUMBER OPTIMIZATION  
The objective function of FCM can be formulated as follows 

[3]: 

 

 

where C is the number of clusters, ci is the cluster centre of 

fuzzy group i, n is the number of data, and the parameter m is 

a weighting exponent on each fuzzy membership.  

Where )x(uu ijij   is the membership of the i-th object xi 

in the j-th cluster. In the commonly employed probabilistic 

version of fuzzy C-means, it is required that: 

n,...,2,1i,x,1)x(uu i

C
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C
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ijij  
 

                         

Fuzzy partitioning is carried out through an iterative 

optimization of the above objective function. Updating of 

membership uij and the cluster centers Ci is done as follows: 

                                                                                      (1)  

                                                                                                                                      

 

 

 

                                                                                         (2) 

 

 

As mentioned before, the simple enumeration strategy for 

optimizing the cluster number, as outlined in the introduction, 

is not practicable in an online setting as it requires the 

consideration of too large a number of  candidate values and, 

hence, applications of the clustering algorithm [22]. To 

minimize the effort , the idea of this paper is to pursue a local 

adaptation process that tries to adapt the cluster number C on 

the basis of a starting point Co in the style of a hill-climbing 

procedure. This strategy appears particularly appealing in an 

online setting where the optimal cluster number, C*, may 

“smoothly” change in the course of time.  In fact, assuming, 

that  C*  does not make big jumps, the optimal number at time 

t+1. In other words, a local search is likely to succeed without 

getting trapped in local optima. Thus, staring with C=Co, each 

iteration of our method consists of a test that checks whether 

the cluster model can be improved by increasing or decreasing 

C. To this end, we make use of a suitable quality measure 

(validity function) Q(.) . Let Q(K) denote the quality of the 

cluster number K, that is, of the cluster model obtained for 

this number. In each iteration, K is then updated as follows: 

)}1C(Q),C(Q),1C(Qmax{argC   

This is repeated  until C remains unchanged, i.e., Q(C)> 

max{Q(C-1),Q(C+1)}.Essentially, this approach requires two 

elements: Firstly, a suitable validity function Q(.), and 

secondly, a means for going from a clustering structure with C 

clusters to structures with C-1 and C+1 clusters, respectively.  

3. FUZZY CLUSTERING VALIDITY 

INDEXES 
Clustering analysis aims to place similar objects in the same 

groups. The purpose is to get an idea about the sample disper-

sions and about the correlations between variables in the 

samples which include huge data. However, many clustering 

algorithms necessitate pre-knowledge of the number of 

clusters. The fact that the researchers do not have pre-

knowledge of the number of clusters in many studies make it 

impossible to know whether the end number of clusters is 

more or less than the actual number of clusters. If the end 

number of clusters turn out to be less than the actual number 

of clusters, then one or more of the present clusters will have 

to unite; if it turns out to be more, then one or more of the 

present clusters will be divided. The process of determining 

the optimal cluster number is called cluster validity in general. 

Thus, the accuracy of the end cluster number can be 

determined. When the data are in the two dimensional space, 

the number of clusters can be decided upon by commenting 

on the cluster results visually. However, as the number of 

dimensions increase in space, visually gets harder and there 

becomes a need for validity indexes. As a result, two criteria 

can be mentioned for value clusters and the most suitable 

cluster planning.  

1. Density: It measures how close the group members are. 

The best example to this is variance.  

2. Separation: It shows how two clusters are separated. It 

measures the distance between two different clusters. 

3. Statistical: It adopted criteria for statistical model 

selection for determining the statistical behavior of the 

data. 

In this paper, we focus on combining the density and 

separation methods to find the best cluster number. Thus, in 

this section, we evaluate the most well-known methods such 

as partition coefficient (PC), classification entropy (CE), and 

Xie-Beni index (XB) to compare with the results of the 

proposed method. These comparisons are necessary to prove 

the efficiency of the proposed method. 
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3.1 Partition Coefficient (PC) 
This method proposed by Bezdek[23] and holds a value be-

tween 1/C and 1. Here, C is the number of clusters. If all 

membership values turn out to be equal as a result of fuzzy 

partition, uij= 1/C. This is the smallest degree of the PC. It is 

desirable that the value of the PC in the appropriate clustering 

process has a value close to 1. As the PC value gets closer to 

1/C, clustering will become fuzzy. Besides, a value close to 

1/C indicates that the clustering algorithm has failed. 


 



C

1i

n

1j

2
ijPC u

n

1
V                                                 (3) 

3.2 Classification Entropy (CE) 
This method has been proposed by Bezdek [23] as well. 

                                                                                         (4) 

 

In this equation, a logarithm is e base. CE value needs to be 

close to 0. The best number of clusters will be between the 

)1(2  nC ranges. 

3.3 Xie-Beni Index (XB) 
This index developed by Xie and Beni [24] is also known as 

the density and secession validity function and it is as follows: 

                                                                    

                                                                                           

                                                                                         (5) 

 

Where jiij cc min  represents the shortest value between 

the i-th cluster ci in the j-th cluster cj. 

4. THE PROPOSED APPROACH 
In this section, we present a method for assessing cluster 

validity. This method combines with a proposed fuzzy 

clustering algorithm to yield an estimate of the data partition, 

namely, the number of clusters. This method is called multi-

level entropy algorithm that combined multi-degree 

immersion and entropy algorithm. The algorithm can be 

described in the following steps: 

1. Multi-degree immersion 

2. Entropy procedure 

3. Fuzzy validation function 

These steps will be discussed in more details. 

4.1 Multi-Degree Immersion 
Now we summarize the definition of multi-degree immersion 

processes [25]. Let F: D N be a digital grey value image, 

with minh  and maxh  be the minimum and maximum values 

of F. Define an image with the grey level h increasing from 

minh to maxh , in which the basins associated with the minima 

of F are successively expanded. The multi-degree immersion 

implementation was introduced in [25] to resist the over 

segmentation problem. The threshold set of F is redefined at 

level h: 

                                                                                           (6) 

Here Diff (p) is a function which presents the immersion level 

when the flood procedure reaches pixel p. The segmentation 

results are sensitive to the value of this function. Generally, 

the greater value of Diff (p) means immersing more points, 

when the flood process goes to level-by-level, where: 

                                                                                       (7)  

 

where the connectivity is a prescribed value. This shows that 

the phenomenon of over segmentation problem is still not 

enhanced since the connectivity of Diff (p) fails to merge 

more pixels. 

Our algorithm is based on these definitions. Let we have the 

subset of points
1

X  , 2X , .., LX corresponding to the 

thresholds hT , 1hT , …, 
maxhT respectively, where

1
X  , 

2X , .., LX  being connected components of )(FTh and L is 

the number of extracted subsets. Next, we calculate the 

entropy function based on these subsets
1

X , 2X , .., LX . 

Algorithm 1 

Input: digital grey scale image F matrix. 

Output: subset Xi. 

Procedure: SORT pixels in increasing order of grey values 

(minimum hmin, maximum hmax) 

i=1        (* Start Flooding *) 

For h = hmin to  hmax Step Th 

               Find Xh matrix (* Xh = Th(F) *)    

Find the matrix Yi which satisfy DiffXYDiffX hih   

Connect all pixels of Yi to get connected regions Xi 

i=i+1 

End For (* End Flooding *) 

4.2 Entropy Procedure 
After performing multi-degree immersion processes at each 

level, sometimes there are segments that are difficult to merge 

due that the boundary of regions is disjoint. Thus, we apply 

entropy [26], in measuring the correlation between resultant 

regions. Here we treat segments as random variables. The 

most frequently used measure of information is the Shannon-

Wiener entropy measure [27], the entropy H of a discrete 

random variable X with n values in the set 

[x1,x2,x3……….xn] with probabilities pri  i=1,2,…,n can be 

defined as: 

H(X)=                                                                            (8) 

Where pri=pr[X=xi]. The image entropy, H(X) is usually 

estimated from: 

 

Where gi is the number of pixels with the intensity i and gtotal 

is the total number of pixels. The joint entropy could be used 

as a similarity measure between two regions. Having two sets 

of pixels, one of Xi and another of Xj, and Ek k=1,2,…M is the 

resultant of the intersection between two sets. The entropy Pri 

of pixels in Ek is computed corresponding to the union 

between pixels of Xi and Xj sets. The largest value of Pri 

shows that there is similarity between the two regions and 

then they must be merged in one segment. The algorithm can 

be described as follows: 

Algorithm 2: Procedure Ei=Entropy(Xi, Xj), Ek=Entropy(Xi,Xj) 

Input: Xi, Xj  ; i , j=1,2,..,L. 

Output: Ei=Entropy(Xi, Xj) 
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For i = 1 to L 

          For j = 2 to L-1 

           b= iX 
jX  

            Calculate ipr of matrix b corresponding to iX  

            If ipr > a prescribe value then resultant segment 

is iR = iX  jX . 

Else  

Return by iR = iX . 

End IF 

End For 

End For 

Delete the redundancy matrix iR and the corresponding iE . 

End procedure 

4.3 Fuzzy Validity Function 
Regarding the evaluation of a cluster model (partition of the 

data into regions CKRK ,..,2,1,   ) in terms of a measure 

Q(.), several proposals can be found in the literature[1-8]. 

Unfortunately, most of these measures have been developed 

for the non-fuzzy case. Indeed, validity functions of that kind 

might still be (and in fact often are) employed, namely by 

mapping a fuzzy cluster model to a crisp one first (i.e. 

assigning each object to the cluster in which it has the highest 

degree of membership) and deriving the measure for this latter 

structure afterwards. However, our validity function can of 

course be criticized as it comes along with a considerable loss 

of information. On the other hand, many of the non-fuzzy 

measures can be adapted to the fuzzy case in a natural way. 

Validity functions typically suggest finding a trade-off 

between intra-cluster and inter-cluster variability, which is of 

course a reasonable principle. We can define the validity 

function as ),,,,( RufCxQV ijCi : 

 

 

 

 

 

                                                                                    (9) 
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 is the summation number of points of in 

the regions KR  ( Kf is the corresponding number of points of 

K- cluster, K=1, 2,..,C); and 
m

ik
u  , 
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i
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memberships of two individual clusters KR and 1KR with 

two centers 1, KK cc and as one cluster 1 KK RRS with 

centre )1(  KKc respectively.  

||max)max( 1 KKK cRR    

||max)max( 111   KKK cRR  

If this validity function is true, two regions are one region else 

they are separated regions. Now we have fK the number of 

connected regions KR , K=1,..,C, and the corresponding the 

entropy EK respectively.  

For instance, if you have p-th and q-th regions with 

centres qp cc ,  , the validity criterion can be rewritten as: 
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These two regions can be merged together if pqpq WV   else 

the two regions still without merging. 

This algorithm can be described as follows: 

Algorithm 3: Optimization of cluster number. 

Input: The connected regions KR , i=1,..,K 

Output: the entropy EK for regions. 

Labeling: EK for each RK. 

Sort their regions RK according to EK. 

Repeat  

         K=1        

         S=RK U RK+1                

          Estimate: the two centers and their memberships of S. 

             Evaluate )1( KKV          

             Evaluate )1( KKW           

  IF )1()1(   KKKK WV  

KR and RK+1 are merged in RK+1 and delete RK. 

          Else  

Still without merging 

            K=K+1 

End IF 

End Repeat until checked all regions. 

End 

5. THE PROPOSED ALGORITHM 

DESCRIPTION 
Determining the best cluster number in fuzzy clustering 

becomes more important especially if the clusters are not 

separated from each other significantly. In case of uncertainty, 

cluster validity indexes help the researcher in making definite 

decisions. Many cluster validity index in the literature give 

conflicting results about the cluster numbers with data in 

complicated form [19], [28]-[30]. After the application of 

fuzzy clustering method, each data is appointed to the cluster 

in which it has the highest membership degree. As a result of 

a classification done with these results any classification 

technique is expected to have high percentage of 

classification. In this technique, we used an alternative 

validity criterion based on validity function and entropy. If 

entropy method is used as a classification method, the input of 

this procedure will be the level of intensity and the output will 

be the initial cluster number and regions. These cluster 

number and regions are fed to the validity function which 

determines the true cluster number as a result of fuzzy 

clustering. After performing the proposed algorithm, we noted 

that this can give the high percentage of classification 

accuracy, where the most appropriate number of clusters can 

be determined in the fuzzy clustering. The proposed algorithm 

can be stated as follows: 
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Algorithm: the overall algorithm of our proposed approach. 

Input: F: Image. 

Output: C: number of clusters in the image F. 

Begin: 

1. Sort the image’s pixels and identify the two pixels with 

minimum and maximum values. 

2. Divide the image F into levels according a selected 

threshold. 

3. For each level F  (applying  algorithm 1) 

a. Get the connected regions. 

b. Isolate the new regions (connected regions) in 

each level. 

End For 

4. For each region (applying algorithm 2) 

a. Find the entropy of each region. 

b. Labeled the regions and the corresponding 

entropy value 

End For 

5. Sort the connected regions according to their entropy. 

6. Merge the regions which have a close entropy values to 

reduce the number of regions. 

7. For each two adjacent regions (applying algorithm 3). 

a. Find the center and membership using fuzzy c-

means 

b. Calculate the number of clusters using validity 

function. 

c. Merge two regions or not according to the value 

of validity function. 

d. Update the regions if the regions are merged 

together. 

e. Continue to check all regions. 

f. Count the number of resultant regions. 

End for 

End 

6. EXPERIMENTAL RESULTS 
The algorithm is based on the definition given in section 3. 

We therefore start by partitioning the image into several levels 

of intensity using multi-degree immersion process which 

produces the initial partitioning of the image regions. We 

obtained the matrices X1, X2,…, XL corresponding to the 

thresholds Th, Th+1,…,
maxhT . These subsets X1, X2 …, XL are 

fed to entropy function to decide if these regions can be 

merged or not. These output subsets are fed to the validity 

function which determines the true cluster number as a result 

of fuzzy clustering. 

6.1 Numerical Results 
For example, if one has a 7x5 discrete image F on the square 

grid with 4-connectivity (see Fig.(1a)). The local minima 

minhX which belong to the minima of lowest 

altitude 1min h , 30hT  a multi-level by immersions are 

applied on the 4-connected grid, and define Diff=4, 

connectivity is equal to 2.We can apply our algorithm as the 

following: 

 Step-1: According to algorithm 1, we can divide the image F 

into three levels according to  

,300  h andh ,6030  .12090  h  
For the first level, we obtained three regions (X1, X2, X3). 

Similarly, we get one for the second level (X4), and two 

regions for the third level (X5, X6); the set of all regions as 

shown in figure (1-b, c, d) are )8,4,1,2,5,3,2,3,1(1 X , 

)6,7,10,11(2 X , )3,6,3,2,5,1(3 X , )58,51,54,59,50,56(4 X

)102,93,98,95,100,90(5 X , ).107,106,105,100(6 X
 

 

 

 

 

 

 

                   (a)                                                  (b)  

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 59 50 56 

0 0 58 51 54 

0 0 0 0 0 

0 0 0 0 0 
 

                   (a)                                                   (b)  

Fig. (1): multi-degree immersion process on the 4-

connected grid, (a) Original image, b, c, d are segmented 

using Eq. (8). 

Step 2:  according to algorithm 2, we compute E1 for R1 as: 
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3
5 10*7.79 E 3

6 10*8.83, Eand  are computed 

according to regions R1, R2, R3, R4, R5,R6 respectively.   

Step 3: The regions R1, R2, R3, R4, R5 and R6 are sorted 

according to their entropy values E6, E5, E4, E3, E2, E1. Then, 

we merge the similar regions according to their entropy 

values. In this example, there are similar entropy values 

between (X1, X3) and (X5, X6) to get R1 and R4 regions and 

pixels of (X2, X4) corresponding regions R2, R3 as shown in 

figure (2b).  
100 90 2 3 1 

98 95 2 5 3 

102 93 8 4 1 

10 11 59 50 56 

6 7 58 51 54 

105 100 2 5 1 

107 106 3 6 3 
 

                  (a)                                                 (b) 

Fig. 2:  (a) Original image, (b) Clustering image after 

entropy 

 

100 90 2 3 1 

98 95 2 5 3 

102 93 8 4 1 

10 11 59 50 56 

6 7 58 51 54 

105 100 2 5 1 

107 106 3 6 3 

0 0 2 3 1 

0 0 2 5 3 

0 0 8 4 1 

10 11 0 0 0 

6 7 0 0 0 

0 0 2 5 1 

0 0 3 6 3 

100 90 0 0 0 

98 95 0 0 0 

102 93 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

105 100 0 0 0 

107 106 0 0 0 

100 90 2 3 1 

98 95 2 5 3 

102 93 8 4 1 

10 11 59 50 56 

6 7 58 51 54 

105 100 2 5 1 

107 106 3 6 3 



International Journal of Computer Applications (0975 – 8887) 

Volume 38– No.12, January 2012 

6 

 

Step 4: For each region Ri, we calculate the center and 

memberships by applying the fuzzy-c means algorithm in Eq. 

(2) and Eq. (1) respectively. Consequently, we obtain the 

following center and memberships as:  

.6.99,67.54,5.8,27.3 4321  CandCCC

 ,10*23.3,01.0,10*57.5,229.0,01.0,2285.0,10*23.3( 333
1

u

,229.0,01.0,10*57.5,10*23.310*3.7,031.0 334 

).229.0,10*23.2 3
 

).133.0,37.0,37.0,133.0(2 u  
).0294.0,024.0,728.0,03.0,015.0,185.0(3 u  

,10*71.1,026.0,10*495.3,465.0,10*19.8( 334
4

u

 ).10*34.1,10*787.1,10*53.2,465.0,013.0,10*71.1 3333 


222222

13 67.5459)03.0(67.5450)015.0(67.5456)185.0(V

222222 67.5458)0294.0(67.5451)024.0(67.5454)728.0( 

.006.2

 Step 5: According to algorithm 3, we select first two regions 

R4 and R3 and compute 
 

  22224
14 6.99100)465.0(6.9990)10*19.8(V

 22223 6.9998)026.0(6.9995)10*495.3(

  22322 6.9993)10*71.1(6.99102)013.0(

  22322 6.99105)10*53.2(6.99100)465.0(

23223 6.99107)10*34.1(6.99106)10*787.1(  

0818.0  

)58,51,54,59,50,56,107,106,105,100,102,93,98,95,100,90(43 R

.75.8243 C  

,0433.0,154.0,0693.0,1074.0,054.0,306.0(43 u  

,15.0,02.0,027.0,029.0,0325.0,054.0  

)0263.0,016.0,,0195.0,028.0  


2222

43 75.82100)054.0(75.8290)306.0(V  


2222 5.8298)069.0(75.8295)1074.0(  


2222 75.82102)043.0(75.8293)154.0(  


2222 75.82105)0325.0(75.82100)054.0(  


2222 75.82107)027.0(75.82106)09.0(  


2222 75.8250)15.0(75.8256)02.0(  


2222 75.8254)0193.0(75.8259)029.0(  

343.4375.8258)0263.0(75.8251)06.0(
2222   

43.691)354.010*18.8(*67.546.99 32

1  V  

45.6241343.43*59107
16

1 2

2 V  

From the previous calculation, we note that 

.12 VV  Therefore, the regions R4 and R3 cannot be merged. 

Repeat step 5 for the new regions R3and R2. For the two 

regions R3 and R2, 339.11601 V 624.13146, 2 Vand . From the 

previous calculation, we note that the two regions R3 and R2 

cannot be merged, similarly, the algorithm selects the next 

region R1 and ignore R3. Repeat step 5 for the new regions 

R2and R1. For the two regions R2 and R1, 77.51 V  

and 641.02 V . We note that .21 VV   from calculations 

and the two regions R2 and R1can be merged into R21. Finally 

the image F are segmented into three regions and can be 

highlighted into three different colors as shown in fig.(3b). 

 

(a)                                                         (b) 

Fig. 3:  (a) Original image.  (b)  Final clustering. 

6.2 Experimental with Real Data Set 
In this section, the proposed algorithm and the existing 

methods (such as PC, CE, and XB) have been applied to two 

simulation and one real life data. First, the proposed method 

has been applied to the data which has three clusters in real. 

Moreover, the values of the other cluster validity indexes are 

obtained and the results are presented in Table (1). When 

Table (1) is studied, the most appropriate number of clusters 

for PC, CE and XB criteria is 3. When the results obtained by 

the proposed method column are studied, it can be seen that 

the output number of clusters is 3.  

Second, the proposed method for the simulation value with 

four clusters in real is applied. Moreover, the values of the 

other cluster validity indexes are obtained and the results are 

presented in Table (2). According to Table (2), the most 

appropriate number of clusters for PC, CE and XB criteria is 

4. Of course the proposed result is obtained 4 clusters.  

Lastly, the proposed method is applied to the synthetic data 

with five clusters which is a real life data. Besides, the values 

of the other cluster validity indexes are obtained and the 

results are summarized in Table 3. According to Table (3), the 

most appropriate number of clusters is 18 for PC criterion, 

seven for CE criterion, and four for XB criterion. When the 

proposed method appoints the number of clusters correctly, 

PC, CE and XB criteria make the wrong choice. The proposed 

method appoints the most appropriate cluster number 

correctly. It is shown that the proposed method gives true 

number of clusters in nearly all the data sets, especially those 

of high number of clusters. 

 

 

 

 

 

 

100 90 2 3 1 

98 95 2 5 3 

102 93 8 4 1 

10 11 59 50 56 

6 7 58 51 54 

105 100 2 5 1 

107 106 3 6 3 

100 90 2 3 1 

98 95 2 5 3 

102 93 8 4 1 

10 11 59 50 56 

6 7 58 51 54 

105 100 2 5 1 

107 106 3 6 3 

Table 1. Results of simulation data with three clusters. 

Cluster validity indexes Number 

of 

clusters 
The proposed 

method 
XB CE PC 

3 1.4454 0.2765 0.8167 2 
3 49.2682 0.0034 0.9992 3 
3 43.2621 0.1562 0.8996 4 
3 24.8372 0.1954 0.8808 5 
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Table 2. Results for the simulation data with four clusters. 

Cluster validity indexes Number 

of 

clusters 

The proposed 

method XB CE PC 

4 6.7532 0.1129 0.931 5 
4 7.5563 0.0053 0.9988 4 
4 1.9668 0.3597 0.8034 3 
4 0.08065 0.4626 0.7121 2 

 

Table 3. Results for the synthetic data with five clusters. 

Cluster validity indexes Number 

of 

clusters 

The 

proposed 

method 

XB CE PC 

5 10.6709 0.021 0.999 18 

5 25.4019 0.0002 0.9262 7 

5 14.7612 0.0555 0.966 6 

5 26.0438 0.00049 0.998 5 

5 35.9476 0.1702 0.9265 4 

5 1.1935 0.2286 0.9 3 

5 0.99 0.471 0.6949 2 

6.3 Experimental with Medical Images 
The experiments were performed on medical data such as 

data1, data2, and data3 while the segmentation of such images 

is the challenge. The image size of these data is 384 512 

pixels, as shown in Fig. 4(a). We used a high-resolution T1-

weighted MR phantom with slice thickness of 1mm, 3% noise 

and 20% inhomogeneity, obtained from the classical 

simulated brain database of McGill University Brain Web. 

The parameters of these algorithms are presented as follows; 

for 
minhT  =20, hmin =1, hmax= 255, mask 3X3, diff = 2. A 

multi-level by immersion is applied on the 4-connected grid. 

The quality of the segmentation algorithm is of vital 

importance to the segmentation process. The comparison 

score S for each algorithm is proposed in [6], which defined 

as: 

ref

ref

AA

AA
S




  

where A represents the set of pixels belonging to a class as 

found by a particular method and Aref represents the set of 

pixels belonging to the very same class in the reference 

segmented image (ground truth). 

The proposed algorithm is performed for each data image 

using iterative fuzzy c-means algorithm in Eqs.(1), (2). The 

number of clusters are obtained six clusters for data1 image 

with accuraccy 0.823 as shown in Fig.(5a). Seven clusters are 

got for the data2 and data3 images with accuracy 0.669 and 

0.743 respectivelly as shown ing Figs. (5b)-(5c). These results 

prove that the proposed method achieved highly accurate 

results in medical image segmentation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                          (b)                       (c) 

Fig. 4. (a) Data1, (b) Data2, and (c) Data 3 are MRI images. 

 

 

 

 

 

 

 

 

             (a)                            (b)                                (c)               

Fig. 5. Segmented image. (a) Six clusters for data1, (b) 

and (c) Seven clusters for data1 and data2 images. 

7. CONCLUSION 
In clustering analysis, determining the most appropriate 

number of clusters in order to reach accurate and sound results 

is an important problem. In some complicated data, because 

of the uncertainty of some cluster members, cluster validity 

indexes can give conflicting results in determining the most 

appropriate number of clusters. In this study, an alternative 

reliable validity index algorithm has been proposed that could 

improve the image clustering. The proposed method has been 

tested with discrete image example to show the applicability 

of this method. Also, it has compared with the results obtained 

from cluster validity indexes such as PC, CE, and XB. The 

proposed method is applied to two simulation and one real life 

data. In the results obtained for the simulation data, the 

criteria which are PC, CE, XB and the proposed method is 

appointed the appropriate number of clusters correctly. For 

the real life data called synthetic data, it is shown that only the 

proposed method appoint the most appropriate number of 

clusters correctly. Furthermore, the proposed method has been 

experimented with different brain images. The accuracy of the 

obtained clusters is good and encouraging. As a result of the 

applications, it can be seen that the most appropriate number 

of clusters can be appointed in fuzzy clustering with the 

proposed method. 

Overall, the proposed method has given more stable results in 

all tests and yielded satisfactory results, which are more 

compatible with medical image segmentation perception. 
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