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Abstract

Layout optimization of wind farms constitutes an important and challenging task in complex terrain. This is especially due to the complex interactions of the boundary layer flows in complex terrain and wind turbine wakes, which renders wake modelling in complex terrain difficult. This study tackles this challenge with a new engineering wake model, which is developed by superposing a Gaussian shape wake model on top of the background flow field, assuming that the centerlines of wind turbine wakes follow the streamlines of the background flow field. The model is found to predict wind turbine wakes in complex terrain with good accuracy and at the same time it is computationally cheap to run for optimization applications. Comparisons with high fidelity simulations and field measurements for a real wind farm with 25 turbines in complex terrain demonstrate its effectiveness. A systematic comparison of eight optimization algorithms, which includes two gradient-based and six gradient-free algorithms, is also carried out for the layout optimization problem in complex terrain. To accelerate the optimization process, a double-stage approach is proposed, which optimizes the objective function first neglecting wake effects and then, in the second stage, including them. While all the tested optimization algorithms can improve the original wind farm layout, random search, local search, and pattern search are found to be the top three algorithms in terms of optimization results and computational cost.
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1. Introduction

During the last two decades, wind power has become a mature and important player in the global energy marketplace. The latest statistics published by the Global Wind Energy Council (GWEC) shows that the global cumulative installed wind capacity increased from 24 GW to 591 GW in the period from 2001 to 2018, which represents an impressive average growth of 20.7% annually [1].

Together with the rapid growth of installed wind capacity, wind farms proliferate worldwide. A task of central importance to the success of a wind farm is choosing its initial layout or design. This is because a wind farm design, once chosen in the development stage and applied in the construction and installation stage, will have large and long-lasting effects on the operation stage of the project, which typically spans from 20 to 25 years. Yet, once constructed and installed, it becomes nearly impossible or prohibitively expensive to change the wind farm design.

A complete wind farm design includes the design tasks of many components and/or sub-systems, such as type, number and locations of wind turbines, turbine foundations, electrical systems, and access road network (for onshore wind farms). Among these different design tasks, determining wind turbine locations, usually referred to as layout optimization or micro-siting, is crucial. Optimizing a wind farm’s layout concerns determining the optimal locations of wind turbines with regards to a single/multiple objective(s), while satisfying certain constraints and requirements [2].

The seminal work in the field of wind farm layout optimization was done by Mosetti et al. in 1994 [3], in which the layout optimization problem to minimize the cost of energy under idealized wind conditions was solved using a Genetic Algorithm (GA). Following this work, a large number of studies have investigated this problem, with the majority focusing on wind farms located on flat terrain or offshore [4].

Different formulations of the layout optimization problem have been tried in different studies. For design variables, most of the studies considered only locations of a given number of turbines [3], while few studies considered other elements. For example, Chen et al. [5] considered hub heights and locations of turbines simultaneously; Vasel-Be-Hagh and Archer [6] optimized the hub heights alone while assuming a fixed number and locations of turbines; and Feng and Shen [7] included number, types and locations of turbines as design variables. For objective functions, popular choices include power/energy production [8, 9] and (levelized) cost of energy [7, 10]. Other objective functions have also been used, for example, González et al. [11] investigated the maximization of net present value (NPV), Mayo and Daoud [12] considered energy efficiency and the degree of visual impact simultaneously, and robustness of power production under changing wind conditions was considered in [13]. Common constraints considered in the layout optimization studies include the wind farm boundary and minimal distance requirements [4].

Various optimization algorithms have been applied to solve the layout opti-
mization problem, among which GA is the most widely used, e.g., in [10] [11]. More advanced version of GA has also been proposed for solving this problem, such as the self-informed GA with information guided exploitation in [14]. Other algorithms have also been tried, such as extended pattern search [15], particle swarm optimization (PSO) [16], greedy search [6] [17], local search [18] and random search [14] [19]. Nevertheless, systematic comparative studies between different algorithms are still largely missing in the literature.

Among the published studies on wind farm layout optimization, very few considered wind farms in complex terrain as the majority of them assumed wind farms on flat terrain or at offshore sites [4]. This can be partially explained by the difficulty of modelling wind turbine wakes in complex terrain [20]. As Castellani et al. [21] found by using numerical and field measurement data, the performance of wind farms in complex terrain is influenced by a complex interplay of terrain-driven flow and wake flow of wind turbines. Similar complexity and the importance of considering terrain effects were also observed in a recent study [22] for a wind farm in complex terrain based on LiDAR (Light Detection and Ranging) measurements and SCADA (Supervisory Control and Data Acquisition) data.

In the general field of wind farm layout optimization, the most widely used wake model is the Jensen wake model [23], as shown in the review work by Shakoor et al. [24]. Other engineering wake models have also been developed for various wind energy applications [25]. For example, Bastankhah and Porté-Agel [26] proposed a Gaussian shape wake model, which has been applied for offshore wind farm layout optimization in [27]; a similar model has also been developed by Gao et al. [10]; Sun and Yang [28] developed an analytical three-dimensional wind turbine wake model which accounts for the wind variation in the vertical direction; and more recently Cheng et al. [29] developed a new analytical wake model based on the Monin-Obukhov similarity theory. Nevertheless, most engineering wake models, such as the aforementioned ones, only work for wind farms on flat terrain or at offshore sites. More recently, Ti et al. [30] proposed an innovative way to model wind turbine wakes using machine learning. In this study, a high fidelity data set of wake flow after a turbine was first obtained by RANS (Reynolds-averaged Navier-Stokes equations) simulation with a turbine modelled by an actuator disk model with rotation. Then an artificial neural network (ANN) model was trained using this data set to estimate the wind speed and turbulence intensity of the wake flow. The validation of this ANN model reveals promising results for an offshore wind farm, but its applicability in complex terrain needs to be further investigated.

Among the few studies that considered wind farm design in complex terrain, Song et al. [31] [32] relied on a wake model based on virtual particle simulation using either a bionic method or a greedy algorithm [31]. An adapted Jensen wake model was proposed by Feng and Shen for wind farms in complex terrain and applied in the layout optimization of a wind farm on a 2D Gaussian hill [33]. This wake model was later adopted in a design optimization framework that can consider real wind farms in complex terrain and tested on a wind farm with 25 turbines at a real complex terrain site [34]. Kuo et al. [35]
solved the layout optimization problem for wind farms in complex terrain by coupling computational fluid dynamics (CFD) with mixed-integer programming (MIP), in which the wake effects were approximated by CFD simulations iteratively. More recently, a new analytical modelling framework for wind turbine wakes over two-dimensional hills was developed by Shamsoddin and Porté-Agel [36], in which the modelling process consists of two steps: the first step deals with the effect of the pressure gradient on the wake evolution, and the second step considers the effect of the hill-induced streamline distortion. While this model achieved good agreement with large-eddy simulation (LES) results, the assumption of two-dimensional hills limits its applicability for wind farms in real complex terrain sites.

In this study a new engineering wake model is proposed, which can work for wind farms in real three-dimensional (3D) complex terrain sites. The model is developed by superposing a Gaussian shape wake model on top of the CFD obtained background flow field, assuming the centerlines of wind turbine wakes follow the streamlines in the background flow field. The model is validated for the layout of a wind farm with 25 turbines at a real complex terrain site. The analysis shows that this model can predict the wake flow of wind farms in complex terrain with good accuracy in a short time, thus making it very suitable for applications in layout optimization.

In view of the lack of systematic comparative studies of optimization algorithms, we also compare the performance of eight algorithms for the layout optimization problem of wind farms in complex terrain. These algorithms include two gradient-based and six gradient-free algorithms, among which the best-performing ones for this problem are identified. A double-stage optimization approach is also proposed to further accelerate the optimization process for wind farm design in complex terrain.

2. Studied wind farm

To demonstrate the wake model proposed in this study and its application in layout optimization, a real wind farm is chosen and studied. This wind farm, which is located at a complex terrain site in Northwest China, is composed of 25 wind turbines. These turbines are of the same type and their technical specifications are summarized in Table 1. Performance characteristics of this type of turbine are shown in Fig. 1.
Table 1: Specifications of wind turbines in the studied wind farm.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor diameter</td>
<td>93 m</td>
</tr>
<tr>
<td>Rated power</td>
<td>2.0 MW</td>
</tr>
<tr>
<td>Hub height</td>
<td>67 m</td>
</tr>
<tr>
<td>Cut-in wind speed</td>
<td>3 m/s</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>12 m/s</td>
</tr>
<tr>
<td>Cut-out wind speed</td>
<td>25 m/s</td>
</tr>
<tr>
<td>Power control</td>
<td>Variable speed, pitch regulated</td>
</tr>
</tbody>
</table>

Figure 1: Power curve (a) and thrust coefficient curve (b) of the turbine in the studied wind farm.

The topography of the terrain and the elevation contour within a rectangle domain of size 6 km by 4 km, along with the positions of the turbines and two met masts, are shown in Fig. 2.
Figure 2: Terrain topography (a) and elevation contour (b) of the studied wind farm. The positions of twenty-five turbines are shown with numbers along with the two met masts M1 and M3.

Note that the two met masts have a height of 70 m and that the coordinates shown in Fig. 2 are the scaled and shifted version of the original coordinates. The scaling factor is equal to the rotor diameter $D$, i.e., 93 m, and the shifting distances are chosen so that the origin of the $x$-$y$ plane lies at the southwest corner of the domain.

3. Wake modelling

For wind farms on flat terrain or at offshore sites, wake modelling is a relatively easy task as there are well-established methods using engineering wake models [37], such as the Jensen wake model [23], the Frandsen wake model [38], or the more recently developed Gaussian wake model (GWM) [26]. However, these wake models were all developed in assuming flat terrain or offshore site. Due to the interaction between wake flow and terrain perturbation effects, wake
modelling is much more difficult for wind farms in complex terrain \cite{20}. Thus these wake models can’t be directly applied for wind farms in complex terrain. While this challenge can be tackled by using CFD with a reasonable accuracy \cite{39, 40}, the high computational costs make CFD methods generally unsuitable for wind farm design optimization.

As most optimization algorithms used in wind farm design require evaluating a large number of design candidates, a fast wake model is required to estimate the wake flows at each turbine’s location with reasonable accuracy in a short time.

The adapted Jensen wake model proposed by Feng and Shen \cite{33} in 2014 is one such example. In this model, the centerline of the wake generated by a wind turbine is assumed to follow the terrain at the same hub height level above the ground and go along with the local wind direction. The same assumptions on wake deficit profile and its expansion are made as in the original Jensen wake model \cite{23}. The schematic of this model is shown in Fig. 3.

![Figure 3: Schematic of the adapted Jensen wake model \cite{33}.](image)

This model was first used in an idealized layout optimization problem, i.e., a wind farm with 25 turbines on a Gaussian 2D hill \cite{33}. Recently, it was also employed in a more realistic optimization framework and tested on the design optimization of a real wind farm in complex terrain \cite{34}, which is, in fact, the same wind farm as described in Section 2. Random search algorithm, a meta-heuristic algorithm developed specifically for wind farm layout optimization in \cite{19}, was used in this framework.

While fast to compute and able to obtain reasonable results, the adapted Jensen wake model suffers from two main limitations: (1) the wake centerline is assumed to follow the terrain along with the local wind direction, (2) the wake deficit profile is assumed to be uniform inside the wake boundary, i.e., a top-hat shape is implicitly assumed. These two assumptions do not match with the physical reality. First, due to the terrain’s perturbation effects on the flow filed, a wake flow in complex terrain does not go directly along the inflow wind at the rotor. Second, the deficit profile of a fully developed wake flow actually takes a Gaussian shape. This has been shown by Schlichting in his classic textbook.
'Boundary Layer Theory' [41], in which he derived an analytical solution for the wakes of blunt bodies. The same phenomenon has also been observed for wind turbine wakes, both in wind tunnel experiments [42] and field measurement [43, 44].

To overcome these limitations and better capture the physical reality, a new wake model for wind turbines in complex terrain is proposed. This new model takes the same basic approach as the adapted Jensen wake model, i.e., superposing an analytical engineering wake model, which works for wind turbines on flat terrain or at offshore sites, on top of a background flow field. Note that a background flow field refers to the flow field over a terrain without any turbines.

In contrast to the adapted Jensen model, the new model makes several assumptions that agree better with the physical reality. These are listed as follows:

- **Assumption 1**: The centerline of a turbine’s wake follows the streamline starting from the rotor centre in the background flow field.

- **Assumption 2**: In the background flow field, streamlines from positions at the hub height level above the ground can be approximated by streamlines from the same positions on the iso-surface at the same height, plus corrections accounting for the out of iso-surface displacements.

- **Assumption 3**: The wake deficit profile of an individual turbine takes a Gaussian shape.

To better illustrate these assumptions, a schematic diagram showing the wake of a wind turbine located on a complex terrain site is presented in Fig. 4. Note that in this figure, the streamline obtained by the model in Assumption 2 is denoted as pseudo 3D streamline, while the wake boundary is assumed to be the boundary corresponding to three standard deviations away from the wake centerline in the Gaussian wake profile. For comparison, the wake centerline used in the adapted Jensen wake model [33] is also shown in this figure as the terrain following curve.
For a better understanding of the differences between the adapted Jensen wake model [33] and the proposed new wake model, 3D visualizations of these two models are also shown in Fig. 5.
From Figs. 4 and 5, we could clearly see how the pseudo 3D streamline is obtained following Assumption 2 and the new model captures the three-dimensional nature of the wake trajectory in complex terrain by making the wake centerline follows the pseudo 3D streamline. Besides, the more realistic Gaussian profile of the wake deficit is also considered. The detailed modelling method of this new model is presented in the following sub-sections.
3.1. Background flow field

For complex terrain sites, the background flow field is affected by the terrain effects. Thus, streamlines in the background flow field exhibit a three-dimensional nature, and calculating these streamlines will require some information on the three-dimensional flow field. It is thus unfavourable to calculate these streamlines during the design optimization process, since this will slow down the computation and jeopardize the applicability of the model.

To limit the computational burden while capturing the three-dimensional nature of real streamlines in the background flow field, Assumption 2 as summarized above, is used. Based on this assumption, only one layer of velocity field information needs to be stored and used, i.e., those velocity components on the iso-surface at the hub-height level above the ground. This reduces the required data storage and enables to pre-compute and store the information of a group of streamlines for each inflow wind direction sector.

Without loss of generality, the background flow field can be modelled by using some CFD tools for a number of inflow wind direction sectors. Then for each sector, the CFD results can be parsed to extract the wind velocity components along the directions $x$, $y$, $z$ for the iso-surface at the hub-height level above the ground, which are denoted as $(u_x, u_y, u_z)$. These velocity components can then be stored on a rectangular grid covering the wind farm area of interest.

In this study, the background flow field is modeled by WAsP CFD [45] for 12 sectors, and velocity components on the iso-surface at a height of 67 m above the terrain is stored on a grid over a rectangular domain of size 6 km by 4 km. This grid is composed of cells with size of 25 m by 25 m. This chosen grid size is based on the resolution of the map file and the mean horizontal size of the computational grid used in WAsP CFD. For any points not located on the nodes of the grid, linear interpolation is used to find the related velocity components. Comparing to the rotor diameter of turbine (93 m), the resolution of the grid (25 m by 25 m) is sufficient in the present case.

As an example, the wind velocity components along the $x$ and $y$ directions, normalized to the far field inflow wind speed $U_\infty$, on the the iso-surface at the hub-height level above the ground under a given inflow sector is shown in Fig. 6. From this figure, we can clearly see the distortion of the background flow field caused by terrain effects. When modelling the wake effects, the influence of terrain effects on different turbines’ local inflow conditions can therefore be well captured by the CFD obtained background flow field results.
For the purpose of this study the flow field on the iso-surface is expressed in terms of three components: one normal to the iso-surface \((u_n)\) and two parallel to the iso-surface and perpendicular to each other, with one lying in the \(x-z\) plane \((u_{\tau,x})\) and one in the \(y-z\) plane \((u_{\tau,y})\), respectively. This resulting expression representing the iso-contour can be obtained by projecting the velocity vectors defined by velocity components \((u_x, u_y, u_z)\) onto the iso-surface,

\[
\vec{u} = (u_{\tau,x}, u_{\tau,y}, u_n)
\]  

(1)

Following Assumption 2, streamlines lying on the iso-surface are computed based on the velocity components \(\vec{u}_\tau = (u_{\tau,x}, u_{\tau,y})\).

Being subjected to a normal component, streamlines will not remain on the iso-surface, but they will deviate above or below the aforementioned curved iso-surface. As a consequence, it is necessary to compute this perpendicular deviation by considering at each point the normal component of the velocity field.

For the infinitesimal displacement along the curve \(ds\), the streamline will deviate out of the plane by the amount:

\[
d\vec{a} = \frac{|u_n|}{\|\vec{u}_\tau\|} ds \cdot \hat{n}
\]  

(2)

The total deviation perpendicular to the iso-surface at a certain point is obtained by integration along the curve. This approach is demonstrated in Fig. 7, where a streamline lying on the iso-surface is compared to the streamline that deviates from the iso-surface.
Figure 7: Streamline deviation out of the iso-surface plane for a wind from 270°. The original streamline, lying on the iso-surface is displayed (solid line) along with the new streamline after the deviation out of the iso-surface is taken into account (dotted line). The normal velocity component acting on the streamline is represented as well.

As shown in Fig. 7, adding the correction to account the deviation out of the iso-surface, tends to yield smoother streamlines with respect to those lying on the iso-surface.

To enable faster calculations of wake effects between any two turbines, we need to pre-compute a group of streamlines for each inflow wind direction sector. In order to get a uniform distribution over the entire domain, each group of streamlines is a set of equally spaced lines at the starting points along the boundaries of the domain. As an example, the streamlines obtained for an inflow wind direction of 300° is displayed in Fig. 8.
3.2. Engineering wake model

The wind flow over a terrain is significantly affected by the presence of wind turbines, and, as a consequence, attention has been paid to the choice of the wake model to be used, to the trajectory followed by the wake, and to the interaction of the wake with other wind turbine wakes.

As discussed before, there are several widely used engineering wake models, including the Jensen wake model [23], the Frandsen wake model [38], and the Gaussian wake model (GWM) [26]. Among these three models, the Jensen wake model and the Frandsen wake model both assume a simple top-hat shape wake deficit profile. This assumption contradicts with the Gaussian shape wake deficit profile predicted by theoretical derivation [41] and observed in wind tunnel experiments [42] and field measurement [43, 44] for wind turbine wakes. In GWM, the wake deficit profile is assumed to be a Gaussian shape, which agrees better with observations. In their paper presenting the GWM, Bastankhah and Porté-Agel [26] also showed that GWM has a better agreement with Large Eddy Simulation (LES) results, wind tunnel experiments and field measurements as compared to the Jensen wake model.

Based on the above considerations, GWM is selected in this study. The new engineering wake model is a modified version of the original GWM for applications in complex terrain. For a position downstream of a wind turbine of rotor diameter $D$ subject to a local inflow wind speed $U_{\infty}^{\text{loc}}$, the wake deficit governed by this new wake model is written as:

$$\frac{\Delta U}{U_{\infty}^{\text{loc}}} = \left(1 - \frac{C_T(U_{\infty}^{\text{loc}})}{8 \left(k^* s/D + \epsilon\right)^2}\right) \cdot \exp\left(-\frac{(r/D)^2}{2 \left(k^* s/D + \epsilon\right)^2}\right)$$

(3)

where $s$ denotes the downwind distance from the rotor to the position following the wake trajectory, $C_T(U_{\infty}^{\text{loc}})$ is the thrust coefficient of the wind turbine at the
inflow wind speed $U_{\infty}$, $r$ represents the radial distance from the wake centerline from the rotor centre, $k^* = \partial \sigma / \partial x$ denotes the growth rate of the wake (assumed to be $k^* = 0.042$ in this study), and $\epsilon$ is a parameter that depends on $C_T(U_{\infty})$, given as:

$$\epsilon = 0.2 \sqrt{\frac{11 + \sqrt{1 - C_T}}{2 - \sqrt{1 - C_T}}}$$

Note that in the original version of GWM, which was developed for flat terrain, $s$ is the straight line distance along the inflow wind direction, i.e., along $x$, which can easily be calculated from the coordinates of the upwind turbine site and the downwind position. Thus, this new wake model can be viewed as a generalized version of the original GWM to cover different types of terrain.

Using the new wake model described by Eqs. (3) and (4), the velocity contour at hub height level behind a wind turbine in flat terrain is shown in Fig. 9. Note that for flow field in flat terrain, the local inflow wind speed $U_{\infty}$ is the same as the far field inflow wind speed $U_{\infty}$.

For a wind turbine in complex terrain, the downwind distance $s$ needs to be computed along the three-dimensional streamline in the background flow field, which is much more complex than in the case of a flat terrain.

When the wake of an upwind turbine reaches a downwind turbine, the velocity deficit varies in the different points of the area spanned by the rotor. As a consequence, it is necessary to determine the average velocity deficit by integration over the rotor area $A$:

$$\frac{\Delta U_{\text{avg}}}{U_{\infty}} = \frac{1}{A} \int_A \frac{\Delta U}{U_{\infty}} dA$$

3.3. Superposition strategy

To superpose the engineering wake model (GWM) onto the background flow field, we need to compute the downwind distance $s$ and radial distance $r$ from the upwind turbine rotor centre to any point in the rotor area of the downwind turbine, as seen in Eq. (3).

One strategy to tackle this task is to compute the three-dimensional streamline from the upwind turbine based on the full flow field information. However,
as discussed in sub-section 3.1, this strategy is computationally too heavy for optimization applications. Thus, instead, a strategy to simplify the computations and lower the computational cost is used. This strategy requires first to pre-compute groups of streamlines using the approximation method summarized in Assumption 2 for all inflow wind direction sectors, and then to determine the distance between any two turbines based on these pre-computed and stored streamlines for any inflow wind direction sector.

Since the number of streamlines pre-computed and stored is limited, the following expedient is used to have a set of streamlines that passes exactly through each rotor. Each turbine is associated with the closest streamline and it is assumed that the streamline passing through the rotor would be parallel to it. As a consequence, it is sufficient to translate the streamline selected by an amount $\delta = (\delta_x, \delta_y, \delta_z)$ to obtain a new one that crosses the rotor center. An example of this is displayed in Fig. 10.

![Figure 10: Streamline through the rotor (dash red) is assumed to be parallel to the closest streamline (red) (top view).](image)

By using GWM, which assumes a Gaussian shape for the wake deficit profile, the influence of an upwind turbine should be extended theoretically to all the downwind turbines regardless of their distance from the centre of the wake. However, if a downwind turbine is sufficiently far from the centre of the wake the velocity deficit due to the upwind turbine is negligible. Thus, it would be possible to avoid computing the streamwise distance $s_{i,j}$, the radial distance $r_{i,j}$ and the velocity deficit $\Delta U_{i,j}/U_{\infty}^\text{loc}$, caused by the upwind turbine $j$ on the downwind turbine $i$, provided that turbine $i$ is located sufficiently far from the wake centerline of turbine $j$. All of these operations require significant computational time if they are repeated for a large number of iterations. Therefore, a considerable amount of time can be saved.

To enable this time save, an exclusion criterion that is simple, reliable and fast to implement is proposed. The criterion is simply to exclude areas with a
velocity deficit less than 1%. From Eq. 3 we get,

$$\frac{\Delta U}{U_{\infty}^{\text{loc}}} = C(s, U_{\infty}^{\text{loc}}) \cdot \exp \left( -\frac{(r_i/D)^2}{2(k^* s/D + \epsilon)^2} \right) = 0.01$$  \hspace{1cm} (6)$$

where

$$C(s, U_{\infty}^{\text{loc}}) = \left( 1 - \sqrt{1 - \frac{C_T(U_{\infty}^{\text{loc}})}{8(k^* s/D + \epsilon)^2}} \right)$$  \hspace{1cm} (7)$$

Thus, the exclusion boundary $R_{\text{exc}}$ can be derived as a function of $s$ and $U_{\infty}^{\text{loc}}$:

$$R_{\text{exc}}(s, U_{\infty}^{\text{loc}}) = D \cdot \sqrt{2(k^* s/D + \epsilon)^2 \cdot \ln \frac{C(s, U_{\infty}^{\text{loc}})}{0.01}}$$  \hspace{1cm} (8)$$

The radius defined by this condition varies along the trajectory of the wake, as it can be seen in Fig. 11. Nevertheless, since the distances $s_i, j$ (denoting streamwise distance between the $i$th and the $j$th turbine) are not known in advance, it is assumed that the radius of the area of interest $R_{b}$ is constant and equal to the maximum $R_{\text{exc}}$ for the downwind distance ranging from $2D$ to $40D$. Thus, $R_{b}$ is defined as:

$$R_{b}(U_{\infty}^{\text{loc}}) = \max_{2D \leq s \leq 40D} R_{\text{exc}}(s, U_{\infty}^{\text{loc}})$$  \hspace{1cm} (9)$$

Variation of $R_{\text{exc}}$ and $R_{b}$ along the streamwise distance in the case of flat terrain is shown in Fig. 11.

![Figure 11: Variation of the boundary of the exclusion criterion $R_{\text{exc}}/D$ defined by the condition $\Delta U/U_{\infty}^{\text{loc}} = 0.01$ (dotted line), and the selected exclusion boundary $R_{b}/D$ obtained by setting a constant radius equal to the maximum one (solid line). $U_{\infty}^{\text{loc}} = U_{\infty} = 7m/s, C_{T} = 0.747.$](image)
Figure 12: Exclusion criterion: only the turbines that are sufficiently close to the streamline that describe the wake centre trajectory are selected. At this stage no distinction is made between upwind (in red) and downwind turbines (in blue) with respect to the turbine whose wake is being analyzed (in black).

Following the above strategy, for any pair of turbines (the $i$th and the $j$th), it is possible to determine whether the $i$th turbine is sufficiently influenced by the $j$th turbine’s wake, according to their relative position under a given inflow wind direction and the exclusive criterion defined by Eq. (9). Thus, the velocity deficit at the $i$th turbine due to the $j$th turbine’s wake $\Delta U_{i,j}$ can be treated as 0 if there is no sufficient influence or computed with Eqs. (3) and (5) otherwise.

For a given reference inflow wind speed $U_{ref}$ and a wind direction $\theta_{ref}$, which are usually defined at the ideal far-field hub height level but can also be defined at a specific location, the local inflow freestream wind speed $U_{\infty}^\text{loc}$ will be different for different turbine locations in complex terrain. Denoting the local inflow wind speed $U_{\infty}^\text{loc}$ in the background flow field at the $i$th turbine position as $U_i$, we can define the speed-up factor at the $i$th turbine position with respect to the reference wind speed as $S_i = U_i/U_{ref}$. Then, following the balance of energy assumption proposed by Katic et al. [23] to account for the influence of multiple wakes, it is possible compute the effective wind speed at the $i$th turbine in a wind farm with $N_t$ turbines as:

$$U_i = S_i U_{ref} - \sqrt{\sum_{j=1}^{N_t} (\Delta U_{i,j})^2}$$

(10)

After the effective wind speeds at each wind turbine’s rotor are calculated, the power outputs for each turbine and the whole wind farm can be easily computed from the turbine power curve.
3.4. Validation results

The proposed wake model is based on several assumptions and its reliability in making accurate predictions has to be validated with other approaches. Two comparisons are performed: one with field measurement data from a SCADA system and the other with numerical data of high-fidelity CFD simulations. For the present case, the field measurement data is from a one-year field measurement campaign carried out in the studied wind farm, described and discussed in [46]. The numerical results are from Reynolds Averaged Navier-Stokes (RANS) simulations by Sessarego et al. [40], where wind turbine wakes have been modelled by using the Actuator Disk (AD) concept.

As far as the power and thrust curves are concerned, in order to perform an unbiased comparison, the same curves used in the RANS/AD simulation have been adopted. The curves are displayed in Fig. [1] and differ slightly from the data provided by the manufacturer.

The model has been tested under different wind conditions: in particular two wind speeds (7 m/s and 10 m/s) and three directions (180°, 300° and 330°) have been studied for a total of six different combinations. A comparison has been made between the power measured by the SCADA system, the power predicted by the RANS/AD simulation, and the power predicted by the model proposed.

The different reference wind speeds and directions for the six scenarios are summarized in Table 2. The reference wind speed \((U_{\text{ref}})\) refers to the wind speed measured at hub height at turbine 11 or 14 depending on the cases, while the reference wind direction \((\theta_{\text{ref}})\) is measured at met mast M1 or M3 at 70 m above the ground in the different inflow conditions. For details about the field measurements and the selection of reference wind directions, one is referred to [46].

<table>
<thead>
<tr>
<th>Flow Case</th>
<th>(U_{\text{ref}}) [m/s]</th>
<th>(\theta_{\text{ref}}) [°]</th>
<th>Speed reference</th>
<th>Direction reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180</td>
<td>7</td>
<td>WT14</td>
<td>M3</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>7</td>
<td>WT11</td>
<td>M1</td>
</tr>
<tr>
<td>3</td>
<td>330</td>
<td>7</td>
<td>WT11</td>
<td>M1</td>
</tr>
<tr>
<td>4</td>
<td>180</td>
<td>10</td>
<td>WT14</td>
<td>M3</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td>10</td>
<td>WT11</td>
<td>M1</td>
</tr>
<tr>
<td>6</td>
<td>330</td>
<td>10</td>
<td>WT11</td>
<td>M1</td>
</tr>
</tbody>
</table>

For each flow case, the wind speeds at the 25 turbines predicted by the proposed wake model are different from the SCADA measurement and the RANS/AD simulation. The means and the standard deviations of the relative differences for these 25 turbines are reported in Table 3.
Table 3: Average relative difference and standard deviation of wind speeds at the 25 turbines of the studied wind farm under the six inflow conditions that are predicted by the proposed new wake model compared with those given by RANS/AD and SCADA data.

<table>
<thead>
<tr>
<th>Flow Case</th>
<th>Wind Speed [m/s]</th>
<th>Wind Direction [°]</th>
<th>RANS/AD Mean [%]</th>
<th>RANS/AD STD [%]</th>
<th>SCADA Mean [%]</th>
<th>SCADA STD [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>180</td>
<td>-2.43</td>
<td>7.32</td>
<td>-12.73</td>
<td>24.98</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>300</td>
<td>-2.06</td>
<td>5.64</td>
<td>-9.73</td>
<td>12.18</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>330</td>
<td>-3.25</td>
<td>3.08</td>
<td>-4.31</td>
<td>24.7</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>180</td>
<td>-0.01</td>
<td>6.18</td>
<td>-9.39</td>
<td>23.64</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>300</td>
<td>-0.07</td>
<td>4.23</td>
<td>6.26</td>
<td>13.52</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>330</td>
<td>-1.37</td>
<td>2.11</td>
<td>7.98</td>
<td>17.01</td>
</tr>
</tbody>
</table>

On average the results appear to have a better agreement at angles of 300° and 330° and between the proposed model with RANS/AD. As suggested by Sessarego et al. [40], a possible explanation could be the non-uniform distribution for the incoming wind when coming from South (180°). The data from experimental measurements and the ones obtained through simulations can differ greatly. This large difference can be attributed to the uncertainty and error in field measurements [46], or the accuracy of the RANS/AD simulation [40], or more likely both.

Focusing on the results from the proposed model and the RANS/AD simulation, though, a modest difference can be noticed. This confirms the accuracy of the proposed model for modelling wind turbine wakes in complex terrain with respect to a high fidelity simulation. On the other hand, it puts in evidence the strong dependence the model has on CFD data to model the background flow field, which might cause significant differences with respect to the real flow.

3.5. Summary

As one of the main contributions in this study, the wake model described above is briefly summarized here with steps of using it. To model the effective wind speed all turbines experienced in the wind farm, the following procedure is taken:

- **Step 1**: Simulate the background flow field in the domain of interest for a number of wind direction sectors using CFD or any wind resource assessment tool.

- **Step 2**: Extract velocity components for all sectors at the iso-surface at hub height level above the ground and store the information on a grid covering the domain of interest.

- **Step 3**: Pre-compute a group of streamlines starting from the upwind boundary with uniform spacing for each sector, and store the information.
• **Step 4**: For a given wind farm with specific layout and all wind direction sectors, determine the local inflow freestream wind speeds at each wind turbine based on the extracted background flow field information.

• **Step 5**: Calculate the wake deficits any turbine might cause on the other turbines using the superposition strategy described before and obtain the effective wind speed at each wind turbine for all sectors.

Although the validation results confirmed that the proposed new wake model can obtain results with a similar accuracy as high fidelity simulations such as RANS/AD, there are also certain limitations. The proposed model is based on the three assumptions. While these assumptions are made to approximate the reality reasonably well and also largely reduce the computational burden, they also bring some limitations to the model, which are listed as follows:

• The presence of turbine will alter the streamline from the rotor center, thus not directly following the background streamline.

• The pseudo 3D streamlines calculated following Assumption 2 is an approximation of the real 3D streamlines. The strategy to use a streamline parallel to the closest streamline among the set of pre-computed streamlines is an approximation and results in a minor error. However, this problem can be alleviated by pre-computing more streamlines.

• The Gaussian shape is a good approximation of reality, but it is not perfect, in particular it extends indefinitely, moreover it cannot be applied in the near wake region.

Nevertheless, comparing with the existing engineering wake models, the proposed new model is still the wake model most suitable for applications in complex terrain.

4. Layout optimization

4.1. Problem formulation

Assuming a wind farm composed of $N_t$ wind turbines of the same type, the layout is defined with the $x$ and $y$ coordinates of the positions of the turbines, i.e., $X = [x_1, x_2, ..., x_{N_t}]$, $Y = [y_1, y_2, ..., y_{N_t}]$. Then the layout optimization problem is formulated as maximizing or minimizing an objective function $f(X, Y)$, while subject to some requirements and/or constraints on the design variables, $X$ and $Y$. The most widely used objective functions include: power output, annual energy production (AEP), levelized cost of energy (LCOE), net present value or other financial metrics of the wind farm project. Commonly included constraints are boundaries, exclusive zones, and minimal distance requirements.

Many algorithms have been proposed to solve this problem, while systematic comparisons among different algorithms have rarely been done. A direct
comparison between different studies also suffers from the challenge brought by differences in problem formulation, details in wake modelling and the studied cases.

In this study, the main purpose is to systematically compare the performance of several algorithms for a wind farm layout optimization problem in complex terrain, based on the proposed wake model. Considering this purpose, we formulate the layout optimization problem with a simplified objective function, i.e., the sum of normalized effective wind speeds at all wind turbines, averaged over all wind direction sectors. Hence, the objective function can be written as:

$$\max \sum_{w=1}^{N_d} \sum_{i=1}^{N_t} p_{i,w} \frac{U_{i,w}}{U_{ref}}$$

(11)

where $N_d$ represents the number of wind direction sectors considered, $p_{i,w}$ denotes the probability of wind sector $w$ at the location of the $i$th turbine and $U_{i,w}$ is the effective wind speed at turbine $i$ under inflow wind sector $w$. Note that $U_{i,w}$ can be calculated using Eq. (10) based on the proposed wake model.

Constraints on the minimal distance between any two turbines and boundary set by the rectangular domain shown in Fig. 2 are considered, which are governed by:

$$\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \geq 4D, \; \forall i, j \in \{1, 2, ..., N_t\} \text{ and } i \neq j$$

(12)

$$0 \leq x_i \leq 6000 \text{ m}, \; 0 \leq y_i \leq 4000 \text{ m}, \; \forall i \in \{1, 2, ..., N_t\}$$

(13)

4.2. Optimization algorithms

Optimization is a broad field that covers a large spectrum of optimization algorithms, each has its advantages and shortages and suits some specific kinds of optimization problems [47]. In the field of wind farm layout optimization, various types of optimization algorithms have been applied [4], including general-purpose algorithms (such as genetic algorithm [48] and particle swarm optimization [49]) and specifically developed algorithms (such as random search [19]).

According to whether the gradient information is used, optimization algorithms can be broadly divided into two types: gradient-based and gradient-free algorithms [47]. While gradient-based algorithms can be very effective in finding the local minimum, they usually require certain mathematical properties of the problem, such as continuous and differentiable objective functions. They also encounter problems in finding the global minimum when the design variable space is high dimensional and highly nonlinear, as is the case for wind farm layout optimization. Besides, for cases without gradients in analytical form, the required gradient information will have to be computed by numerical approximation, which also increases the computational cost at each step. For example, Guirguis et al. [50] tried to optimize the wind farm layout using a classical nonlinear mathematical programming method by simplifying the objective function and utilizing the gradient. On the other hand, gradient-free
algorithms are more robust and easier to implement for solving complicated optimization problems, as they only require calculating the objective and constraint functions. Although these algorithms tend to converge slower than their gradient-based counterparts, they usually have a higher probability to find the global optimum. Thus, most of the studies on wind farm layout optimization employed this type of algorithms.

Based on the number of solutions kept during the optimization process, an optimization algorithm can be either single solution based or population based. For single solution based algorithms, only one solution is kept and iteratively improved during the optimization process, while the population based algorithms maintain a group of solutions at each step. Genetic algorithm is one famous example of population based algorithms [48].

In this study, eight optimization algorithms are compared. Their characteristics are summarized in Table 4.

Table 4: Characteristics of the eight optimization algorithms considered in the comparative study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Gradient</th>
<th>Solution size</th>
<th>Implementation</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global search (GS)</td>
<td>Yes</td>
<td>Single</td>
<td>Matlab toolbox</td>
<td>[51]</td>
</tr>
<tr>
<td>MultiStart (MS)</td>
<td>Yes</td>
<td>Single</td>
<td>Matlab toolbox</td>
<td>[52]</td>
</tr>
<tr>
<td>Pattern search (PS)</td>
<td>No</td>
<td>Single</td>
<td>Matlab toolbox</td>
<td>[53]</td>
</tr>
<tr>
<td>Genetic algorithm (GA)</td>
<td>No</td>
<td>Population</td>
<td>Matlab toolbox</td>
<td>[48]</td>
</tr>
<tr>
<td>Particle swarm optimization (PSO)</td>
<td>No</td>
<td>Population</td>
<td>Matlab toolbox</td>
<td>[49]</td>
</tr>
<tr>
<td>Simulated annealing (SA)</td>
<td>No</td>
<td>Single</td>
<td>Matlab toolbox</td>
<td>[54]</td>
</tr>
<tr>
<td>Local search (LS)</td>
<td>No</td>
<td>Single</td>
<td>Self-made</td>
<td>[18]</td>
</tr>
<tr>
<td>Random search (RS)</td>
<td>No</td>
<td>Single</td>
<td>Self-made</td>
<td>[19]</td>
</tr>
</tbody>
</table>

Except for LS and RS, all the algorithms are general-purpose optimization methods. The first six algorithms applied here are all provided by Matlab in its Global Optimization toolbox are applied here. As a widely used commercial software, the Global Optimization toolbox is a good choice for comparing different algorithms, as it provides mature and professional implementations of the optimization algorithms. Furthermore, the algorithms implemented in the Matlab toolbox, with the exception of PSO and SA, can accept user defined nonlinear constraints and bounds on design variables. Thus, they can naturally handle the constraints considered in this study. For PSO and SA a penalty function was added to the objective function to take into account violations of the non-linear constraints. Details of the algorithms and their implementations can be found in the references listed in Table 4 and in the manual of the Global Optimization toolbox [52].

The LS algorithm is an optimization algorithm proposed specifically for wind farm layout optimization. It was introduced by Wagner et al. in 2013 [18] and is fast, effective and easy to implement. The algorithm makes large use of randomness to search for the global minimum. The basic idea is to move a single turbine at a time: if the move improves the objective function the new
location is accepted, otherwise it is rejected. The displacement of the turbine is based on randomness, but the information regarding the position of the closest turbines and past moves is used as well. Randomness allows exploring the search space by escaping local minima, while the information regarding closest turbines and previous good moves allow refining the search close to a minimum.

The RS algorithm was proposed by Feng and Shen [19]. It improves the wind farm layout iteratively in a similar manner as the LS algorithm, i.e., by moving a randomly chosen turbine from its position to a new position at each step. The difference between RS and LS lies in their way of determining the new position. While LS uses information regarding the positions of neighbouring turbines and past moves, RS chooses a purely randomly determined position. Details of these two algorithms are referred to the references [19, 18].

In this study, we implement the LS and RS algorithm in Matlab, following the procedure described in the original studies [19, 18], together with the parameters recommended there.

4.3. Double-stage approach

For high dimensional and complex optimization problems, choosing a good initial solution is usually an important task that will influence the quality of the final results. For example, gradient-based algorithms tend to converge to different local minima when starting from different initial solutions [47].

Starting from diverse initial solutions is one way to tackle this problem, as adopted by the MS algorithm. Combining two algorithms and seeding results from one algorithm to the other as the initial solution is another way, as have been tried by Saavedra-Moreno et al. [55].

To utilize the non-uniform nature of complex terrain sites, a simple double-stage approach for optimizing wind farm layout is proposed here. This approach can be applied for wind farm design in complex terrain with any objective function that involves wake modelling, such as wind speed (as in our case), power or AEP. The following two stages of optimization are carried out in order for all of the optimization algorithms:

- **Stage 1**: Optimize the objective function without considering wake effects.
- **Stage 2**: Starting from the optimized solution(s) of the first stage, optimize the objective function considering wake effects.

Following the problem formulation adopted in this study, the objective function taken in **Stage 1** is thus governed by:

$$\max_{w=1}^{N_d} \sum_{i=1}^{N_t} p_{i,w} \frac{U_{\text{rowake}}}{U_{\text{ref}}} \Rightarrow \max_{w=1}^{N_d} \sum_{i=1}^{N_t} p_{i,w} S_{i,w}$$

In this double-stage approach, the first stage optimization can be done very quickly as it avoids the computationally heavy wake modelling. Nevertheless, it can still generate quite good starting layouts for the second stage, as it tries
to place turbines in sites with good wind resources. The second stage can then build on the starting layouts to yield better final results than a conventional single-stage approach, under the same computational time limit. Note that this approach only works for complex terrain sites since wind farms on flat terrain or at offshore sites experience more or less uniform wind resource, which makes the first stage optimization meaningless.

5. Results

The optimization algorithms listed in the previous section are tested for the layout optimization problem of the studied wind farm as described in Section 2. The objective function and constraints have been introduced in Section 4.

For the test case used here, the reference wind speed is set as $U_{\text{ref}} = 7$ m/s, representing the far-field ideal inflow. Twelve wind direction sectors are considered. The centres of these sectors correspond to the wind directions of $[0^\circ, 30^\circ, ..., 330^\circ]$.

To compare the performance of different algorithms, a fixed time limit is set for each optimization run, although the actual execution time can be longer or shorter, due to the computation of the last step or generation, or the premature convergence before the time limit. This time limit is set as 20000 seconds for runs with the single-stage approach, and 25000 seconds for runs with the double-stage approach. Note that the time considered here is the consumed CPU time of running the algorithm on a computer with a 3.2 GHz CPU and 16 GB of RAM.

In the current study, the objective function is only continuous if the exclusion criterion presented in sub-section 3.3 is not applied. The exclusion criterion is certainly helpful in reducing the computation time by decreasing the number for which certain computations must be performed. However, it introduces discontinuities by setting the velocity deficit equal to zero when a turbine is moved outside of the exclusion boundary of the wake. Although the discontinuities are small, they pose serious problems to algorithms that are gradient-based and therefore require a continuous and differentiable objective function. As a consequence, for the two tested gradient-based algorithms, i.e., MS and GS, the exclusion criterion is not used.

First, the algorithms are tested using the conventional one-stage approach, where the original layout is used as the initial solution and the time limit for each run is 20000 seconds. The results are summarized in Table 5.

<table>
<thead>
<tr>
<th>Results</th>
<th>Gradient-based</th>
<th>Gradient-free</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MS</td>
<td>GS</td>
</tr>
<tr>
<td>Objective function [-]</td>
<td>27.38</td>
<td>27.40</td>
</tr>
<tr>
<td>Relative change [%]</td>
<td>1.86</td>
<td>1.93</td>
</tr>
</tbody>
</table>

*Computed with respect to the original layout with an objective function of 26.88.
As shown by Table 5, the gradient-based algorithms, MS and GS, show a better performance than three of the gradient-free algorithms (GA, PSO and GA), but are outperformed by PS, LS and RS. Among the eight algorithms, LS and RS are the top two in terms of improvement of the objective function. It is also worthy to note that the initial solution used here, i.e., the original layout of the studied wind farm, is already a quite good one, as it was chosen by the developer after some optimization studies.

After examining the ability of the algorithms to improve the current wind farm layout, they are tested on random layouts to understand if these algorithms can find an optimal solution by starting from a random layout, rather than from an already known good starting solution. Ten different layouts that satisfy the constraints are randomly generated and the algorithms are applied starting from these layouts.

Both the single-stage approach and the double-stage approach are taken. For the single-stage approach, the time limit for each optimization run is also set as 20000 seconds. For the double-stage approach, however, the time limit is set as 25000 seconds, which uses 5000 seconds for stage 1 and 20000 seconds for stage 2.

Results using the single-stage approach are reported in Table 6 which includes the statistics of ten runs of the algorithms from the ten different random initial solutions.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Gradient-based</th>
<th>Gradient-free</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MS</td>
<td>GS</td>
</tr>
<tr>
<td>Mean</td>
<td>26.85</td>
<td>26.78</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>-0.11</td>
<td>-0.37</td>
</tr>
<tr>
<td>Min</td>
<td>26.56</td>
<td>26.33</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>-1.19</td>
<td>-2.05</td>
</tr>
<tr>
<td>Max</td>
<td>27.07</td>
<td>27.16</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>0.71</td>
<td>1.04</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.16</td>
<td>0.30</td>
</tr>
</tbody>
</table>

*Computed with respect to the original layout with an objective function of 26.88.

On average, the best results are also obtained by the RS and LS algorithms in this case. RS and LS are the only two algorithms to exceed the value of 28 for the objective function and to have good layouts systematically. Even

Table 6: single-stage approach: comparison of the eight algorithms’ performance starting from ten random layouts (average objective function value of these ten layouts is 24.90).
in the worst case, the objective function value was 27.93 for RS and 27.94 for LS. Comparing LS with RS, we can notice that their performance are quite similar in general, while RS achieves slightly better results for the mean and maximum objective function. PS obtained the third highest results and it did so with slight variations, as it can be observed by the low standard deviation, comparable to the ones of RS and LS. PS is the only algorithm, along with RS, LS and PSO, that obtained objective function values over 27 on average. All the other algorithms obtained results in line with the objective function of the original layout, with the exception of GA, which obtained the worst results in terms of objective function value.

Two gradient-based algorithms, MS and GS, did not obtain good layouts because they rely on the quality and number of the starting solutions. Being gradient-based solvers, their performance in terms of time of execution is worse due to the additional time required to compute gradients. Moreover, by not making use of the exclusion criterion to avoid discontinuities, the computation time for a single iteration is also higher since more computations are required. Thus, they cannot run as many iterations as the other gradient-free algorithms under the same total time limit, which limits their performance in terms of the optimized objective function.

Similarly, Table 7 shows the results using the double-stage approach.

Table 7: double-stage approach: comparison of the eight algorithms’ performance starting from ten random layouts (average objective function value of these ten layouts is 24.90).

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Gradient-based</th>
<th>Gradient-free</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MS</td>
<td>GS</td>
</tr>
<tr>
<td>Objective function</td>
<td>26.97</td>
<td>27.03</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>0.33</td>
<td>0.56</td>
</tr>
<tr>
<td>Min Objective function</td>
<td>26.89</td>
<td>26.93</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>0.04</td>
<td>0.19</td>
</tr>
<tr>
<td>Max Objective function</td>
<td>27.11</td>
<td>27.22</td>
</tr>
<tr>
<td>Relative change [%]*</td>
<td>0.86</td>
<td>1.26</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.08</td>
<td>0.11</td>
</tr>
</tbody>
</table>

*Computed with respect to the original layout with an objective function of 26.88.

From a brief comparison with the single-stage approach results, it can be noticed that all the algorithms show an improvement in their performance in general. This can be partially explained by the longer time available, but also by the better initial layout provided by the first stage. The only exception is for
RS, which obtains a lightly better maximum objective function using the single-stage approach than using the double-stage approach (28.10 versus 28.07). With the double-stage approach all the algorithms, except for MS and GA, have an average objective function higher than 27. RS and LS obtain objective function values on average over 28, which are quite remarkable results. In this case, though, the longer time available might be the main reason to explain the better result.

The algorithms that showed most improvements are those that showed the worse results, in particular GA and SA, but also PSO improved its final results significantly and reduced the standard deviation. SA achieved a high maximum value, but the large standard deviation shows how this is not a consistent result, the minimum value is rather low indeed. PS, having already extremely satisfying results, showed a limited improvement in its final objective function value. MS and GS have only slightly better final layouts, instead.

To better visualize the effectiveness of the double-stage approach, the comparison of results of single and double-stage approaches is shown in Fig. 13.

![Figure 13: Comparison of results using single and double-stage approaches. The mean value along with the minimum and maximum are displayed for each algorithm.](image)

The best layouts found by different algorithms in this study are reported in Table 8.

<table>
<thead>
<tr>
<th>Results</th>
<th>Gradient-based</th>
<th>Gradient-free</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MS</td>
<td>GS</td>
</tr>
<tr>
<td>Objective function [-]</td>
<td>27.38</td>
<td>27.40</td>
</tr>
<tr>
<td>Relative change [%]^</td>
<td>1.86</td>
<td>1.93</td>
</tr>
</tbody>
</table>

^Computed with respect to the original layout with an objective function of 26.88.
In general, RS and LS are the best performing algorithms, which achieve the best results while show least variations in multiple runs (as suggested by the low standard deviation values). The best layouts found by the gradient-free algorithms are usually better than the those determined by gradient-based algorithms, among which the best layout found by RS achieves the highest objective function. This layout found by RS is shown in Fig. 14.

Figure 14: Best performing layout found by RS using the single-stage approach. The initial random layout (white circles) is compared with the final layout (black circles).

6. Conclusions

Determining a good layout of the initial position of wind turbines is of central importance for the success of a wind farm project. This task is extremely challenging for wind farms in complex terrain, largely due to the difficulties in handling wake modelling. While high fidelity numerical methods such as CFD are capable of simulating such flows reasonably well, the high computational costs make them unsuitable for direct applications in layout optimization.

One of the main contributions of this study is the development of an new engineering wake model that can model the wake flow in real complex terrain sites with reasonable accuracy in a short time. This model is built on superposing a state-of-the-art Gaussian shape engineering wake model for wind turbines on flat terrain on top of the background flow field in complex terrain, i.e., flow fields without wind turbines, obtained by CFD simulations. The centerlines of wakes of the wind turbine are assumed to follow the streamlines in the background flow field.

A fast approach to calculate the streamlines in the background flow field from any turbine rotor centre position is also proposed. To use this approach, only one layer of velocity information on the iso-surface at hub height level above the ground is needed. Based on the velocity information, a group of streamlines
in the background flow field can be pre-computed and stored in advance for each wind direction sector, which enables fast calculations of wake effects between any turbines on the fly during the optimization. In order to further reduce the computation time, an exclusion criterion is proposed to exclude computations of negligible wake effects between turbines. The effectiveness of the proposed wake model has been validated against CFD simulation (RANS/AD) and SCADA data for a real wind farm in complex terrain.

To demonstrate the usage of the proposed wake model, we also studied the layout optimization problem for a real wind farm with 25 turbines located at a complex terrain site in Northwest China.

Although there have been a large number of algorithms, both general-purpose ones or specifically developed ones, applied to wind farm layout optimization, systematically comparative studies on optimization algorithms are largely missing. Considering this fact, in this study we choose to focus on the systematic comparison of different algorithms in the context of layout optimization for wind farms in complex terrain, with the objective simplified as maximizing the sum of the normalized wind speeds.

Eight algorithms are applied and compared in this study, including MultiStart, GlobalSearch, Pattern Search, Genetic Algorithm, Particle Swarm Optimization, Simulated Annealing, Local Search and Random Search. A simple double-stage approach was also proposed to obtain better results when optimizing wind farm layout in complex terrain, which divides the optimization process into two stages: a stage in which the objective function is optimized without considering wake effects, followed by a stage which optimizes the normal objective function with wake effects.

All the tested algorithms improved the original layout. Despite this, the algorithms showed significant differences in terms of final results. The algorithms that provide the best performance are Random Search and Local Search, followed by Pattern Search and Particle Swarm Optimization, while Simulated Annealing, Genetic Algorithm, MultiStart and GlobalSearch experienced the worse results. The algorithms proved to be suitable for improving both the original wind farm layout and some randomly generated layouts. The double-stage approach also demonstrated its effectiveness in getting better results than the conventional single-stage approach.

In summary, the new wake model developed in this study showed promising results in the validation study, thus can be used in layout optimizations of real-life wind farms in complex terrain. The systematic comparative study of eight optimization algorithms also provided useful insights for choosing proper algorithms when optimizing wind farm layouts.

Future work will include the proposed wake model and double-stage approach in an overall wind farm design framework and apply it to optimize more realistic objective functions, such as AEP and LCOE, while considering more constraints that might come in a real-life wind farm project.
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