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#### Abstract

This paper proposes a new original non-calculus method to solving the utility maximization problem using the Cobb-Douglas and the CES utility functions, and incorporating the weighted arithmetic-geometric-mean inequality (weighted AM-GM inequality) and Jensen's inequality. Instead of using calculus, the substitution method or the Lagrange multiplier method, the maximum utility and global maximizer for the case of the Cobb-Douglas and CES utility functions are derived in a direct way. The new method does not require checking first and second order conditions, which the substitution method and the Lagrange multiplier method normally require.
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## 1. Introduction

Differential calculus is a powerful tool for solving various optimization problems not only in mathematics but in economics as well. However, its implementation is not always simple. Finding stationary points of a given function with several variables by solving a system of equations can pose a significant problem, especially if the system is nonlinear. Furthermore, checking the definiteness of the associated Hessian matrix is not always straightforward. To avoid difficulties in differential calculus, mathematicians have endeavored to find alternative ways and approaches to solving optimization problems. The first of these papers was The Solution of Problems in Maxima and Minima by Algebra by Graver [4] and Maxima and Minima without Calculus by Niven [10]. To solve certain optimization problems without calculus they used an algebraic method, which "requires only knowledge of simple factorization such as completing the perfect trinomial and squared binomial, which are considered elementary
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mathematics" (see Cardenás-Barrón [3]). Subsequent to those first papers, numerous papers have appeared in which authors have used an algebraic method to solve various inventory models, such as the economic order quantity (EOQ) model, the economic production quantity (EPQ) model, and other models (a good review of papers that deal with inventory models can be found e.g. in [3]). Another approach to solving certain optimization problems without calculus uses mathematical inequalities. The arithmetic-geometric mean inequality and the Cauchy-Buniakowsky-Schwarz inequality are used to derive various inventory models as well (see e.g. [2, 3, 8, 11]). Further, Liu [7] has used a geometric programming approach to solve the profit maximization problem without calculus.

In this paper, Jensen's inequality and the weighted arithmetic-geometric mean (AM-GM) inequality are used to solve the utility maximization problem based on the Cobb-Douglas and CES utility functions. Instead of using calculus and the Lagrange multiplier method, the maximum utility and global maximizer for the case of the Cobb-Douglas and CES utility functions are derived in a direct way. To the best of my knowledge, this original approach has never been used to solve the utility maximization problem.

The rest of the paper is organized as follows: Section 2 provides a theoretical background, explains the motivation behind this paper and provides a simple example of using the arithmetic-geometric mean inequality; Section 3 presents a new approach to solving the utility maximization problem; Section 4 contains conclusions and a note for further research.

## 2. Theoretical background and motivation

To derive a traditional EOQ model without calculus, Teng [11] used the arithmetic-geometric mean inequality for two real positive numbers, say $a$ and $b$ :

$$
\begin{equation*}
\frac{a+b}{2} \geq \sqrt{a b} \tag{1}
\end{equation*}
$$

The equality in (1) holds if and only if $a=b$. In the traditional EOQ model without backorders, the total relevant cost per unit time, $T C(Q)$, is as follows

$$
\begin{equation*}
T C(Q)=\frac{A d}{Q}+\frac{h Q}{2} \tag{2}
\end{equation*}
$$

where $Q$ is the order quantity, $A$ is the ordering cost per order and $h$ is the holding cost per unit and unit of time. By using (1), it is easy to obtain the following

$$
\begin{equation*}
T C(Q)=\frac{A d}{Q}+\frac{h Q}{2} \geq \sqrt{2 A d h} . \tag{3}
\end{equation*}
$$

When the equality $\frac{A d}{Q}=\frac{h Q}{2}$ holds, the optimal order quantity $Q^{*}$ is obtained as

$$
\begin{equation*}
Q^{*}=\sqrt{2 A d / h} \tag{4}
\end{equation*}
$$

Thus, the minimum total relevant cost per unit per time, which follows from (3), is

$$
\begin{equation*}
T C\left(Q^{*}\right)=\sqrt{2 A d h} \tag{5}
\end{equation*}
$$

Seeing that this was a very easy and straightforward approach to solving an important problem in inventory theory, I was motivated to search for other important economic problems that could be solved in an easier way using mathematical inequalities. I came across an important microeconomic problem, the utility maximization problem, which can be solved without calculus, as will be presented later. For the moment, two important mathematical inequalities that will be used are presented below.

Many books deal with mathematical inequalities (see e.g. [1, 5]). This section presents two important mathematical inequalities.
Theorem 1. (Jensen's inequality) If $f$ is strictly convex in $[a, b]$, then for any $t_{1}, t_{2}, \ldots, t_{n} \in[0,1]$, with $\sum_{i=1}^{n} t_{i}=1$, and for $x_{1}, \ldots, x_{n} \in[a, b]$, we can deduce that

$$
\begin{equation*}
f\left(t_{1} x_{1}+\cdots+t_{n} x_{n}\right) \leq t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right) . \tag{6}
\end{equation*}
$$

The equality in (6) holds if and only if $x_{1}=x_{2}=\ldots=x_{n}$. Proof can be found in, e.g. [1, 5].
Note: If $f$ is strictly concave function, then (6) becomes

$$
\begin{equation*}
t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right) \leq f\left(t_{1} x_{1}+\cdots+t_{n} x_{n}\right) . \tag{7}
\end{equation*}
$$

In particular, for $n=2$, (7) becomes

$$
\begin{equation*}
t_{1} f\left(x_{1}\right)+t_{2} f\left(x_{2}\right) \leq f\left(t_{1} x_{1}+t_{2} x_{2}\right), \tag{8}
\end{equation*}
$$

where $t_{1}+t_{2}=1$.
Theorem 2. (weighted AM-GM inequality) If $x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{n}$, are positive numbers and $\sum_{i=1}^{n} t_{i}=1$, then

$$
\begin{equation*}
x_{1}^{t_{1}} \cdots x_{n}^{t_{n}} \leq t_{1} x_{1}+\cdots+t_{n} x_{n} . \tag{9}
\end{equation*}
$$

The equality holds if and only if $x_{1}=x_{2}=\ldots=x_{n}$. In particular, for $n=2$, (9) becomes

$$
\begin{equation*}
x_{1}^{t_{1}} x_{2}^{t_{2}} \leq t_{1} x_{1}+t_{2} x_{2} \tag{10}
\end{equation*}
$$

Proof (see [1:27]): Since $x_{i}^{t_{i}}=e^{t_{i} \log x_{i}}$ and $e^{x}$ is convex, by using Jensen's inequality (6), we can deduce that

$$
\begin{aligned}
x_{1}^{t_{1}} \cdots x_{n}^{t_{n}} & =e^{t_{1} \log x_{1}} \cdots e^{t_{n} \log x_{n}}=e^{t_{1} \log x_{1}+\cdots t_{n} \log x_{n}} \\
& \leq t_{1} e^{\log x_{1}}+\cdots t_{n} e^{\log x_{n}}=t_{1} x_{1}+\cdots t_{n} x_{n} .
\end{aligned}
$$

## 3. A new approach to solving the utility maximization problem

Formally, the consumer utility maximization problem is given as

$$
\begin{align*}
& \max _{x_{1}, \ldots, x_{n} \geq 0} u\left(x_{1}, \ldots, x_{n}\right)  \tag{11}\\
\text { s.t. } & \sum_{i=1}^{n} p_{i} x_{i}=y \tag{12}
\end{align*}
$$

where $x_{i}$ represents quantity of commodity $i$ that a consumer buys, $p_{i}$ represents price per unit of commodity $i, y$ is a consumer's fixed money income, and $u$ is a strictly increasing and strictly quasiconcave utility function. Thus, the consumer problem (11)-(12) can be cast equivalently as a problem of maximizing the utility function subject to the budget constraint (see [6:20-21]). There are two common methods for solving the problem (11)-(12), well known in mainstream microeconomic literature (see $[6,9,12]$ ): the substitution method and the Lagrange multiplier method. Both of these methods use differential calculus. The method proposed here is substitution-based and instead of using calculus uses mathematical inequalities introduced in Section 3. Furthermore, to solve the problem (11)-(12), the utility function needs to be specified. The two most relevant cases, solved in mainstream microeconomic literature (such as [6, 9, 12]), deal with the CES utility function and the Cobb-Douglas utility function, but only in the case of two commodities, i.e. $n=2$.

### 3.1.The CES utility function

Let us commence by solving the problem (11)-(12) in case of the CES utility function $u\left(x_{1}, x_{2}\right)=\left(x_{1}^{\rho}+x_{2}^{\rho}\right)^{\frac{1}{\rho}}$, where $0<\rho<1$. Thus, (11)-(12) becomes

$$
\begin{array}{ll} 
& \max _{x_{1}, x_{2} \geq 0} u\left(x_{1}, x_{2}\right)=\left(x_{1}^{\rho}+x_{2}^{\rho}\right)^{\frac{1}{\rho}} \\
\text { s.t. } & p_{1} x_{1}+p_{2} x_{2}=y, \tag{14}
\end{array}
$$

as stated in [6:25]. From (14), it follows that

$$
\begin{equation*}
x_{2}=\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1} . \tag{15}
\end{equation*}
$$

Substituting (15) in (13), we transformed the problem (13)-(14) into an unconstrained maximization problem

$$
\begin{equation*}
\max _{x_{1} \geq 0} u\left(x_{1}, x_{2}\right)=\left[x_{1}^{\rho}+\left(\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}\right)^{\rho}\right]^{\frac{1}{\rho}} . \tag{16}
\end{equation*}
$$

Let $\gamma_{1}, \gamma_{2}>0, t_{1}=\frac{\gamma_{1}}{\gamma_{1}+\gamma_{2}}, t_{2}=\frac{\gamma_{2}}{\gamma_{1}+\gamma_{2}}, t_{1}+t_{2}=1,0<t_{1}, t_{2}<1$. Further, let us transform function $u$ from (16) in the following way:

$$
u\left(x_{1}, x_{2}\right)=\left[\frac{\gamma_{1}}{\gamma_{1}} x_{1}^{\rho}+\frac{\gamma_{2}}{\gamma_{2}}\left(\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}\right)^{\rho}\right]^{\frac{1}{\rho}}=\left[\left(\gamma_{1}+\gamma_{2}\right)\left(t_{1} \frac{x_{1}^{\rho}}{\gamma_{1}}+t_{2} \frac{1}{\gamma_{2}}\left(\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}\right)^{\rho}\right)\right]^{\frac{1}{\rho}}
$$

$$
\begin{align*}
& =\left(\gamma_{1}+\gamma_{2}\right)^{\frac{1}{\rho}}\left[\left(t_{1}\left(\frac{x_{1}}{\frac{1}{\rho}}\right)^{\rho}+t_{2}\left(\frac{\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}}{\gamma_{2}^{\frac{1}{\rho}}}\right)^{\rho}\right]^{\frac{1}{\rho}}\right.  \tag{17}\\
& \text { e function } f(x)=x^{\rho}, x>0 \text {, where } 0<\rho<1,
\end{align*}
$$

Since function $f(x)=x^{\rho}, x>0$, where $0<\rho<1$, is strictly concave, by using (8), from (17) it follows that

$$
\left.\left.\begin{array}{rl}
u\left(x_{1}, x_{2}\right) & \leq\left(\gamma_{1}+\gamma_{2}\right)^{\frac{1}{\rho}}\left\{\left[t_{1} \frac{x_{1}}{\gamma_{1}^{\frac{1}{\rho}}}+t_{2} \frac{\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}}{\gamma_{2}^{\rho}}\right.\right.
\end{array}\right]^{\rho}\right\}^{\frac{1}{\rho}} .
$$

Now, the goal is to make the term $t_{1} \frac{x_{1}}{\gamma_{1}^{\frac{1}{\rho}}}-t_{2} \frac{\frac{p_{1}}{p_{2}} x_{1}}{\gamma_{2}^{\frac{1}{\rho}}}$ from (18) to equal zero for all $x_{1}$. This is possible if and only if

$$
\begin{equation*}
\frac{t_{1}}{\gamma_{1}^{\frac{1}{\rho}}}=\frac{t_{2} \frac{p_{1}}{p_{2}}}{\gamma_{2}^{\frac{1}{\rho}}} \Leftrightarrow \frac{t_{1}}{t_{2}}=\left(\frac{\gamma_{1}}{\gamma_{2}}\right)^{\frac{1}{\rho}} \frac{p_{1}}{p_{2}} . \tag{19}
\end{equation*}
$$

Combining $t_{1}+t_{2}=1, \frac{t_{1}}{t_{2}}=\frac{\gamma_{1}}{\gamma_{2}}$, (19), and letting $\gamma_{1}=1$, leads simply to the following results

$$
\begin{equation*}
t_{1}=\frac{p_{1}^{\frac{\rho}{\rho-1}}}{p_{1}^{\frac{\rho}{\rho-1}}+p_{2}^{\frac{\rho}{\rho-1}}}, t_{2}=\frac{p_{2}^{\frac{\rho}{\rho-1}}}{p_{1}^{\frac{\rho}{\rho-1}}+p_{2}^{\frac{\rho}{\rho-1}}}, \gamma_{1}=1, \gamma_{2}=\left(\frac{p_{1}}{p_{2}}\right)^{\frac{\rho}{\rho-1}} . \tag{20}
\end{equation*}
$$

Substituting (20) into (18), the maximum utility can be easily obtained:

$$
\begin{equation*}
u_{\max }=y\left(p_{1}^{\frac{\rho}{\rho-1}}+p_{2}^{\frac{\rho}{\rho-1}}\right)^{\frac{1-\rho}{\rho}} \tag{21}
\end{equation*}
$$

The maximum value in (21) is acquired if and only if (see (17)):

$$
\begin{equation*}
\frac{x_{1}}{\gamma_{1}^{\frac{1}{\rho}}}=\frac{\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}}{\gamma_{2}^{\frac{1}{\rho}}} \tag{22}
\end{equation*}
$$

From (22), (20) and (15), the global maximizers $x_{1}^{*}, x_{2}^{*}$ can be easily obtained for the problem (13)-(14):

$$
\begin{align*}
& x_{1}^{*}=\frac{y p_{1}^{\frac{1}{\rho-1}}}{p_{1}^{\frac{\rho}{\rho-1}}+p_{2}^{\frac{\rho}{\rho-1}}},  \tag{23}\\
& x_{2}^{*}=\frac{y p_{2}^{\frac{1}{\rho-1}}}{p_{1}^{\frac{\rho}{\rho-1}}+p_{2}^{\frac{\rho}{\rho-1}}} . \tag{24}
\end{align*}
$$

The results (23) and (24) have the same form as in [6:26]. As can be seen, using Jensen's inequality (8) means that the maximum utility (21) and the global maximizer (23) and (24) can be derived directly in the same step, which is not the case with calculus-based methods.

Example 1 To illustrate the method proposed in this section, let us consider the following problem

$$
\begin{array}{ll} 
& \max _{x_{1}, x_{2} \geq 0} u\left(x_{1}, x_{2}\right)=\left(\sqrt{x_{1}}+\sqrt{x_{2}}\right)^{2} \\
\text { s.t. } & x_{1}+2 x_{2}=100 . \tag{26}
\end{array}
$$

In this example, $\rho=0.5, p_{1}=1, p_{2}=2, y=100$. Using (20), (21), (23) and (24) enables us to verify that $t_{1}=2 / 3, t_{2}=1 / 3, \gamma_{1}=1, \gamma_{2}=0.5$, $x_{1}^{*}=200 / 3, x_{2}^{*}=50 / 3, u_{\text {max }}\left(x_{1}^{*}, x_{2}^{*}\right)=150$.

### 3.2. The Cobb-Douglas utility function

Let us now solve the problem (11)-(12) for the case of the Cobb-Douglas utility function $u\left(x_{1}, x_{2}\right)=x_{1}^{a} x_{2}^{b}$, where $a, b$ are positive numbers that describe consumer preferences. Thus, (11)-(12) become

$$
\begin{array}{ll} 
& \max _{x_{1}, x_{2} \geq 0} u\left(x_{1}, x_{2}\right)=x_{1}^{a} x_{2}^{b} \\
\text { s.t. } & p_{1} x_{1}+p_{2} x_{2}=y, \tag{28}
\end{array}
$$

as stated in [12:93]. As in the previous section, (15) holds. By substituting (15) with (27), we arrive at an unconstrained maximization problem

$$
\begin{equation*}
\max _{x_{1} \geq 0} u\left(x_{1}, x_{2}\right)=x_{1}^{a}\left(\frac{y}{p_{2}}-\frac{p_{1}}{p_{2}} x_{1}\right)^{b} . \tag{29}
\end{equation*}
$$

Let us transform (29) in the following way:

$$
\begin{align*}
u\left(x_{1}, x_{2}\right) & =\frac{1}{p_{2}^{b}}\left(x_{1}^{\frac{a}{a+b}}\right)^{a+b}\left[\left(y-p_{1} x_{1}\right)^{\frac{b}{a+b}}\right]^{a+b} \\
& =\frac{1}{p_{1}^{a} p_{2}^{b}}\left[b^{-\frac{a}{a+b}}\left(b p_{1} x_{1}\right)^{\frac{a}{a+b}} a^{-\frac{b}{a+b}}\left(a y-a p_{1} x_{1}\right)^{\frac{b}{a+b}}\right]^{a+b}  \tag{30}\\
& =\frac{a^{-b} b^{-a}}{p_{1}^{a} p_{2}^{b}}\left[\left(b p_{1} x_{1}\right)^{\frac{a}{a+b}}\left(a y-a p_{1} x_{1}\right)^{\frac{b}{a+b}}\right]^{a+b} .
\end{align*}
$$

Since $\frac{a}{a+b}+\frac{b}{a+b}=1$, and by applying the weighted AM-GM inequality (10) to the last term in (30), we get

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right) \leq \frac{a^{-b} b^{-a}}{p_{1}^{a} p_{2}^{b}}\left[\frac{a}{a+b} b p_{1} x_{1}+\frac{b}{a+b} a y-\frac{b}{a+b} a p_{1} x_{1}\right]^{a+b}=\frac{a^{a} b^{b}}{(a+b)^{a+b}} \frac{y^{a+b}}{p_{1}^{a} p_{2}^{b}} . \tag{31}
\end{equation*}
$$

Thus, the maximal utility equals

$$
\begin{equation*}
u_{\max }=\frac{a^{a} b^{b}}{(a+b)^{a+b}} \frac{y^{a+b}}{p_{1}^{a} p_{2}^{b}} \tag{32}
\end{equation*}
$$

and is achieved if and only if

$$
\begin{equation*}
b p_{1} x_{1}=a y-a p_{1} x_{1} . \tag{33}
\end{equation*}
$$

From (33), we get optimal quantities of commodities 1 and 2 (i.e. global maximizers), respectively:

$$
\begin{equation*}
x_{1}^{*}=\frac{a y}{p_{1}(a+b)}, x_{2}^{*}=\frac{b y}{p_{2}(a+b)} . \tag{34}
\end{equation*}
$$

The result (34) has the same form as in [12:94].

Example 2 To illustrate the method proposed in this section, let us consider the following problem

$$
\begin{align*}
& \quad \max _{x_{1}, x_{2} \geq 0} u\left(x_{1}, x_{2}\right)=x_{1}^{\frac{1}{3}} x_{2}^{\frac{2}{3}}  \tag{35}\\
& \text { s.t. } x_{1}+2 x_{2}=100 . \tag{36}
\end{align*}
$$

In this example, $a=1 / 3, b=2 / 3, p_{1}=1, p_{2}=2, y=100$. Using (32) and (34), enables us to verify that $u_{\max }=100, x_{1}^{*}=x_{2}^{*}=100 / 3$.

As is evident, the new presented method, which uses mathematical inequalities, does not use calculus, and furthermore, does not require the nontrivial verification of first and second order conditions, which is otherwise necessary in the substitution method and the Lagrange multiplier method. This characteristic gives an advantage to the method that uses mathematical inequalities over calculus-based methods.

## 4. Conclusion

This paper presents a new original method for solving the utility maximization problem for the case of the CES utility function and Cobb-Douglas utility function. Instead of using differential calculus, problems are solved by applying mathematical inequalities: Jensen's inequality and the weighted AM-GM inequality. Since knowledge of calculus is not required, this methodology allows a wider audience not familiar with differential calculus, such as high school students and others, to approach and analyze this important microeconomic problem. Importantly, the use of mathematical inequalities leads to the maximum utility value and associated maximizer in a direct way and thus verfiying sufficient conditions for unique global optima becomes unnecessary. Solving the utility maximization problems for the case of generalized utility functions with $\mathrm{n}>2$ commodities using mathematical inequalities is open to further research.
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