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A noncommutative algorithm, as opposed to a commutative algorithm, per
forms matrix multiplication without requiring the matrix elements to be commu
tative under the operation of multiplication. Such an algorithm is most desirable 
since it can be employed to multiply two matrices whose elements are themselves 
matrices. 

The standard definition for the multiplication of two n x n matrices yields 
a noncommutative algorithm using n3 multiplications. Strassen [7] produced a 
noncommutative algorithm which multiplies two 2 x 2 matrices using seven 
multiplications. In that paper Strassen proved that two n x n matrices could be 
multiplied asymptotically in 0(n 0%2 ) ~ 0(n2S1) multiplications and likewise 
0(n ° 8 2 ) total arithmetic operations. He accomplished this by embedding n x n 
matrices into larger matrices (m2k x m2k) and then employing recursively his 
2 x 2 algorithm. In that procedure the noncommutativity of the algorithm was 
essential. 

Since 0(n2) arithmetic operations is the best asymptotic lower bound for 
multiplying two n x n matrices and many problems are related to matrix multi
plication (see Strassen [7] and Munro [6] ) much interest has developed in finding 
better algorithms. Winograd [9] proved that seven multiplications are required by 
any algorithm for the product of two 2 x 2 matrices. 

In multiplying 3 x 3 matrices, since log27 ~ log321.8, a noncommutative 
algorithm requiring 21 or fewer multiplications is needed to improve on Strassen's 
asymptotic result. In [3] Gastinel produced a noncommutative algorithm using 
25 multiplications. Hopcroft and Kerr [4] described the construction of a non
commutative algorithm with 24 multiplications and Hopcroft and Musinski [5] 
explicitly state several such algorithms. Following is a noncommutative algorithm 
using 23 multiplications for obtaining C = AB where A and B are 3 x 3 matrices. 
Obviously the number of additions in this algorithm could be greatly reduced, 
but it is being given in its more basic form. 

Let 

AMS (MOS) subject classifications (1970). Primary 68A10, 65F30; Secondary 68A20, 
65H10. 

126 
Copyright © 1976, American Mathematical Society 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



ALGORITHM FOR MULTIPLYING 3 X 3 MATRICES 

ml = ( f l n + a12 + a13 -a2X - a22 - a32 - a33)b22, 

m2 = («11 ~ «2 l ) ("" *12 + ^22)' 

m 3 = ^ 2 2 ( - *11 + *12 + Z?21 ~ ^22 " ^23 ~ è 31 + b3 

m4 = ( - « u +a21 +a22)(btl - bx2 + 6 2 2) , 

m 5 = ( « 2 1 + f l f 2 2 ) ( - * l l + Z > 1 2 ) ' 

m 6 = * 1 1 * 1 1 > 

m 7 = ( - « 1 1 + «31 + û f 3 2 ) ( ^ l l - *13 + Z > 23) ' 

m 8 = ( - f l l l + f l 3 l ) ( * 1 3 ~ *23)> 

m9 = ( n 3 1 + f l 3 2 ) ( - * n +*i 3 )» 

m 1 0 = ( « l l + «12 + «13 - « 2 2 - «23 ~ «31 ~ «32^23' 

m l l = « 3 2 ( - * U + *13 + Z ? 21 - ^22 - ^23 ~ *31 + *3 

m l 2 = = ( - « 1 3 + «32 + « 3 3 ) (^22 + *31 ~ *32)> 

m 1 3 = ( « 1 3 ~ «33)(^22 ~ ^32)' 

W 14 = fl13i31' 

m l 5 = ( « 3 2 + « 3 3 ) ( - Ô 3 1 + Ô 3 2 ) ' 

m 1 6 = ( - « 1 3 + « 2 2 + « 2 3 ) ( Ô 2 3 + b3\ ~ *33)> 

m 1 7 = («13 - « 2 3 ) ( & 2 3 ~ ô33)> 

m 1 8 = : («22 + « 2 3 ) ( _ Z , 3 1 + *33)> 

m i 9 = «12*>21> 

m 2 0 = «23^32' 

m 2 1 = «21Z?13' 

m 2 2 = «31Z>12' 

m 2 3 = «33^33' 

Then 

C l l Z=m6 + m l 4 + ™19> 

C12 = m t 4- m4 4- ra5 + ra6 + m 1 2 4- m 1 4 + m 1 5 , 

C1 3 = m6 4- m7 4- ra9 + m10 4- m 1 4 4- ml6 4- m 1 8 , 

C2 1 = m 2 + m 3 4- ra4 4- m6 + m 1 4 + ml6 4- m 1 7 , 

C22 = m2 + m4 + m5 + m6 + m 2 0 , 
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C 2 3 = m l 4 + m l 6 + m l 7 + ^ 1 8 + O T 2 P 

C31 = ^ 6 +m 7 +m 8 4- m n +m 1 2 + m 1 3 +m 1 4 , 

C32 = m12 + m13 + m14 + m15 + m22, 

C33 = ra6 + m7 + m8 + m9 4- m23. 

The well-known commutative algorithms of Winograd [8] involve 24 
multiplications in the 3 x 3 case. Brockett and Dob kin [2] produced a commu
tative algorithm using 23 multiplications without counting multiplications and 
divisions by 2. 

The algorithm in this paper was produced by finding an integer solution to 
the following system1 of 729 nonlinear algebraic equations involving 621 un
knowns: 

23 

Z ziktxghtyrst = digdhrdsk w h e r e '*> k> 8, h f r , s = 1, 2 , 3 . 
t=\ 

No use of computers was made in solving this system of equations. It was 
obtained by merging the solutions of four smaller systems of equations with 
similar but fewer terms. A detailed explanation of the merging procedure will 
appear elsewhere. Similar systems of equations and merging procedures may pro
duce algorithms which improve on Strassen's asymptotic result. 
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1 These equations were brought to my attention by my dissertation advisor, Professor 
Peter Ungar. At that time we felt these equations were original but later it was found that 
Brent [1] had studied this system. 
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