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ABSTRACT

A nonhydrostatic extension to the Pennsylvania State University-NCAR Mesoscale Model is presented. This
new version employs reference pressure as the basis for a terrain-following vertical coordinate and the fully
compressible system of equations. In combination with the existing initialization techniques and physics of the
current hydrostatic model, this provides a model capable of real-data simulations on any scale, limited only by
data resolution and quality and by computer resources.

The model uses pressure perturbation and temperature as prognostic variables as well as a B-grid staggering
in contrast to most current nonhydrostatic models. The compressible equations are solved with a split-time-
step approach where sound waves are treated semi-implicitly on the shorter step. Numerical techniques and
finite differencing are described.

Two-dimensional tests of flow over a bell-shaped hill on a range of scales were carried out with the hydrostatic
and nonhydrostatic models to contrast the two and to verify the dynamics of the new version.

Several three-dimensional real-data simulations show the potential use of grid-nesting applications whereby
the model is initialized from a coarser hydrostatic or nonhydrostatic model output by interpolation to a smaller
grid area of typically between two and four times finer resolution. This approach is illustrated by a simulation
of a cold front within a developing midlatitude cyclone, and a comparison of the front to observations of similar
features.

The cold-frontal boundary was sharply defined at low levels and consisted of narrow linear updraft cores. At
2-4-km altitude this structure gave way to a more diffuse boundary with apparent mixing. Mechanisms are
presented to explain these features in terms of inertial and shearing instability. Convection embedded in the
frontal band formed a prefrontal line at later stages.

Finally, sensitivity studies showed that the frontal band owed its narrowness to the concentrating effect of
latent heating. The frontal ascending branch was supplied by a strong easterly ageostrophic flow in the warm

sector.

1. Introduction

The hydrostatic mesoscale model presented by
Anthes and Warner (1978) has been employed to in-
vestigate meteorological phenomena on a wide range
of scales ranging from continental-scale cyclone de-
velopment to local valley flows. At the same time im-
provements have been made in the representation of
the planetary boundary layer (Zhang and Anthes
1982), the surface radiation budget (Benjamin and
Carlson 1986), the addition of several more cumulus
parameterization schemes (e.g., Zhang and Fritsch
1986; Frank and Cohen 1987; Grell 1993), and an
explicit moisture scheme (Hsie et al. 1984) with ice-
phase processes (Dudhia 1989) for resolved-scale con-
densation. Grid nesting was also added by Zhang et al.
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(1986) and four-dimensional data assimilation by
Stauffer and Seaman (1990).

With improvements in computer power it is becom-
ing possible to use finer meshes. Higher resolution re-
duces errors associated with finite differencing; thus, it
is clear that the future mesoscale model should not be
constrained by the hydrostatic assumption, which ef-
fectively limits the resolution to around 10 km except
in weak flow, nonconvective situations.

There are currently few nonhydrostatic models de-
signed for use with “real data,” that is, with data derived
from three-dimensional observed wind, temperature,
and moisture soundings. For a model to be generally
applicable to such data requires that it can incorporate
not only realistic topography and a diurnal radiative
cycle but also surface fluxes of heat, moisture, and mo-
mentum that depend on local land or sea characteristics
and a representation of boundary-layer processes. A
horizontal coordinate compatible with the curvature
of the earth’s surface is also desirable if the model is
to be applicable to large areas.

Existing nonhydrostatic real-data models include



1494

one that has been developed by the United Kingdom
Meteorological Office (see Tapp and White 1976; Car-
penter 1979). This model is typically employed with
a 10~15-km grid over an area of 60 X 60 grid lengths.
The Colorado State University model of Tripoli and
Cotton (1982) has also been applied to regional sim-
ulations. Another such model presently under devel-
opment is that of Tanguay et al. (1990), which incor-
porates semi-Lagrangian advection.

In addition to increasing the resolution beyond that
of present hydrostatic model simulations, a nonhy-
drostatic model can be used for much more localized
studies by resolving topographical, urban, and coastal
effects, and deep convection through modeling their
interactions with larger-scale weather systems on a
nested grid model. Thus, the range of simulation ca-
pability would be substantially increased.

A new nonhydrostatic model is introduced in this
paper. A primary consideration in its development is
compatibility and strong overlap with the existing hy-
drostatic Pennsylvania State University—National
Center for Atmospheric Research (Penn State-NCAR )
Mesoscale Model to the extent that routines such as
those -handling advection, diffusion, radiation, the
boundary layer, surface slab model, cumulus param-
eterization, and moisture can be incorporated into the
new model with few modifications. In this way future
improvements in these routines for the hydrostatic
model can be equally applied to the nonhydrostatic
model and vice versa.

The model has been used in a study of an Atlantic
cold front providing a unique view of mesoscale struc-
tures that might exist in such systems. While warm-
season and tropical convective systems such as squall
lines have been simulated often, the three-dimensional
small-scale aspects of cold-frontal structure have rarely
been simulated until now. This may be due to the
complexity of initializing an idealized yet realistic front
in a model due to the need, in order to avoid spurious
waves, for a well-balanced thermal- and gradient-wind
flow with strong ageostrophic circulations, a back-
ground baroclinic circulation, and adequate boundary
conditions that are consistent with the interior. For the
nonhydrostatic model, initializing with real data and
nesting gives the desired balances between the frontal
and larger scales.

Conceptual models of cyclone cold fronts developed
from analysis of synoptic data have more recently been
enhanced by radar and aircraft studies to give some
consensus on features that may accompany these sys-
tems, but it is only now that both models and com-
puters have become capable of resolving them. Ex-
amples that will be detailed later in this modeling study
are the warm conveyor belt, the prefrontal rainband,
the narrow cold-frontal rainband, and the convective
postfrontal boundary layer.

In section 2 the nonhydrostatic model equations will
be presented, and the modifications to the Penn State—
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NCAR hydrostatic model will be discussed. Section 3
and the Appendix will describe the numerical methods
employed in the model. Two-dimensional tests on a
range of scales in an idealized flow situation wiil be
presented in section 4, while section 5 shows three-
dimensional results for a real case of a midlatitude cy-
clone and its cold front that have been simulated at
several grid resolutions. A description of the dynamical
processes in the cold front is also included to demon-
strate the potential value of such a model in aiding the
understanding of real weather systems.

2. Model equations
a. The equation set

The model is based upon a set of equations for a
fully compressible atmosphere in a rotating frame of
reference. Additional features include terrain-following
coordinates and a map scale factor very similar to those
of the hydrostatic model ( Anthes and Warner 1978).

When the hydrostatic approximation is made, the
vertical integration of the horizontal convergence serves
to define both the surface pressure tendency and the
vertical motion in a grid column. For the nonhydro-
static equations, however, separate predictive equations
are required for the three-dimensional pressure distri-
bution and the vertical momentum. The pressure ten-
dency equation can be derived from the perfect gas law
and mass continuity equations. The pressure pertur-
bation in the model, p’, is the predicted variable rather
than full pressure. The model variables are thus pres-
sure perturbation p’, the three momentum components
(u, v, w), the temperature 7', specific humidity, and
optionally cloud- and rainwater variables.

In the nonhydrostatic model it is also possible to
retain the full three-dimensional Coriolis torque, not
just the vertical component traditionally used in hy-
drostatic models. In practice though, it has been found,
at least for cyclone-scale simulations, that the other
components are negligible; thus, they will be omitted
from the following equations.

b. Vertical coordinate

The hydrostatic model has a ¢ pressure coordinate
in which the model levels are at constant ¢ where o
= (P = Piop)/p* and p* = P — Prop- The top pressure
is constant so the upper boundary of the hydrostatic
model represents a free surface while p* is predicted.
Thus, the pressure at a given model level is found from
D = p*a + Diop, and this varies with time as the surface
pressure varies.

It is possible to use the same coordinate in a non-
hydrostatic model, as demonstrated by Miller and
White (1984). However, in their equation set the sur-
face pressure is still obtained with a hydrostatic ten-
dency equation for p*, so the coordinate is not fully
based upon nonhydrostatic pressure. Their equations
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result in a three-dimensional diagnostic equation for
geopotential height similar to that for pressure in an-
elastic models.

Laprise (1992) introduces an equation set in which
just the hydrostatic part of the pressure is used as a
basis for a terrain-following ¢ coordinate while the full
nonhydrostatic pressure is calculated from a prognostic
relation. However, height-based coordinate systems are
more commonly used in nonhydrostatic models.

Another option is to use the reference-state pressure
Do to define a ¢ coordinate. In such a system p* is
constant with time and depends only upon the terrain
altitude, while the o levels are also fixed in space, so
the coordinate is more closely related to height than
pressure. A given grid point remains at a fixed height
above the surface, and the top of the model domain is
a surface of constant height. Therefore, the coordinate
is exactly equivalent to a terrain-following height co-
ordinate that is based on a suitably stretched function
of z. The pressure at a point is given by p = p*a + piop
+ p' = py + p’ where p’ is a predicted quantity. Imple-
mentation of this coordinate requires little change in
the physics routines of the Penn State~-NCAR Meso-
scale Model, a major factor in choosing it for the new
nonhydrostatic version.

The basic model equations can be written in this (x,
y, o) coordinate system as follows after subtracting large
canceling terms from the vertical momentum equation:

!
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In the above, subscript 0 denotes reference state and
primes denote deviations from the reference state. The
density is p, the potential temperature is 6, the heating
rate due to diabatic processes (i.e., latent heat and ra-
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diation) is Q, and subgrid-scale eddy terms are rep-
resented by D,,. The constants g, f, R4, ¢,, and vy rep-
resent acceleration due to gravity, Coriolis term, gas
constant for dry air, heat capacity at constant pressure
of air, and the ratio of heat capacity for air at constant
pressure to that at constant volume.

The advection terms may be expanded for any vari-
able 4 as

04 dA . 94
vVA=su—+v—+o—,
ox dy do
where the “coordinate velocity” used for advection,
o, is related to the model-predicted velocity compo-
nents by

(6)

_pog o 9p*

_ o *
p* ¥ p* ox

p* dy
The upper and lower boundaries are taken to be rigid
surfaces so o = 0 is applied as the boundary condition
at o = 0 and ¢ = 1. For (7) free-slip (i.e., zero-gradient)
conditions are applied to obtain the horizontal velocity
at these boundaries. The divergence term in (1) can
be expanded in (x, y, o) coordinates as

(7

Vive — — — ——
dx p* Ox do dy
_ 0 9p* v pog dw (8)
p* 0y d¢ p* Oo

Over a flat surface p* is constant, and the second and
fourth terms on the right disappear.

c. Moisture and heating

The conservation equations for moisture with trans-
fer terms between various categories such as vapor,
cloud, and rain (g, q., and g,, respectively, see Hsie et
al. 1984) can easily be added to the above equations.
Latent and radiative heating contribute to Q. Virtual
temperature perturbation T, = T, — T replaces 7' in
(4) and p = p/R,T, in (2)-(5). A liquid drag term,
—g(g. + g,), may also be added to the buoyancy terms.
The value of ¢, can be modified for moist air but v is
assumed to remain constant irrespective of water vapor
content and the reference state is taken to be dry.

It has been found (Klemp and Wilhelmson 1978)
that the last two terms in parentheses in (1), repre-
senting the contribution of diabatic effects and subgrid-
scale heat flux convergence to the pressure tendency,
can be neglected, thereby saving several computations.
However, a fact that has not been considered yet is that
a model with a rigid upper boundary may behave more
realistically without these terms in some situations.
Specifically, their removal remedies the overheating
caused by vertical confinement by allowing the model
atmosphere to mimic free expansion. A particular case
where the effect may be important is that domain-scale
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clear-air radiative cooling would be somewhat over-
estimated without the modification. The role of the Q
term in ( 1), which we choose to neglect, is to increase
the pressure and thereby force expansion in regions of
heating, generating acoustic and gravity waves. Drop-
ping the term amounts to neglecting the small part of
the velocity field that is directly due to expansion while
allowing the temperature to change as if free expansion
at constant pressure were occurring. It is also consistent
with the assumption that the saturation adjustment is
isobaric in the model’s calculation of condensation and
evaporation.

d. Sound waves and gravity waves

Equations (1)-(4) have been written in a form that
isolates the acoustic (high-frequency) terms on the left
of the equations following Klemp and Wilhelmson
(1978). Such a division into high- and low-frequency
terms has been shown to be extremely beneficial to
model efficiency when a time-splitting scheme is used
whereby high-frequency terms alone are evaluated on
a shorter time step. The advantage is particularly
marked when gravity wave speeds permitted by the
model are much less than the speed of sound (300-
350 m s7}).

The use of a rigid upper boundary condition instead
of a free-surface condition eliminates external gravity
waves that may have speeds comparable with those of
sound. It is these waves that restrict the time step in
the hydrostatic version of the model, except when a
“split-explicit” scheme is used for deep modes. Internal
gravity waves provide a corresponding limit for models
bounded by a rigid lid. However, for typical heights,
lengths, and atmospheric static stabilities of the model’s
domain, these waves allow for a significantly longer
time step than sound waves and so time splitting can
be used.

Another constraint on the longer time step is the
basic flow that Doppler shifts the gravity wave fre-
quencies. Also, for grid lengths less than about 10 km
and vertical grid lengths less than 1 km, the Courant
number stability condition for vertical motion in
strongly convective regions can provide a greater lim-
itation to the time step than internal gravity waves.
Allowing for these factors, the model equations can be
stably integrated in time.

A feature of the equations that is unusual for non-
hydrostatic models is that temperature, rather than po-
tential temperature, is a predicted variable. This may
have advantages in real-data assimilation where tem-
perature is provided and in moisture and radiation cal-
culations that require the temperature. However, there
is an adiabatic warming term (Dp/Dt)(pc,)”" in the
temperature prediction equation (5), and representa-
tion of unresolved vertical turbulent mixing requires
that potential temperature be calculated.

The use of temperature as a variable merits some
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consideration, as it is a distinctive aspect of this non-
hydrostatic model. Note that the buoyancy term gp'/
p has been split into an acoustic term, gp'/~p, and a
nonacoustic sum of two terms, —(g7'/7)(po/p)
+ (gRap'/ cpp), in (4). This contrasts with an earlier
model of Cotton and Tripoli (1978), who did not treat
the first term as acoustic. The last two terms correspond
to —g8'/6y; this is considered nonacoustic because
sound waves do not substantially affect the potential
temperature. Hence, this part of the buoyancy does
not vary as sound waves propagate through a given
point even though the pressure and temperature per-
turbations separately do undergo acoustic oscillations.
Note that since these high-frequency temperature vari-
ations are assumed to have no feedback on the sound
waves in the model equations, temperature does not
need to be predicted on the shorter time step, but its
variation on the long time step must remain consistent
with that of pressure if acoustic oscillations in the two
terms, (gT'/ To)(po/p) — (gRap'/c,p), are to cancel
each other.

From the above arguments it is important that the
three pressure terms common to (1) and (3), that is,
those in parentheses in (5), are treated consistently if
the model is to handle the buoyancy correctly and ap-
proximately conserve potential temperature (entropy)
in dry-adiabatic motion. Further details of the coupling
between temperature and pressure are described in
subsection 3d.

3. Numerical method

Much of the finite differencing remains as in Anthes
and Warner (1978), particularly the advection terms
(see subsection 3b), but the addition of two more pre-
dicted variables, p' and w, and removal of one, p*, has
necessitated changes and additions to their equations.
These will be summarized in this section and are de-
tailed in the Appendix.

a. Grid structure

As in the Penn State-NCAR hydrostatic model, the
grid has a type-B staggering ( Arakawa and Lamb 1977)
of horizontal velocity variables with respect to the
nonvelocity variables. This is illustrated in Fig. 1, which
also shows that the vertical velocity is defined on the
o surfaces while the other variables are defined halfway
between these levels.

Use of the B grid requires more averaging than the
C grid in the finite-difference equations to obtain the
horizontal velocity divergence, fluxes of variables and
pressure gradients, and less averaging for the Coriolis
terms. Haltiner and Williams ( 1980) have shown that
the B-grid structure has numerical properties compa-
rable with those of the C grid, especially if features are
resolved by three or more grid lengths.

Nonhydrostatic modelers, with the exception of
Miller and Pearce (1974) in an early version of their
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FIG. 1. The B-grid staggering of the variables (a) in x-y plane
showing the staggering of horizontal velocity with respect to ther-
modynamic variables, and (b) in x-z plane showing the staggering
of vertical velocity with respect to thermodynamic variables. Cross
points; T, g, p’. Dot points; u, v. Circle points: w.

model, have generally used C-grid staggering. There-
fore, the current model is an exception in this respect,
but there is a definite gain in efficiency when the fully
compressible equations are differenced on a B grid. If
one carries out stability analyses for sinusoidal hori-
zontally propagating sound waves on the three-dimen-
sional B and C grids, using the relevant finite~-difference
scheme (described later), one finds that the B grid per-
mits a maximum time step V2 times greater.

b. Advection

Anthes and Warner (1978) converted the advective
terms in the finite-difference equations to flux form
using the hydrostatic continuity relation. In this form
finite differencing adds the advantage of conserving the
advected quantity. With the nonhydrostatic model’s
equations, such a conversion is not exact and a residual
term arises similar to that shown by Wilhelmson and
Chen (1982). For a quantity 4, the substantial deriv-
ative multiplied by p* can be represented as

DA

3 3
A R A Y LAy
Dt ot ax Tt Pty

i a D s D O
+aop A A(é‘xp u+ayp U+6ap a). 9)
The hydrostatic model does not have the extra term
in parentheses that is canceled by the surface pressure
tendency. In the nonhydrostatic version, having p* de-
pendent only upon terrain, this additional term rep-
resents a local mass divergence, (p*/ pg)V - pov. It is
smaller than the flux term, given by the second to fourth
terms on the right, but if there are significant density
deviations from the reference state, the mass divergence
term will be important.
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The finite-difference form of the mass divergence is
made the same as that of the surface pressure tendency
in Anthes and Warner’s hydrostatic model. It is con-
sistent with the flux part such that when flux and mass
divergence are added together, an advection-like finite-
difference term results. Although the inclusion of this
extra term disrupts the conservation properties of the
model, it is more accurate than completely neglecting
mass divergence in a fully compressible model.

Tkawa (1988) suggests that including the mass di-
vergence term can help to keep the model numerically
stable if sound-wave amplitudes grow large, but ade-
quate filtering can control this growth without the term.
The decreased sensitivity of the so-called advective
form to sound waves is probably because in this form,
in which the mass divergence is subtracted, sound-wave
oscillations are canceled out while the flux form retains
them.

The spatial finite differencing of the advection terms
is the second-order centered scheme. However, there
is an option for the first-order upstream scheme to be
used for cloud and rain fields whereby the generation
of negative perturbations is avoided.

¢. Pressure gradient terms

The horizontal pressure gradient in (2) and (3) has
two terms; the first is normally much larger. The pri-
mary term in (2) is differenced similarly to the corre-
sponding terms of the hydrostatic model (see Appen-
dix). The pressure gradient over terrain is generally
better estimated by the nonhydrostatic model. There
are problems with large terms of opposite sign in the
hydrostatic model’s pressure gradient. These problems
can lead to spurious noise over steep terrain ( Mesinger
et al. 1988; Kuo et al. 1988) and are largely circum-
vented by using the local perturbation pressure terms
in the momentum equations. For a reference state
closer to the actual state the pressure gradient becomes
more accurate.

d. Time-splitting scheme and acoustic waves

It was noted in subsection 2d that some terms in the
nonhydrostatic version need a shorter time step because
of their representation of sound-wave propagation, in
particular the pressure terms and gradients in the mo-
mentum equations and the velocity divergence and
reference-state advection in the pressure equation. The
leapfrog scheme of the hydrostatic model is retained
for the long time step with the Asselin filter; however,
the Brown and Campana (1978) scheme is not used.

Time-splitting to represent sound waves has been
employed in several meteorological numerical models,
for example, Klemp and Wilhelmson (1978), Tripoli
and Cotton (1982), and Ikawa (1988). The technique
involves using a number of short time steps to span
the time from (n — 1)Ar to (n + 1)At, to predict the
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velocity and pressure fields. Here A is the long time
step and # increments by one for each long time step.
The “slow” tendencies such as advection, Coriolis ac-
celeration, and buoyancy acceleration are evaluated
first at the long step #; diffusion, cloud microphysics,
and vertical subgrid-scale flux convergence terms are
evaluated at » — 1; and all are kept constant during
the time integration from n — 1 to n + 1. Typically
there may be four to seven short time steps to each 2A¢
leapfrog step.

The procedure for advancing one short time step
from time 7 to 7 + 1 is as follows:

(i) Predict «™*' and v™*' from p’" with a forward
time step;
(ii) Predict w™*! from a time average of p'"*' and
P
(iii) Predict p'™*' from u™*', v™*! and a time av-
erage of w™* and w”.

Steps (i1) and (iii) are combined as implicit time steps
and entail solving a tridiagonal matrix for the vertical
velocity in each grid column. This is done efficiently
with a direct recursive method. The time averaging
can be done as follows:

we =11+ gyw! +%(1 — B)yw.

N =

The implicit equation is of a Crank—Nicholson type.
If B is set to zero, the time-centered averaging of Klemp
and Wilhelmson results. This scheme is neutral with
respect to sound-wave growth. For 3 equal to one, the
scheme follows one shown by Ikawa (1988) to be neu-
tral to horizontally propagating sound waves while
strongly damping the vertically propagating ones.

The implicit treatment of vertically propagating
sound waves allows a time step independent of the ver-
tical resolution and is therefore important to the effi-
ciency of a model where this resolution is typically
much better than the horizontal resolution. In such a
scheme, however, vertically propagating sound waves
are generally retarded. Since propagating acoustic
waves reflect off the upper, lower, and lateral bound-
aries, trapping acoustic energy within the domain, some
form of damping is required to control acoustic noise.
In practice, small positive values of 8 (e.g., 0.2) may
be used to control vertically propagating sound waves
(Durran and Klemp 1983). Using such an inherently
damping finite-difference scheme efficiently reduces
problems related to reflections from the top of the do-
main.

Damping of the horizontally propagating sound
waves is effectively achieved by adding a small term
directly proportional to the divergence [second plus
third term on the left of (1)] onto the pressure pertur-
bation in the horizontal momentum equations (Ska-
marock and Klemp, personal communication ). Note
that the added term tends toward zero as sound-wave
amplitudes become small.
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The coupling between the temperature and pressure
perturbation tendencies was referred to in subsection
2d. The three terms common to both (1) and (5) were
given by

Dp _op' ,

D ol +v-Vp' — pogw.
If the terms are treated consistently in (1) and (5), the
potential temperature will be quasi-conserved. In par-
ticular, the advection of pressure perturbation should
not be neglected in a model with temperature as a
prognostic variable.

As long as the methods of controlling scund-wave
noise described earlier are employed, the above scheme
provides a stable and inexpensive method of integrating
the compressible equations on a terrain-following
stretched grid with the benefits of having temperature
and pressure readily available for microphysical-ra-
diative computations.

With high-terrain features situations were found in
which deep wave modes were trapped by the rigid upper
boundary. These can be suppressed, however, by using
an upper zone of enhanced horizontal diffusion or im-
plementing the Klemp and Durran (1983) radiative
condition at the top of the model.

(10)

4. Two-dimensional tests of the model

Before applying the model to complex three-dimen-
sional real-data simulations, it is worth testing it against
known flow solutions in a simpler situation. It can also
be compared with a two-dimensional version of the
hydrostatic model to verify its behavior at larger scales
where nonhydrostatic effects are small.

The most widely used tests for new models (e.g.,
Clark 1977; Ikawa 1988; Xue and Thorpe 1991) in-
volve simulating steady, dry, unsheared flow over a hill
in a constant-stability environment. The solution for
the linear situation, where the hill is low, is given by
Queney (1948). Essentially, the modes seen in the
steady solution are those that are forced by the hill and
that have an upstream phase speed equal to the im-
posed flow, that is, are stationary relative to the hill.

If the effects of density stratification due to the pres-
sure decrease with height are neglected, a simple
expression relates the horizontal and vertical wave-
lengths of these modes to the basic flow speed u; the
stability (Brunt—Vaisila frequency) V; and the Coriolis
parameter f; that is,

u? = N2A% + 222, (11)
where A\ is the total wavelength per radian and X\, is its
horizontal component, so that

A= (A2 + N2,

Thus, A is always less than or equal to A,. If the hy-
drostatic approximation is made, A in (11) becomes
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. and the solutions are significantly altered for shorter
horizontal wavelengths.

For typical values of # (10 ms™'), N (1072s71),
and f(107*s™!), stationary modes are shown in Fig.
2 where A\ is plotted against logA,. It can be seen that
there are short- and long-wave cutoffs to the wave so-
lutions. For horizontal wavelengths, A, less than ap-
proximately u/ N, or greater than about u/f, (11) has
no real solutions. Therefore, within this range would
be waves forced by the mountain while outside only
decay-like modes would be seen.

An isolated hill forces a spectrum of horizontal
wavelengths, some with a stationary vertical mode. The
bell-shaped function used was given by # = hg[1 + (x?/
a*)]~" where Aq is the height and a is the half-width
parameter. Five hills were chosen with half-widths
varying from 0.1 to 1000 km to cover the range of flow
responses indicated by (11) and Fig. 2. The spectral
amplitude functions of these hills per unit logA, are
shown in Fig. 3. On this log scale, the maximum forcing
per unit interval occurs for A, = a with negligible forc-
ing at a/10 and about one-quarter of the maximum
at 10a.

To simulate these five cases, grid lengths were chosen
to be a/5, the domain length was 20a, and the simu-
lated time was 21.6a/u (usually 1080 time steps) which
was enough time for a steady solution to be reached.
The domain top was at around 15.3 km (100 mb),
and there were 40 levels equally spaced in reference
pressure. The reference state temperature was equal to
the initial constant-stability profile temperature. The
hill height was 400 m, giving Nh/u = 0.4, which is
sufficiently low to be compared with linear analytic
solutions. The lateral boundary conditions were a sim-
ple radiative type and a ten-layer (approximately 6 km
deep) high-diffusion upper sponge was used for those
simulations in which the energy propagated up to the
top boundary. There were no heat sources, friction, or
explicit vertical mixing in the domain. The flow was
initiated as an unsheared 10 m s~ flow that is uni-
formly faster above the hill to preserve horizontal mass
flux. The initial streamlines, therefore, follow constant
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FIG. 2. Total wavelength X (m) versus log of horizontal wavelength
log,o), for stationary wave modes.
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o levels. The geostrophic wind was set at 10 m s™" ev-

erywhere.

a. Nonhydrostatic results

Figures 4a—e display the vertical motion field at the
end of the five simulations in the lowest 10 km of the
domain. Their features are summarized below.

1) a = 100 m POTENTIAL FLOW

From Figs. 2 and 3, it can be seen that nearly all of
the forcing due to the hill projects onto decay (or eva-
nescent) modes. In this regime the flow passes over the
hill on a time scale too short, compared to that of
Brunt-Viisild frequency oscillations, for steady gravity
wave modes to be forced. No forced gravity waves are
able to propagate upstream, so the flow is supercritical.
The vertical scale of the motion (Fig. 4a) is similar to
the half-width, a (=100 m), and so the influence of
the hill is confined to low levels.

2) a = 1 km NONHYDROSTATIC GRAVITY WAVES

Here, the most strongly forced stationary wave
modes have horizontal and vertical lengths of similar
magnitude. The energy propagation, given by the
overall tilt of the pattern (Fig. 4b), is distinctly down-
stream (rightward ) from the hill. This is consistent with
the nonhydrostatic waves’ group speeds being less than
their phase speeds. The phase tilt is consistent with the
upward and leftward flow-relative energy propagation
of these stationary modes.

3) a = 10 km HYDROSTATIC GRAVITY WAVES

In Fig. 4c the phase tilt is as in Fig. 4b but the overall
pattern is upright, consistent with vertically propagating
energy and the group speed being close to the phase
speed. This is as expected for the hydrostatic regime
where the vertical wavelength is only one-tenth of 27a,
the most strongly forced horizontal wavelength. Note
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that an upper-level sponge was used in this and the
next simulation to reduce reflection of energy from the
upper model boundary.

4) a = 100 km INERTIAL GRAVITY WAVES

While the Coriolis force existed in the previous sim-
ulations, the time scale of the flow passing over the hill
(a/u) was too short compared to 1/ ffor inertial effects
to be noticeable. In Fig. 4d, however, downstream lee
waves are present as the ageostrophic horizontal wind
forced by the hill is acted upon by the Coriolis force.
This continuously rotates the ageostrophic component
about a vertical axis leading to regions of divergence
and convergence and hence vertical motion down-
stream of the hill.

5) a = 1000 km QUASIGEOSTROPHIC FLOW

The inertia—gravity waves forced by this scale of hill
propagate too rapidly for stationary modes to exist. By
the end of the simulation (Fig. 4¢) they have left the
domain leaving a balanced flow with a normal velocity
(not shown) up to about 3 m s™! into the plane up-
stream of the hill and out downstream. This represents
an anticyclonic turning of the flow as it traverses the
hill. In quasigeostrophic terms, potential vorticity con-
servation requires that there be negative relative vor-
ticity above the hill with zero upstream and down-
stream. The final exponential structure in the vertical
velocity seen in Fig. 4e has a vertical scale given ap-
proximately by af/N = 10 km (Queney 1948).

b. Hydrostatic results

Identical simulations to those above were performed
with the hydrostatic model. The results from this
model, corresponding to those in Figs. 4c—e, were as
expected, fairly indistinguishable from those of the
nonhydrostatic model. For a = 10 km, Na/u = 10
while nonhydrostatic effects would only be expected
to be significant for this factor being of order unity.
This serves as an independent verification of the non-
hydrostatic model’s dynamics.

Differences are seen for ¢ = 0.1 and 1 km. The hy-
drostatic model produces results almost identical to
Fig. 4c for both cases. In fact, without the Coriolis force,
the hydrostatic model, being insensitive to the hori-
zontal scale, would produce identical patterns for all
hill widths. Only the magnitude of the vertical velocity
would vary in proportion to 1/a.

¢. Other tests

It is useful to check the model quantitatively against
theoretical results. From Fig. 4c¢ it can be seen that the
vertical wavelength of the hydrostatic wave pattern is
close to the predicted 6.28 km (=2nu/N).

In order to determine whether the nonhydrostatic
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lee waves such as those in Fig. 4b have the correct tilt,
a simulation was run with a 1-km-high mountain. Here
Nh/u = 1 so the case is quite nonlinear and, in fact,
given sufficient time, wave breaking occurs because N /
u exceeds the critical value of 0.85 found by Miles and
Huppert (1969) for Boussinesq flows.

After only 1 h of simulation, the streamlines, rep-
resented here by isentropes (Fig. 5), are approximately
vertical at about the 4-km altitude and downstream of
the hill. At this stage it is possible to compare the po-
sition of maximum steepening with that found by La-
prise and Peltier (1989). From their Fig. 9b it can be
seen that with Na/u = 1 the maximum steepening
should occur at approximately 0.47\s downstream of
the hill crest, where A; = 27u/N. That corresponds to
about 2.9 km in this case and Fig. 5 shows that the
model indeed produces its maximum steepening at this
location. For a hydrostatic model the region would be
displaced only 0.33 km from the crest.

5. Three-dimensional real-data simulations
a. Initialization

The primary goal of this work has been to apply a
nonhydrostatic model to observed cases by making use
of the existing analysis packages developed for the hy-
drostatic model. These analysis routines can take raw
upper-air and surface data with gridded output from
a global or limited-area data assimilation system or
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FiG. 5. The 1-km hill, half-width 1 km, potential temperature
showing position of maximum steepening (dashed line) after 1 h.
Contour interval 1 K. Inset shows dimensionless displacement versus
Na/ U (Laprise and Peltier 1989).
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numerical weather prediction model to form a re-
analysis on the model grid. Input data at later times
are also reanalyzed on the model grid to provide lateral
boundary conditions.

At present, the output of these initialization routines
includes wind, temperature, and moisture data on the
o levels of the hydrostatic model together with surface
pressure. These must be adjusted vertically to the non-
hydrostatic ¢ levels, which are defined by reference
pressure rather than actual pressure. In addition, two
more three-dimensional fields must be initialized: the
vertical momentum and pressure perturbation.

The reference profile of temperature as a function
of pressure To(po) chosen for this study was given by

Ty = Ts0+Aln(ﬂ), (12)
Doo

where To = 280 K, 4 = 50 K, pgo = 1000 mb.

The vertical velocity is obtained from vertical inter-
polation of pressure velocity (omega) that is estimated
from continuity in the hydrostatic wind field. The
nonhydrostatic model will not immediately have a
mass flux balance because the velocity fields may pro-
duce some mass divergence, but the adjustment process
1s, in practice, quickly achieved by sound waves.

The pressure perturbation is calculated by vertical
integration of the discretized form of the vertical mo-
mentum equation {see Appendix, Eq. (A7)] with the
w terms set to zero. The lowest-layer value of p’ is es-
timated from the surface pressure that is provided in
the hydrostatic input data.

Input data files for later times are also interpolated
vertically in order to provide lateral boundary condi-
tions for the nonhydrostatic model. The boundary
condition is a relaxation type in which the four points
nearest the boundaries are relaxed toward specified
values that are interpolated in time between the analysis
times. This condition is applied to wind, temperature,
water vapor, and pressure perturbation. Vertical mo-
mentum has a zero-gradient condition and liquid water
is zero on inflow and zero-gradient on outflow.

There is also currently a capability of interpolating
the nonhydrostatic model output to finer meshes so
that more detailed simulations can be carried out over
selected areas. In these, a one-way nesting technique
is applied whereby data from the coarse mesh at, for
instance, 1-h intervals provides the lateral boundary
conditions to the fine mesh. The inclusion of finer-
scale topographic features requires additional vertical
adjustments in the model fields, but in simulations re-
ported here only horizontally interpolated topography
is used on the finer meshes.

b. Real-data simulations

In this section an account will be given of some sim-
ulations carried out on a North Atlantic explosive cy-
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clogenesis case. These simulations illustrate the poten-
tial usefulness of the new model.

The oceanic cyclogenesis case chosen has been stud-
ied extensively by Kuo et al. (1991a,b) and occurred
on 13-14 February 1982. The central pressure de-
creased by 44 mb to 954 mb in 24 h from 1200 UTC
13 to 1200 UTC 14 February as the storm propagated
northeastward. Eventually it passed the southeast tip
of Newfoundland and started to fill in. Further details
of the synoptic situation can be found in Kuo et al.
(1991b).

The data for the 20-km grid domain was interpolated
from the results of a 40-km hydrostatic model run
[which itself was initialized with data from an 80-km
run that had been combined with observations in a
reanalysis by Kuo et al. (1991a)]. Their hydrostatic
simulation with a 20-km grid and 15 vertical levels
reproduced the sea level pressure field very successfully,
and cloud patterns compared well with satellite pictures
of the system.

The nonhydrostatic model was run with the same
physics including the high-resolution planetary
boundary layer scheme (Zhang and Anthes 1982),
surface heat, moisture, and momentum fluxes. How-
ever, for the case here, there were resolved cloud and
rain processes (Hsie et al. 1984 ) instead of the non-
convective precipitation scheme, and the convective
scheme was a simpler single-cloud version (Grell 1993)
than the modified Arakawa and Schubert (1974)
scheme used in the hydrostatic model. The model has
also been run with the same physics as the hydrostatic
model, and this showed that no significant changes in
the cyclone track and deepening resulted from the
above modifications. Convective rain contributed only
1%-2% of the total, and in fact results were almost
identical in a test without a convective scheme. This
finding was consistent with that of Kuo and Low-Nam
(1990) for simulated explosive cyclones.

Here results from two nonhydrostatic simulations
will be shown. The first is a 24-h simulation, starting
at 2100 UTC 13 February 1982, with the same 20-km
grid as the hydrostatic simulation referred to above.
The domain had 91 X 121 horizontal grid points with
15 vertical levels at ¢ = 0.05, 0.15, 0.25, 0.35, 0.45,
0.55, 0.65, 0.74, 0.81, 0.865, 0.91, 0.945, 0.97, 0.985,
and 0.995. It used 1-h boundary conditions derived
from the 40-km hydrostatic simulation. Then a 6.67-
km grid was interpolated from the 20-km model output
and an 8-h simulation starting at 0500 UTC 14 Feb-
ruary was run on 101 X 121 points centered on the
cold front, with 1-h boundary conditions. A third sim-
ulation with a 10-km grid centered on the occlusion
region will also be referred to briefly.

The long and short time steps were, respectively,
100 and 50 s for the 20-km simulation and propor-
tionately reduced for the 6.67-km simulation. In com-
parison, the 20-km hydrostatic model used a 30-s time
step and required approximately one-third more CPU
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time for a 24-h simulation on the Cray Y-MP than the
nonhydrostatic simulation.

1) CYCLONE SIMULATION (20-km GRID)

At the beginning of the simulation the central pres-
sure at sea level was 979 mb. The time sequence in
Fig. 6a and 6b shows the sea level pressure at 12 and
24 simulated hours. The central pressures at 6-h inter-
vals are, respectively, 969, 961, 954, and 956 mb. The
lowest pressure of 953 mb occurred at about 19 hours.

The development of the sea level pressure field of
this cyclone can be compared with the hydrostatic
model and observations presented by Kuo et al
(1991a). Figure 6¢ shows the nonhydrostatic (solid)
and hydrostatic (dashed) models’ sea level pressure
fields at 15 h. There is a very close agreement despite
model differences in numerics, physics, and dynamics.
This is consistent with the fact that on the resolved
scale, nonhydrostatic effects are not expected to be no-
ticeable.

A simulation with a 10-km grid covering the cyclone
low pressure center revealed the same central pressures
as in the 20-km grid showing that the 20-km grid res-
olution of this feature was sufficient in this case.
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Some features of this modeled cyclone are frequently
observed. For instance, at 12 h the cold front is much
more clearly visible in the water vapor field (Fig. 7a)
than in the temperature field (Fig. 7b) at about 1-km
altitude (¢ = 0.865). The front is marked by a thin
dry band and a discontinuity in the horizontal tem-
perature gradient. The occluded front is clearly defined
by both temperature and moisture fields northwest of
the cold front and low pressure center (marked L). By
this time the cold front is moving ahead of the surface
low pressure center, which coincides with a warm moist
pool that is almost cut off from the warm sector.

The vertical motion (Fig. 7¢) at ¢ = 0.865 (near
875 mb) shows elongated mesoscale updrafts along the
cold front, some ascent south of Newfoundland asso-
ciated with the warm front, and weak curved banded
structures approximately paralleling the isobars around
the north of the cyclone. There is little vertical motion
in the warm core where the lowest kilometer has a high
static stability. At 12 h some of the cold-frontal updrafts
extend to high levels having a maximum upto 2 m s’
at around 500 mb and propagate rapidly northeastward
with the upper-level frontal jet.

At 18 h the low pressure center and warm seclusion
are separated from the cold front by 600 km. By this

40N

40N

FIG. 6. The 20-km simulation, sea level pressure at (a) 12 h and
(b) 24 h. Contour interval 4 mb. Sea level pressure comparison at
15 h in (c) nonhydrostatic (solid) and hydrostatic (dashed) simu-
lation. Contour interval is 4 mb.
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time the cold air to the rear of the front starts to become
convective as it is advected over the warmer Gulf
Stream water. The 10°C air-sea difference drives shal-
low weakly precipitating convection with tops up to 2
km, but this is coarsely resolved with the 20- and 10-
km grids. Cloud and moisture structures (not shown)
appear typical for midlatitude cyclones. There is a
distinct comma cloud at 18 h with resolved updraft
cores associated with the cold front at the southern
tip. The dry tongue at upper levels wraps around the
surface low.

2) CYCLONE COLD-FRONT SIMULATION (6.67-km
GRID)

The 8-h simulation was initialized 8 h into the 20-
km simulation on a fine grid centered upon the cold
front that is marked on Fig. 6a. The front is seen clearly
in the sea level pressure field at 4 h (Fig. 8). Figure 8
represents the same time frame as Figs. 6a and 9a. In
Fig. 8 a clear trough-ridge structure has developed at
the front, which is now near the east boundary of the
domain.

The vertical velocity about 1 km above the surface
is shown in Fig. 9a and 9b at 4 and 6 h. Comparison
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FiG. 7. The 20-km simulation, ¢ = 0.865, 12 h, (a) water vapor,
(b) temperature, (c) vertical velocity at o = 0.865 (negative dashed).
Contour intervals are 1 gkg™', 2°C, and 0.1 m s™'. Letter L designates
the low center in Fig. 6b.

of Fig. 9a with 7c reveals the significant extra detail as
formerly elongated features along the cold front have
been resolved into several distinct narrow lines of up-
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FIG. 8. The 6.67-km simulation, sea level pressure at 4 h. Contour

interval is 4 mb. Area same as box in Fig. 6b.
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FIG. 9. The 6.67-km simulation, o = 0.865, vertical velocity at (a) 4 h and (b) 6 h (negative dashed). Contour interval is 0.2 ms™'.

ward motion with typical vertical motions of 1-2
m s~'. Clearly defined “line elements” of varying
lengths such as these are a well-documented feature of
many observed cold fronts (James and Browning 1979;
Hobbs and Persson 1982). The time evolution shows
that between 4 and 6 h there is a merger into a single
more continuous line followed in the next 2 h by ev-
idence of fragmentation and new development to the
rear and also possibly ahead at the southern end. Also
at the end of the 8 h is evidence of the beginning of
postfrontal shower activity noted in the simulations
above.

The cloud (Fig. 10a) and rain (Fig. 10b) patterns at
about the same height at 6 h show that the lines of
ascent coincide with the rear edge of a 150-km-wide
cloud band, and furthermore that there are rain cells
at the front of this band as well as the more linear
rainfall zone at the rear edge. The cloud band’s persis-

T R D™
G f?g" 3 42N
’4 y > M

340N
338N

56W

58w

52w

tence indicates the presence of a sharply defined broad
mesoscale ascent ahead of the surface front. After about
five simulated hours, cells growing within this region
start to reach 10-km altitude above the front edge of
the cloud band, and they produce the prefrontal rain
seen in Fig. 10b. This feature is similar to the upper
cold front seen by Browning and Monk ( 1982) in many
katafronts but is not as widely separated from the sur-
face front.

A vertical west~east section through the front at the
position marked in Fig. 8 shows the southerly wind
component at 4 h (Fig. 11a). In particular, note the
upper-level frontal jet (50 m s™') at around 300 mb
and the low-level prefrontal jet (33 m s™') at 900 mb
and 150 km ahead of the front, which itself is a shallow
zone of strong horizontal shear. The flow relative to
the front is parallel throughout the troposphere in the
postfrontal region.

42N

40N

38N

58W

52w

FIG. 10. The 6.67-km simulation, ¢ = 0.865, 6 h (a) cloud water, (b) rainwater. Contour interval is 0.1 g kg~*.
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¢. Cold-front dynamical aspects and sensitivity
studies

While only the larger-scale features of this cyclone
were verifiable from observations, the cold-front sim-
ulation is of interest because it shows how fronts in-
teract with a realistic large-scale flow in a model that
includes physics representations of all the important
processes that are likely to affect the dynamics. Here,
a qualitative account of some of the frontal features is
given. The complexity of the model and of the real
atmosphere, however, make the understanding of the
frontal structure difficult at a fundamental level unless
modeling sensitivity studies are carried out to isolate
causes and effects. The sensitivity studies described later
will show how the removal of latent heating, surface
fluxes, and friction separately affect the front. A hy-
drostatic simulation was also carried out on the 6.67-
km grid and the results will show what gains are ob-
tained with a nonhydrostatic model.

1) DYNAMICAL ASPECTS

The front at low levels is well defined by a narrow
linear convergence zone with a corresponding updraft
and strong vertical vorticity up to 103 s™!. The similar
broken nature of a northeastern Pacific cold front has
been suggested by Hobbs and Persson (1982) to be a
manifestation of cross-frontal shearing instability be-
tween the two air masses. This instability requires an
inflection point in the front-parallel wind component.
However, shearing instability alone would lead to waves
with lengths of order five times the frontal width, that
is, much shorter than the line elements seen in the
simulation and generally seen in observations.
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A complicating factor to the shearing instability
mechanism is the strong convergence feeding the fron-
tal updraft that would tend to stabilize the front to the
growth of waves along it, and to advect instabilities
aloft before they grow. In fact, enhanced eddy activity
at higher altitudes is seen in the simulation, as discussed
later in this section. For two dimensions Dritschel et
al. (1991) have shown that a strain (deforrnation) of
only one-quarter the magnitude of the shear is sufficient
to suppress the growth of shearing instabilities. The
convergence in the case of this front reaches twice the
magnitude of the vertical vorticity but a three-dimen-
sional theory is required to take into account both con-
vergence and shearing.

Although the frontal temperature gradient is weak,
there are localized cold pools barely resolved by the
6.67-km grid along parts of the cold front. These are
produced by the evaporative cooling of rain from the
linear updrafts as it falls into the low-humidity post-
frontal air, particularly air from the 30-50-km-wide
subsident slot immediately to the rear of the front. At
the surface the narrow cold-frontal band may resemble
a density current (Moncrieff 1989; Hobbs and Persson
1982). Local breaks in the front may therefore depend
upon variability in the alongfront downdraft circula-
tion, but it seems that the frontal eastward motion of
20 m s~ is governed less by density current dynamics
than by large-scale cyclone dynamics. We will return
to this subject in the sensitivity studies described later.

The prefrontal jet of southerly wind (Fig. 11a) has
a strong ageostrophic component as the isobars are ori-
ented near southwest-northeast. The jet is likely due
to a rightward Coriolis turning of the ageostrophic flow
converging into the frontal updraft region, having an

FIG. 11. The 6.67-km simulation, west~cast vertical section at position 44’ shown in Fig. 8, 4 h, (a) sou.therly wind component and
arrows showing velocity in plane, (b) equivalent potential temperature. Linear pressure scale shown on left axis. Ticks at 100-km intervals.

Contour intervals are 3 m s~ and 1 K. Maximum vertical arrow is 158 ub s™* and horizontal is 48 m s

-1
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elevated core due to surface friction. Note that the air
within the jet is not moving parallel to the front or jet
core but is approaching the front and will finally ascend
in the frontal updraft.

The frontal updraft region itself is composed of the
distinct linear cores as well as a less distinct band of
ascending motion associated with the 150-km-wide
cloud band (Fig. 10a), and at later stages a prefrontal
line of convective cores develops in this band. Ascent
within the cloud band at low levels is not uniform but
comprises a series of southwest—northeast short bands
of enhanced convective ascent detectable in Figs. 9a
and 9b. A sensitivity study revealed that removing sur-
face friction reorients these bands to be more perpen-
dicular to the cold front. These results suggest that the
short bands’ orientation is related to the relative direc-
tion of low-level inflow to the frontal ascent region,
which is sensitive to friction.

Soundings taken from the model and cross sections
of 8, (Fig. 11b) reveal that the 150-km broad frontal
ascent column has a fairly homogeneous structure with
a saturated, near moist-adiabatic lapse rate except for
dry pockets around 700-900 mb that are apparently
mixed horizontally from the postfrontal regton. These
dry pockets show as holes in the cloud band (Fig. 10a).
Defined from these thermodynamic properties, the
front itself is marked by an almost vertical boundary
between the homogeneous moist ascending air and the
stratified drier air, but the temperature field shows a
classic rearward-sloped frontal interface with the upper
jet consequently 100-150 km behind the surface front.
This is a case where the definition of a front as an
airmass boundary conflicts in position with its defini-
tion purely from the temperature field. The clear air
ahead of the cloud band is capped by a weak stable
layer probably resulting from compensating subsidence
forced by the frontal ascent.

Thus, the picture that emerges is one of the well-
documented broad warm conveyor belt in which con-
ditionally unstable air saturates and ascends almost
neutrally as it moves northward ahead of the surface
cold front. However, embedded within this homoge-
neous conveyor belt are both cores of weak updrafts
and pockets of postfrontal originating air. Prefrontal
bands, and sometimes multiple bands, have frequently
been observed with maritime cyclone cold fronts (e.g.,
Nozumi and Arakawa 1968; Harrold 1973; and Par-
sons and Hobbs 1983.)

There is an alongfront variation in updraft and
cloud-top heights that systematically increase north-
ward. The environment farther north along the front
is modified by outflow advected from upstream up-
drafts and is thus moister and more favorable for
downstream updrafts, these being less affected by en-
trainment of drier unmodified air.

The horizontal section of equivalent potential tem-
perature at low to middle levels, particularly around
700 mb (Fig. 12), reveals a broad zone of resolved

DUDHIA

42N
a2N

40N

40N
338N

: 7

38N fdh 3

56W

52W
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temperature. Contour interval is 2 K.
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eddies that seem to mix air across the frontal region.
This is rather different from the sharp division of cold
and warm air masses at lower levels. Harrold (1973)
and others have documented an apparent overrunning
of the surface front by midlevel drier air that may aid
potential instability ahead of the front.

The cause of the eddy activity is not obvious, but it
may be speculated that either inertial or shearing in-
stability in the frontal zone is responsible. To support
the former contention, the absolute momentum struc-
ture of the front should be examined, particularly the
component parallel to the isobars. From Fig. 11a, which
shows the southerly wind component, it can be seen
that as air ascends in the frontal region it retains some
low momentum from the surface convergence zone
where the updraft originates. As the updraft reaches
higher levels in the ambient alongfront shear, the low
momentum within it becomes more anomalous com-
pared to the ambient momentum. This leads to strong
anticyclonic shear on the cold-air side of the updraft,
and this is sufficient for negative absolute vorticity of
magnitude §, = —5f; hence, the zone is inertially
unstable. Expected growth time scales are of order
({.f)""? which is about 75 min.

Study of the absolute momentum parallel to the
large-scale isobars, m, seen in Fig. 13, reveals that while
this component is conserved in semigeostrophic mo-
tion, the value in the narrow frontal updrafts (e.g., the
44 m s™! contour) is lower than in most of the warm
surface-layer inflow with or without surface friction.
In fact it is more comparable with m on the cold side
of the surface front while its thermodynamic properties
show no evidence of mixing across the front. It may
be hypothesized that the updrafts’ low absolute mo-
mentum originates from the reduction of m in the
warm inflow by the front’s mesoscale pressure pattern.
The relative motion and orientation of the front to the
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FIG. 13. The 6.67-km simulation, northwest-southeast cross section
at position BB’ in Fig. 8, of southwesterly absolute momentum m
(solid) and equivalent potential temperature (dashed). Contour in-
tervals are 4 m s~! and 4 K. Ticks at 100-km intervals.

isobars (Fig. 8) allow the surface pressure gradient that
is associated with the cold-air boundary to act as a
source/sink for »1. Through this pressure gradient, low
m from the cold-air side of the front may be imparted
to the updrafts.

Holt and Thorpe (1991) have observed the occur-
rence of “buckled m surfaces™ at similar altitudes and
of similar horizontal scales, 100 km, in a detailed study
of east Atlantic cold fronts and have investigated the
release of inertial instability in a two-dimensional
idealized model. This instability would manifest itself
as a preferential detrainment of updraft air toward the
cold side of the baroclinic zone. Detailed cross-sectional
soundings of a northeast Atlantic frontal zone show
that a zone of well-mixed m on scales of only a few
tens of kilometers exists on the cold-air side of the sur-
face front at around 2-4 km in altitude.

Farther north, along the front where the frontal up-
drafts retain their low momentum to higher levels, a
region of strong inertial instability develops on the
warm (anticyclonic) side of the upper jet core at 250
mb. This region is characterized by eddies, probably
inertial in origin, in contrast to the smooth flow in the
rest of the domain at the same height. This instability,
however, may not account for the enhanced dry-air
eddies penetrating horizontally into the low-level warm
cloud band, because the inertial instability is confined
to the west of the front.

The mechanism of shearing instability is more likely
to be responsible for the prefrontal eddies at 2-4-km
altitude. The elevation of the eddies above the layer of
strongest shear may be due to the mean vertical motion
in the horizontally sheared zone, which transports in-
stabilities upward as they grow. As seen in Fig. 1la,
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the shear is markedly reduced above 900 mb where
the dry eddies exist (Fig. 11b), and the 100-km hori-
zontal scale of the eddies (Fig. 12) is reasonably con-
sistent with the 20-km width of the low-level sheared
zone. Time scales of order 10* s would be associated
with the lifting of this air to the altitudes of the eddies.
Given that the vorticity reaches 1072 s™! this may be
sufficient time for shearing instability to act. The lower-
level smooth frontal structure is explained by the fact
that as the air initially converges into the sheared frontal
zone, it has not yet had time to develop finite-amplitude
eddies.

2) SENSITIVITY STUDIES

Simulations were run that were identical to the above
6.67-km control case but with, respectively, no friction,
no surface fluxes, and no latent heating. Additionally,
one-way nesting from the hydrostatic 20-km simulation
was used to provide a hydrostatic 6.67-km simulation
with the same physics as in the nonhydrostatic control.

It was found that neither the removal of friction nor
surface fluxes had a major impact on the front’s motion
or scales of ascent. Both tests produced narrow frontal
updrafts, a prefrontal band development, and approx-
imately a 1 m s~! mean increase in frontal propagation
over the first 6 h.

The observed differences were as expected for the
no-friction case where surface winds were stronger
leading in particular to the prefrontal jet extending to
the surface and more vigorous postfrontal convection,
probably as a result of the enhanced fluxes caused by
stronger winds. The ascent in the frontal line elements
was also typically increased by 30% as the removal of
friction allowed greater convergence.

For the no-flux case there was a strong concentration
of the surface temperature gradient at the front due
both to the cooling of the frontal downdrafts and to
cold advection being unopposed by heating from the
warm ocean. The lowest few kilometers in the cold air
mass were uniformly 2 K cooler by 6 h with no fluxes,
and postfrontal shallow convection was absent even at
8 h when the other simulations began to show precip-
itation cores. The upper jet was unaffected by these
differences; it was sensitive only to the large-scale tro-
pospheric temperature gradients. The prevention of
frontal collapse by surface heating has been docu-
mented in past studies of cyclones over warm oceans
(e.g., Nuss and Anthes 1987; Kuo et al. 1991b).

The greatest impact upon frontal structure came
from the removal of latent heating. Condensation and
evaporation were still allowed but had no thermal ef-
fects. After 6 h the front was 150 km west of the con-
trol’s position, having moved 14 m s~! as compared
to 20 m s~!. The possible importance of evaporative
cooling in driving the frontal motion, by forming a
density current similar to squall-line downdraft out-
flows, was investigated with a simulation in which rain
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FI1G. 14. The 6.67-km sensitivity simulations, ¢ = 0.865, 4 h, (a) vertical velocity with no latent heat,
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evaporative cooling was removed. This, however,
demonstrated little difference from the control, showing
that the speed difference of the front is governed by
other dynamical factors associated with latent heating.
Qualitatively, it seems plausible that the decreased ef-
fective static stability of prefrontal air with latent heat-
ing would allow the cold air to advance faster than in
the case where latent heating is turned off and the warm
air is much more stably stratified.

Another noticeable difference without latent heat
was the lack of a frontal ascent and rainband; these
elements were replaced by larger-scale ascent and rain-
fall across the warm sector as seen by comparing the
vertical motion in Fig. 14a with Fig. 9a. The total rain-
fall without latent heat was only 7% less, so the overall
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FiG. 15. The 6.67-km simulation, 950 mb, (a) wind barbs with wind speed contours, (b) ageostrophic wind component with smoothed
geopotential height contours. Barbs in meters per second, contour intervals are 10 m s™! and 30 m.

ascent was comparable, but it was clearly deeper and
more localized with latent heat.

Study of the geostrophic balance of the simulations
at low levels reveals two areas of strongly ageostrophic
motion seen in Fig. 15b, where it is calculated from a
smoothed 950-mb height field. The first is accounted
for by the subgeostrophic gradient wind effect as the
flow curves strongly around the cyclone center situated
just outside the northwest of the domain (Figs. 8 and
15a). The second ageostrophic region seen in Fig. 15b
is a broad zone of 20-30 m s~ easterlies toward the
front in the warm sector, associated with convergence
when latent heating is present. Little ageostrophic mo-
tion exists to the rear of the front, consistent with the
frontal ascending branch being fed entirely by warm-
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sector air. This ageostrophic convergence was absent
in only the no-latent-heat simulation. This implies that
the concentrated frontal ascent zone is due to an ageo-
strophic circulation set up by latent heat release in the
control case. The reduced stability to saturated motion
favors a smaller scale for the ascending branch than
the stable dry descending branch of the frontal circu-
lation (e.g., Eliassen 1959; Thorpe and Nash 1984).

Ascent exists in the warm sector as part of the baro-
clinic large-scale circulation. The role of latent heat is
to concentrate this existing ascent onto a finer scale.
Meanwhile friction resists the ageostrophic circulation
leading to less convergence at the front than in a fric-
tionless case. In other situations where friction domi-
nates and convective effects are weaker, frictional con-
vergence can act to concentrate the frontal updraft
(Keyser and Anthes 1982), in contrast to the effect
found here.

A hydrostatic simulation with the same physics on
a 6.67-km grid showed results in general agreement
with the nonhydrostatic model, indicating that hydro-
static dynamics are adequate for the generation of the
mesoscale structures found. In particular, the line ele-
ments and prefrontal band still develop with similar
vertical motion strengths and rainfall rates. This sim-
ilarity is probably because vertical motions are not
strongly buoyant. At 4 h into the simulations the hy-
drostatic line elements are shorter and less well defined,
as shown by Fig. 14b compared to Fig. 9a, but by 6 h
they are much like in the nonhydrostatic solution, in-
dicating a possible lag in fine-structural development.

6. Conclusions

In this paper an adaptation of an existing hydrostatic
model to give it a fully compressible nonhydrostatic
capability has been described. This adaptation required
the addition of a semi-implicit sound-wave solving
routine to replace the pressure-momentum calcula-
tions, and prognostic equations for vertical momentum
and pressure perturbation. Consideration was given to
the use of temperature as a variable with perturbation
pressure where consistency is required in the numerical
treatment to preserve potential temperature. Also, the
presence of a rigid upper boundary in this heightlike
coordinate makes neglecting the small heating term in
the pressure prediction equation preferable when trying
to model diabatic processes in the real unbounded at-
mosphere.

The new model incorporates the initialization and
physics routines that have been developed for the hy-
drostatic model specifically for the purpose of running
real-data simulations and real-time forecasts. The ex-
tension to a nonhydrostatic basis will allow the model
to maintain physical consistency on the higher-reso-
lution grids that are now becoming possible with newer
computers. Techniques of successive one-way nesting,
such as the one demonstrated here, allow most syn-
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optic-scale effects to be fed down to cloud scales. Fine-
scale meteorological phenomena can now be simulated
as they occur in situ with realistic and changing envi-
ronmental conditions rather than in idealized, possibly
unnatural environments.

In this paper, a particular example of an explosive
cyclone simulation has been presented. The capability
of the nonhydrostatic model to reproduce the hydro-
static model results at large scales was demonstrated.
Using the larger-scale model to supply boundary con-
ditions, simulations of the occlusion zone and cold-
frontal region were carried out, providing a wealth of
added detail. The fine structures associated with the
cold front revealed by only a threefold decrease in grid
length were particularly interesting for their similarity
to observed features.

The frontal zone was well mixed in 8, and nearly all
saturated, so the ascent occurred in an upright band
in near-neutral moist conditions. Convective cores
embedded in this region formed a prefrontal band later
in the simulation.

Both inertial and shearing instability appear to be
important in explaining frontal features, and specu-
lations were presented on their roles. The inertial in-
stability results from air of low angular momentum
being transported vertically by frontal ascent creating
negative absolute vorticity at middle and high levels,
and this results in lateral motion and mixing. The
shearing instability results from a concentration of
vorticity by low-level frontal convergence, but it only
manifests itself as eddy motions a few kilometers above
the front, probably due to vertical advection of the
growing modes.

Sensitivity studies revealed how latent heating con-
centrates otherwise broad-scale ascent into a frontal
band, generating a strongly ageostrophic flow converg-
ing on the front from the warm sector that is reduced
slightly by surface friction. The frontal motion is also
significantly reduced without latent heat.

For this case nonhydrostatic effects were not signif-
icant even on a 6.67-km grid, but it seems likely that
cases with more buoyant convection would show more
divergence from the hydrostatic solution on this grid
scale. The model will continue to be developed with
improvements in the physics, the introduction of two-
way grid nesting and the addition of a four-dimensional
data assimilation capability.

Further applications for the model include higher-
resolution mesoscale simulations that can be used with
dense observational networks and four-dimensional
data assimilation to recreate the details of a mesoscale
meteorological field. This information would be useful
for cloud and radiative parameterization in global cli-
mate and forecast models. Even without additional
observational data, comparisons can be made to de-
termine how the mean properties of convective pa-
rameterization schemes in coarser-grid mesoscale
models compare with those of resolved convection in
fine-grid simulations.

Unauthenticated | Downloaded 08/23/22 02:18 PM UTC



MAy 1993

Acknowledgments. 1 would like to thank Tom War-
ner and Bill Kuo for their support of this model de-
velopment work, and the reviewers for their suggestions
on improving this paper.

The project was funded by National Science Foun-
dation Grants ATM-8711014 and ATM-9024434, Of-
fice of Naval Research Grant SFRC No. N00014-86-
K-0688, NASA Grant NAGW 2686, and Department
of Energy Grants DEFG02-90ER61071 and DEA 105-
90ER61070. The computing was carried out on
NCAR’s CRAY-YMP supported by the National Sci-
ence Foundation.

APPENDIX
Finite-Difference Equations

The B-grid staggering of horizontal velocity variables
with respect to the other fields was shown in Fig. 1.
Vertical velocity is staggered vertically. Noting that the
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The triple averaging in the horizontal momentum ad-
vection terms follows that of the hydrostatic model as
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J index increments in the x direction, and { in the y
direction, the conventional notation will be as follows:

~X

1
a =§(ai,j+l/2+ai,j—l/2)s (A1)
_ Gijr1y2 = Gijj-1)2
Ax '

Multiple averaging terms such as @**” can also be de-
fined as successive averages where the order of super-
scripts does not matter, for example,

(A2)

X

=7
Averaging vertically allows for nonuniform grid lengths
and nonlinearly varying fields, such as temperature and
water vapor by suitably weighting the values. The map
scale factor m(x, y) is included in these equations.
The spatial differencing of the terms in the horizontal
momentum prediction equations is
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discussed by Anthes (1972). The subgrid-scale and dif-
fusion operators are represented by D(a). The coor-
dinate vertical velocity ¢ is obtained from
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and the vertical momentum equation is
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The pressure tendency equation, neglecting diabatic terms, is given by
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and temperature tendency is differenced as

* _xTy T
)
x y
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+ p*cg + D(p*T), (A9)
»

where Dp'/Dt is differenced like the corresponding
terms in (A8). Moisture variables have similar advec-
tion forms to those in (A8) and (A9) except when
using the upstream option where §* is replaced by the
upstream value alone.

The temporal differencing consists of leapfrog and
forward steps and a semi-implicit time-splitting scheme
described earlier. On the short time steps only the terms
u, v, w, and p' vary, while the coeflicients and right-
hand-side terms in (1)-(4) are constant. Coefficients
D, p, and T on the left-hand sides of these equations
are updated on long time steps.
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