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#### Abstract

We present a very simple proof of the existence of the value for 'Big Match' first shown by Blackwell and Ferguson (1968).


## 1. 'Big-Match' Game

A 'Big-Match' game is a two person zero-sum repeated game with absorbing states, represented by the following $\{T, B\} \times\{1,2\}$ payoff matrix $C^{\star}$ :

where as usual a star $\star$ denotes an absorbing payoff. A play of the game is made of an infinite number of stages. At stage $k \geq 1$ player I (resp. II) selects one of the rows (resp. column $j_{k}$ ). Each player is told afterwards the choice of his opponent. One assumes perfect recall: both players remember the sequence of their own and their opponent's moves. The first stage where player I plays T is denoted by $\theta$. One defines the payoff $z_{k}$ at stage $k$ by:

$$
z_{k}= \begin{cases}b_{j_{k}} & \text { if } k<\theta \\ a_{j_{\theta}} & \text { otherwise } .\end{cases}
$$

Since one considers only the payoffs, the strategic choices of the players become irrelevant after stage $\theta$. Therefore a strategy $\sigma$ (resp. $\tau$ ) of player I (resp. II) specifies at stage $k$ a probability $\sigma_{k}\left(j_{1}, \ldots, j_{k-1}\right)$ ( $\sigma_{k}$ for short) to play T (resp. $\tau_{k}\left(j_{1}, \ldots, j_{k-1}\right)$ to choose column 1) when player II's previous moves are $j_{1}, \ldots, j_{k-1}$. The law of $\theta$ is induced by the couple of strategies $(\sigma, \tau)$. The expected average payoff up to stage $n$ under $(\sigma, \tau)$ is:

$$
\begin{align*}
\gamma_{n}(\sigma, \tau) & =\mathbb{E}_{\sigma, \tau}\left(\frac{z_{1}+\ldots+z_{n}}{n}\right) \\
& =\mathbb{E}_{\tau}\left(\sum_{k=1}^{n} P_{\sigma}\left(\theta=k \mid j_{1}, \ldots, j_{k-1}\right)\left[\frac{(n-k+1) a_{j_{k}}+\sum_{h=1}^{k-1} b_{j_{h}}}{n}\right]\right. \\
& \left.+P_{\sigma}\left(\theta>n \mid j_{1}, \ldots, j_{n-1}\right) \frac{\sum_{h=1}^{n} b_{j_{h}}}{n}\right) \tag{1}
\end{align*}
$$

[^0]Let us define:

$$
A_{n}(\sigma)=A_{n}\left(\sigma, j_{1}, \ldots, j_{n-1}\right)=\sum_{k=1}^{n} \frac{n-k+1}{n} P_{\sigma}\left(\theta=k \mid j_{1}, \ldots, j_{k-1}\right) a_{j_{k}}
$$

Call $\Delta$ the set of probability distributions $y=\left(y_{1}, y_{2}\right)$ on $\{1,2\}$. Let $W=\min _{y \in \Delta} \max \left(y_{1} a_{1}+y_{2} a_{2}, y_{1} b_{1}+y_{2} b_{2}\right)$ be the value of the following matrix $C$ obtained from $C^{*}$ by deleting the ' $\star$ 's:

| $a_{1}$ | $a_{2}$ |
| :--- | :--- |
| $b_{1}$ | $b_{2}$ |

One has the following result ([3]):
Theorem 1. $W$ is the value of the 'Big-Match' game.
Remark that player II can guarantee $W$ by playing i.i.d. an optimal strategy in the game $C$. In order to show that player I can guarantee $W$, we use a new approach based on two functions of a state variable.
remarks 1. Our definition of the value, the same as [5] and [6], is stronger than the one used in [3]. Here we do not associate a payoff to any play of the 'Big-Match' game. We show the $\epsilon$-optimality of the expected average payoff up to stage $n$ when $n$ becomes large, uniformly with respect to all strategies of player II. On the contrary, in [3] the payoff of a play is defined by $\lim \sup _{n \rightarrow \infty} \frac{z_{1}+\ldots+z_{n}}{n}$.
2. The functions that we use do not depend on the matrix $C^{\star}$ (at least under assuption 1).

In [3], one studies the case:

$$
C^{\star}=\begin{array}{|c|c|}
\hline 1^{\star} & 0^{\star} \\
\hline 0 & 1 \\
\hline
\end{array}
$$

## 2. Heuristic

We introduce a strategy which looks very much like the one introduced by Blackwell and Ferguson [3]. However our point of view seems to be quite different.

One starts from a simple remark: each time player I plans to choose T with a strictly positive probability, he takes the risk to get a bad i.e. strictly negative absorbing payoff. Furthermore he may accumulate these risks throughout the play. The new idea consists of monitoring at every stage the overall risk in the future that player I is ready to take by using a function of a state variable. More precisely from stage $k$, the overall risk of player I is linked to $\sigma_{k}, a_{j_{k}}$ and the overall risk from stage $k+1$.

Player I uses two functions $f$ and $\tilde{\epsilon}$ of a parameter $x$ depending on player II's previous moves. The overall risk of player I (resp. the probability to play T ) is represented by $\tilde{\epsilon}(x)$ (resp. $f(x)$ ). These are given by the following ( $M$ is a large number to be fixed later):

$$
f(x)=\left\{\begin{array}{ll}
\frac{1}{1+(M+x)^{2}} & \text { if } M+x \geq 1 \\
\frac{1}{2} & \text { otherwise }
\end{array}\right\}
$$

and

$$
\tilde{\epsilon}(x)= \begin{cases}-\frac{1}{(M+x)} & \text { if } M+x \geq 1 \\ -1 & \text { otherwise }\end{cases}
$$

By straightforward computations we show that $f$ and $\epsilon$ satisfy (to some extend one can compare with [1] and [2]):
Lemma 2. For all $|\delta| \leq 1 / 2$ and for all $x$ we have:

$$
\begin{equation*}
\delta f(x)+(1-f(x)) \tilde{\epsilon}(x-\delta) \geq \tilde{\epsilon}(x) \tag{2}
\end{equation*}
$$

To find both functions, our heuristic is based on the functional inequation (2) which leads us to a set of differential equations. More precisely, up to second order one has:

$$
(1-f(x)) \tilde{\epsilon}(x-\delta) \simeq(1-f(x))\left(\tilde{\epsilon}(x)-\delta \tilde{\epsilon}^{\prime}(x)+\frac{\delta^{2}}{2} \tilde{\epsilon}^{\prime \prime}(x)\right)
$$

To get rid of first degree terms in (2) one sets:

$$
(1-f(x)) \tilde{\epsilon}^{\prime}(x)=f(x)
$$

Therefore one must verify:

$$
-f(x) \tilde{\epsilon}(x)+\frac{\delta^{2}}{2}(1-f(x)) \tilde{\epsilon}^{\prime \prime}(x) \geq 0
$$

It will hold if one sets the equality for $\delta=1$ i.e.:

$$
2 f(x) \tilde{\epsilon}(x)=(1-f(x)) \tilde{\epsilon}^{\prime \prime}(x)
$$

Under the condition $0<f(x)<1$, one obtains:

$$
2 \tilde{\epsilon}(x) \tilde{\epsilon}^{\prime}(x)=\tilde{\epsilon}^{\prime \prime}(x)
$$

## 3. Main Proof

Given past moves $j_{1}, \ldots, j_{k-1}$ of player II, the expression $x_{k}=-\sum_{h=1}^{k-1} a_{j_{h}}$ $\left(x_{1}=0\right)$ will be used as state variable. The strategy $\sigma_{M}$ of player I consists of playing T at stage $k$ with probability $\sigma_{k}=f\left(x_{k}\right)$.
Proposition 3. For all $n \geq 1$ and for all strategy $\tau$ of player II, one has:

$$
\begin{equation*}
\mathbb{E}_{\tau}\left(A_{n}\left(\sigma_{M}\right)\right) \geq-\frac{1}{M} \tag{3}
\end{equation*}
$$

Proposition 3 is a consequence of the following lemma since the function $\tilde{\epsilon}$ is always negative.
Lemma 4. For all $n \geq 1$ and for all strategy $\tau$ of player II, one has:

$$
\mathbb{I}_{\tau}\left(A_{n}\left(\sigma_{M}\right)+\frac{1}{n} P_{\sigma_{M}}\left(\theta>n \mid j_{1}, \ldots, j_{n-1}\right) \tilde{\epsilon}\left(x_{n+1}\right)\right) \geq-\frac{1}{M}
$$

## Proof of the lemma:

For all $k=1, \ldots, n$, let us apply lemma 2 with $x=x_{k}$ and $\delta=a_{j_{k}}$ :

$$
\begin{equation*}
\sigma_{k} a_{j_{k}}+\left(1-\sigma_{k}\right) \tilde{\epsilon}\left(x_{k+1}\right) \geq \tilde{\epsilon}\left(x_{k}\right) \tag{4}
\end{equation*}
$$

Write $\epsilon_{k}=P_{\sigma_{M}}\left(\theta>k-1 \mid j_{1}, \ldots, j_{k-2}\right) \tilde{\epsilon}\left(x_{k}\right)$ and multiply both sides of (4) by $\frac{n-k+1}{n} P_{\sigma_{M}}\left(\theta>k-1 \mid j_{1}, \ldots, j_{k-2}\right)$ to deduce that:

$$
\frac{n-k+1}{n} P_{\sigma_{M}}\left(\theta=k \mid j_{1}, \ldots, j_{k-1}\right) a_{j_{k}}+\frac{n-k}{n} \epsilon_{k+1} \geq \frac{n-k+1}{n} \epsilon_{k}
$$

since by negativity $\frac{n-k}{n} \epsilon_{k+1} \geq \frac{n-k+1}{n} \epsilon_{k+1}$. If one sums all these inequalities and remarks that $\epsilon_{1}=-1 / M$, then one obtains lemma 4 .

This implies that the absorbing part of the payoff is 'controlled'. However it remains to study the non absorbing part of the payoff.
Lemma 5. For all $\epsilon>0$ and for all $k \geq 1$, if $\frac{1}{k} \sum_{h=1}^{k} b_{j_{k}} \leq-\epsilon$ then:

$$
P_{\sigma_{M}}\left(\theta>k \mid j_{1}, \ldots, j_{k-1}\right) \leq\left(\frac{M^{2}}{1+M^{2}}\right)^{[k \epsilon]}
$$

## Proof:

Assume that:

$$
\begin{equation*}
\frac{b_{j_{1}}+\ldots+b_{j_{k}}}{k}<-\epsilon \tag{5}
\end{equation*}
$$

Remark that for all $k-k \epsilon \leq k^{\prime}<k$ one has:

$$
b_{j_{1}}+\ldots+b_{j_{k^{\prime}}}<0
$$

Since $W=0$, this implies that $-a_{j_{1}}-\ldots-a_{j_{k^{\prime}}}=x_{k^{\prime}+1} \leq 0$ and $\sigma_{k+1}=f\left(x_{k^{\prime}+1}\right) \geq \frac{1}{1+M^{2}}$. One then gets:

$$
P_{\sigma_{M}}\left(\theta>k \mid j_{1}, \ldots, j_{k-1}\right)=\prod_{h=1}^{k}\left(1-\sigma_{h}\right) \leq\left(\frac{M^{2}}{1+M^{2}}\right)^{[k \epsilon]}
$$

Finally we obtain:
Proposition 6. $\forall \epsilon>0, \exists N>0, \forall n \geq N, \forall \tau$ :

$$
\begin{align*}
& \mathbb{E}_{\tau}\left(\sum_{k=1}^{n} \frac{k-1}{n} P_{\sigma_{M}}\left(\theta=k \mid j_{1}, \ldots, j_{k-1}\right) \frac{\sum_{h=1}^{k-1} b_{j_{h}}}{k-1}+\right. \\
& \left.\quad P_{\sigma_{M}}\left(\theta>n \mid j_{1}, \ldots, j_{n-1}\right) \frac{\sum_{h=1}^{n} b_{j_{h}}}{n}\right) \geq-2 \epsilon . \tag{6}
\end{align*}
$$

## Proof:

Take $N_{1} \geq 1$ such that $\left(\frac{M^{2}}{1+M^{2}}\right)^{\left[N_{1} \epsilon\right]}<\epsilon / 2$ and $N_{2}$ such that $\frac{N_{1}}{N_{2}}<\epsilon / 2$. Let $\bar{k}$ be the first $k>N_{1}$ such that (5) holds. Therefore by lemma 5 , one has $P_{\sigma_{M}}\left(\theta>\bar{k} \mid j_{1}, \ldots, j_{\bar{k}-1}\right) \leq \frac{\epsilon}{2}$. Remark that for all $n \geq N_{2}$ :

$$
\begin{aligned}
& \sum_{k=1}^{n} \frac{k-1}{n} P_{\sigma_{M}}\left(\theta=k \mid j_{1}, \ldots, j_{k-1}\right) \frac{\sum_{h=1}^{k-1} b_{j_{h}}}{k-1} \\
& \quad+P_{\sigma_{M}}\left(\theta>n \mid j_{1}, \ldots, j_{n-1}\right) \frac{\sum_{h=1}^{n} b_{j_{h}}}{n}
\end{aligned}
$$

$$
\begin{aligned}
& \geq-\frac{N_{1}}{N_{2}}-\epsilon P_{\sigma_{M}}\left(N_{1}+1<\theta \leq \bar{k} \mid j_{1}, \ldots, j_{\bar{k}-1}\right)-\frac{\epsilon}{2} \\
& \geq-2 \epsilon .
\end{aligned}
$$

Propositions 3 and 6 show that player I can guarantee 0 since (1) is the sum of (3) and (6). This ends the proof of theorem 1.
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