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A NOTE ON ODD ZETA VALUES OVER ANY NUMBER FIELD AND

EXTENDED EISENSTEIN SERIES

SOUMYARUP BANERJEE, RAJAT GUPTA AND RAHUL KUMAR

Abstract. In this article, we have studied transformation formulas of zeta function at odd integers over
an arbitrary number field which in turn generalizes Ramanujan’s identity for the Riemann zeta function.
The above transformation leads to a new number field extension of Eisenstein series, which satisfies the
transformation z 7→ −1/z like an integral weight modular form over SL2(Z). The results provide number
of important applications, which are important in studying the behaviour of odd zeta values as well as
Lambert series in an arbitrary number field.

1. Introduction

One of the central objects in analytic number theory is the Riemann zeta function ζ(s), which plays
a crucial role in studying the distribution of primes and has applications in various branches of physics,
probability theory, and applied statistics. Over the years, the zeta values and its arithmetic behaviour
have been studied extensively by many mathematicians. Euler discovered the zeta values at positive even
integral arguments in 1734, which precisely states that for any natural number m,

ζ(2m) = (−1)m+1 (2π)
2mB2m

2(2m)!
, (1.1)

where Bm denotes the m-th Bernoulli number. Thus, it follows from the above formula that the zeta
values at any positive even integer are transcendental due to the well-known fact that π is transcendental
and Bm is rational.

The arithmetic nature of ζ(s) at odd integers is still mysterious. Apéry [1], [2] established the irra-
tionality of ζ(3). Recently, Zudilin [29] has shown that at least one of the four numbers ζ(5), ζ(7), ζ(9),
ζ(11) is irrational. In this direction, a celebrated result was obtained by Lerch [21], which precisely states
that, for m ≥ 0,

ζ(4m+ 3) = 24m+2π4m+3
2m+2
∑

j=0

(−1)j+1 B2jB4m+4−2j

(2j)!(4m + 4− 2j)!
− 2

∞
∑

n=1

n−4m−3

e2πn − 1
. (1.2)

Since the infinite series is rapidly convergent in the above formula, Berndt and Straub [4] state that
“ζ(4m+ 3) is almost a rational multiple of π4m+3”.

Ramanujan [24, p. 173, Ch. 14, Entry 21(i)] obtained an elegant generalization of Lerch identity (1.2),
namely, for any non-zero integer m and α, β > 0 with αβ = π2,

α−m

{

1

2
ζ(2m+ 1) +

∞
∑

n=1

n−2m−1

e2nα − 1

}

= (−β)−m

{

1

2
ζ(2m+ 1) +

∞
∑

n=1

n−2m−1

e2nβ − 1

}

+
1

π2m+2

m+1
∑

j=0

(−1)m+jζ(2j)ζ(2m − 2j + 2)αm+1−jβj . (1.3)

The above identity encodes even integral weight Eisenstein series transformation z 7→ −1/z over the
full modular group as well as the Eichler integrals and has some important applications in theoretical
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computer science [cf. [17]]. Ramanujan’s identity (1.3) has been generalized in different directions (cf.
[6], [8], [9], [10], [11], [12], [15] and [19]).

The zeta values at even integers over any number field have been studied extensively. Klingen [18]
and Siegel [25] generalized the result (1.1) of Euler for any totally real number field. The result precisely
states as for any totally real number field K of degree d with discriminant DK,

ζK(2m) =
qmπ2md

√
DK

(m ∈ N), (1.4)

where qm is some fixed non-zero rational number. Zagier [28] obtained a closed form expression for
ζK(2) over any number field K. Here, we investigate transformation formula for odd zeta values over an
arbitrary number field, which in turn, generalizes (1.3). Before stating the new transformation formula,
we define the Dedekind zeta function.

Let K be any number field with extension degree [K : Q] = d and signature (r1, r2) (i. e., d = r1+2r2)
and DK denotes the absolute value of the discriminant of K. Let OK be its ring of integers and N be the
norm map of K over Q. Then the Dedekind zeta function attached to number field K is defined by

ζK(s) :=
∑

a⊂OK

1

N(a)s
,

for Re(s) > 1, where a runs over the non-zero integral ideals of OK. If VK(m) counts the number of
non-zero integral ideals in OK with norm m, then ζK(s) can also be written as

ζK(s) =

∞
∑

m=1

VK(m)

ms
, (Re(s) > 1). (1.5)

The function ζK(s) extends analytically to the entire complex plane except for a simple pole at s = 1.
We denote the residue at s = 1 by H, which can be expressed by the analytic class number formula,

H =
2r1(2π)r2hR

w
√
DK

,

where h denotes the class number, R is the regulator and w is the number of roots of unity in K.
Throughout, we will stick with the above notations for an arbitrary number field K.

Ramanujan’s identity (1.3) mainly involves the Lambert series
∞
∑

n=1

na

eny − 1
=

∞
∑

n=1

σa(n)e
−ny, (1.6)

where σa(n) :=
∑

d|n d
a. The above series plays a crucial role in the theory of modular forms as for

a = 2m − 1 with m ∈ N and y = −2πiz either of the above series is essentially an Eisenstein series of
weight 2m over the full modular group. Here, the case m = 1 is Eisenstein series of weight 2, which is
not exactly the modular form but the quasi-modular form. The series for a = −2m− 1 with m ∈ N and
y = −2πiz represents the Eichler integral corresponding to the weight 2m Eisenstein series.

Here, we consider an infinite series involving Meijer G-function [cf. §2], which generalizes the above
Lambert series (1.6) for an arbitrary number field K as

∑

a⊂OK

N(a)aΩK

(

N(a)y

DK

)

=

∞
∑

n=1

VK(n)n
aΩK

(

ny

DK

)

(1.7)

where,

ΩK(x) :=
21−r1−r2

π1− r1
2

∞
∑

j=1

VK(j)G
d+1,0
0,2d

(

−
(0)r1+r2 ,(

1
2)r2+1

;( 1
2)r1+r2−1

,(0)r2

∣

∣

∣

∣

x2j2

4d

)

. (1.8)

In particular, for K = Q, ΩK(x) reduces to
1

ex−1 , which has been derived in (3.15).
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In the following theorem we obtain a transformation formula of Dedekind zeta function at odd integers
over an arbitrary number field K, which provides (1.3) as a special case when K = Q.

Theorem 1.1. Let K be an arbitrary number field. For any non-zero integer m and Re(α),Re(β) > 0
with αβ = π2d, the following identity holds

α−m

{

H

2
ζK(2m+ 1) + CK

∞
∑

n=1

VK(n)

n2m+1
ΩK

(

2dnα

DK

)

}

= (−β)−m

{

H

2
ζK(2m+ 1) + CK

∞
∑

n=1

VK(n)

n2m+1
ΩK

(

2dnβ

DK

)

}

+
1

π(2m+1)d+1

m+1
∑

j=0

(−1)m+jζK(2j)ζK(2m− 2j + 2)αm+1−jβj. (1.9)

where CK = 2r1−1(2π)r2√
DK

.

The following corollary provides Ramanujan’s identity as a special case of the above theorem.

Corollary 1.2. For K = Q, Ramanujan’s identity (1.3) holds.

When K is any real quadratic field, Franke [14] has studied an analogue of Ramanujan’s identity but
could not get the result in a symmetric form. The following corollary follows from Theorem 1.1, which
provides the transformation formula in symmetric form.

Corollary 1.3. Let K be any real quadratic field. Let

R(x) :=
∞
∑

j=1

VK(j)
(

K0(2ǫ
√

jx) +K0(2ǫ
√

jx)
)

,

where ǫ = eiπ/4 and Kν(x) denotes the Bessel function of the second kind (cf. §2). If Re(α) > 0 and

Re(β) > 0 with αβ = π4 and m be any non-zero integer. Then

α−m

{

H

2
ζK(2m+ 1) +

2√
DK

∞
∑

n=1

VK(n)

n2m+1
R

(

4nα

DK

)

}

= (−β)−m

{

H

2
ζK(2m+ 1) +

2√
DK

∞
∑

n=1

VK(n)

n2m+1
R

(

4nβ

DK

)

}

+
1

π4m+3

m+1
∑

j=0

(−1)m+jζK(2j)ζK(2m− 2j + 2)αm+1−jβj . (1.10)

The following corollary provides transformation formula for ζK(2m + 1), when K is an imaginary
quadratic field.

Corollary 1.4. Let K be any imaginary quadratic field. Let

I(x) := 2i

π

∞
∑

j=1

VK(j)
(

K0(2ǫ
√

jx)−K0(2ǫ
√

jx)
)

. (1.11)

For m ∈ Z \ {0} and Re(α),Re(β) > 0 with αβ = π4, we have

α−m

{

H

2
ζK(2m+ 1) +

π√
DK

∞
∑

n=1

VK(n)

n2m+1
I
(

4nα

DK

)

}
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= (−β)−m

{

H

2
ζK(2m+ 1) +

π√
DK

∞
∑

n=1

VK(n)

n2m+1
I
(

4nβ

DK

)

}

+
1

π4m+3

m+1
∑

j=0

(−1)m+jζK(2j)ζK(2m− 2j + 2)αm+1−jβj .

We next generalize Lerch identity (1.2) for an arbitrary number field K.

Theorem 1.5. Let K be an arbitrary number field. For any integer m, the following identity holds :

ζK(4m+ 3) =
1

πH

2m+2
∑

j=0

(−1)j+1ζK(2j)ζK(4m− 2j + 4)− 2r1(2π)r2

H
√
DK

∞
∑

n=1

VK(n)

n4m+3
ΩK

(

(2π)dn

DK

)

. (1.12)

The arithmetic nature of ζK(2m+ 1) for m odd, follows from the above theorem.

Corollary 1.6. For K totally real, atleast one of ζK(4m+3) and
∞
∑

n=1

VK(n)
n4m+3ΩK

(

(2π)dn
DK

)

is transcendental.

Remark. When K is any real quadratic field, the asymptotics of K0(x) as x → ∞ readily implies that
the infinite series in the above corollary is rapidly convergent. Thus, we can conclude that ζK(4m+3) is
“almost” an algebraic multiple of πn for some fixed positive integer n.

We next investigate the applications of Theorem 1.1 in the theory of modular form. Let f be a
holomorphic function on an Poincare upper half-plane H. For any positive integer k, f is said to be a
modular form of weight k over SL2(Z), if it satisfies

(i) f(z + 1) = f(z)

(ii) f(−1/z) = (−z)kf(z). (1.13)

In the theory of modular forms, the crucial example of modular forms is the Eisenstein series. For z ∈ H,
the ‘normalized Eisenstein series’ of even integral weight k over SL2(Z) can be defined by the following
Fourier series expansion :

Ek(z) := 1− 2k

Bk

∞
∑

n=1

σk−1(n)e
2πinz = 1− 2k

Bk

∞
∑

n=1

nk−1

e−2πinz − 1
.

We here extend the above series definition of Eisenstein series over an arbitrary number field K. For an
even positive integer k and z ∈ H, we define

Gk,K(z) :=
H

2CK
ζK(1− k) +

∞
∑

n=1

VK(n)

n1−k
ΩK

(

−(2π)dinz

DK

)

. (1.14)

If K is totally real, the above definition can be normalized as

Ek,K(z) :=
2CK

HζK(1− k)
Gk,K(z) = 1 +

2CK
HζK(1− k)

∞
∑

n=1

VK(n)

n1−k
ΩK

(

−(2π)dinz

DK

)

.

In particular, for K = Q, Ek,Q(z) = Ek(z) (using (3.15) below). For K not totally real, the first term in
(1.14) vanishes. Thus we have

Gk,K(z) =
∞
∑

n=1

VK(n)

n1−k
ΩK

(

−(2π)dinz

DK

)

.

In the following theorem, we have shown that the extended Eisenstein series satisfies the transformation
formula (1.13) of an integral weight modular form over SL2(Z).
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Theorem 1.7. Let K be an arbitrary number field. For k be an even integer greater than 2 and z ∈ H,

we have

Gk,K(−1/z) = zk Gk,K(z).

Remark. In general, Gk,K(z) is not a periodic function. Thus, it is not exactly a modular form over
SL2(Z).

The above theorem can be re-stated in the following symmetric form.

Theorem 1.8. Let K be an arbitrary number field. For any non-zero positive integer m > 1 and

Re(α),Re(β) > 0 with αβ = π2d, we have

αm
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnα

DK

)

− (−β)m
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnβ

DK

)

= − H

2CK
{αm − (−β)m}ζK(1− 2m). (1.15)

In particular, for K not totally real, we have

αm
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnα

DK

)

= (−β)m
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnβ

DK

)

.

As an easy consequence of the above theorem, the following corollary provides an explicit evaluation
of generalized Lambert series.

Corollary 1.9. For an arbitrary number field K and for any odd natural number m > 1,
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

(2π)dn

DK

)

= − H

2CK
ζK(1− 2m). (1.16)

In particular, If K is not totally real,
∞
∑

n=1

VK(n)

n1−2m
ΩK

(

(2π)dn

DK

)

= 0.

The weight-2 Eisenstein series E2(z) over SL2(Z) is not exactly a modular form since instead of (1.13),
it satisfies

E2(−1/z) = z2E2(z) +
6z

πi
.

Therefore, it sometimes known as quasi-modular form. In the following theorem, we investigate the
transformation of G2,K(z).

Theorem 1.10. Let K be an arbitrary number field. For z ∈ H,

G2,K(−1/z) = z2G2,K(z)−
z

πi
ζ2K(0). (1.17)

Equivalently, for Re(α),Re(β) > 0 with αβ = π2d,

α
∞
∑

n=1

nVK(n)ΩK

(

2dnα

DK

)

+ β
∞
∑

n=1

nVK(n)ΩK

(

2dnβ

DK

)

= −HζK(−1)

2CK
(α+ β)− ζ2K(0)

π1−d
. (1.18)

Remark. If K is not Q or an imaginary quadratic field, it is well-known that ζK(0) vanishes, thus G2,K(z)
satisfies (1.13).

The final result generalizes the transformation formula satisfied by the logarithm of the Dedekind eta
function [3, Equation (3.10)] for an arbitrary number field K.

Theorem 1.11. Let K be an arbitrary number field. For Re(α),Re(β) > 0 with αβ = π2d, we have

∞
∑

n=1

VK(n)

n
ΩK

(

2dnα

DK

)

−
∞
∑

n=1

VK(n)

n
ΩK

(

2dnβ

DK

)

=
H2

4CK
log

(

α

β

)

+
ζK(0)ζK(2)

πd+1CK
(α− β).
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2. Preliminaries

In this section, we will gather known results from the literature that will be used in the subsequent
proofs. One such result is the functional equation satisfied by the Dedekind zeta function ζK(s), which is
given by: [20, pp. 254-255].

ζK(s) = D
1
2
−s

K 2ds−r2πds−r1−r2 Γ(1− s)r1+r2

Γ(s)r2
sin
(πs

2

)r1
ζK(1− s). (2.1)

The following lemma gives the convexity bound of the Dedekind zeta function in the critical region.

Lemma 2.1. Let K be any number field. Then

ζK(σ + it) ≪















|t| d2−dσ+ǫD
1
2
−σ+ǫ

K , if σ ≤ 0,

|t|
d(1−σ)

2
+ǫD

1−σ

2
+ǫ

K , if 0 ≤ σ ≤ 1,

|t|ǫDǫ
K, if σ ≥ 1

holds true for any ǫ > 0.

Proof. This follows from a standard argument by applying the Phragmen-Lindelöf principle and the
functional equation (2.1) of the Dedekind zeta function. The details may be found in [16, Chapter 5], for
example. �

The well-known duplication and reflection formulas of the gamma function [26, p. 46, Equations (3.4)
and (3.5)] are as following

Γ(s)Γ

(

s+
1

2

)

=

√
π

22s−1
Γ(2s) (2.2)

Γ(s)Γ(1− s) =
π

sin(πs)
. (2.3)

We now wrote down the definitions of the Bessel functions. The Bessel functions of the first kind and
the second kind of order ν are defined by [27, p. 40, 64]

Jν(z) :=

∞
∑

m=0

(−1)m(z/2)2m+ν

m!Γ(m+ 1 + ν)
(z, ν ∈ C),

Yν(z) :=
Jν(z) cos(πν)− J−ν(z)

sinπν
(z ∈ C, ν /∈ Z),

along with Yn(z) = limν→n Yν(z) for n ∈ Z. The modified Bessel functions of the first and second kinds
are defined by [27, p. 77, 78]

Iν(z) :=

{

e−
1
2
πνiJν(e

1
2
πiz), if −π < arg(z) ≤ π

2 ,

e
3
2
πνiJν(e

− 3
2
πiz), if π

2 < arg(z) ≤ π,

Kν(z) :=
π

2

I−ν(z)− Iν(z)

sin νπ
(2.4)

respectively. When ν ∈ Z, Kν(z) is interpreted as a limit of the right-hand side of (2.4).
We next define the Meijer G-function. The G-function was introduced initially by Meijer as a very

general function using a series. Later, it was defined more generally via a line integral in the complex
plane (cf. [13]) given by

Gm, n
p, q

(

a1, . . . , ap
b1, . . . , bq

∣

∣

∣

∣

z

)

=
1

2πi

∫

(C)

m
∏

j=1
Γ(bj − s)

n
∏

j=1
Γ(1− aj + s)

q
∏

j=m+1
Γ(1− bj + s)

p
∏

j=n+1
Γ(aj − s)

zsds, (2.5)
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where z 6= 0 and m, n, p, q are integers which satisfy 0 ≤ m ≤ q and 0 ≤ n ≤ p. The poles of the
integrand must be all simple. Here (C) in the integral denotes the vertical line from C − i∞ to C + i∞
such that all poles of Γ(bj − s) for j = 1, . . . ,m, must lie on one side of the vertical line while all poles
of Γ(1− aj + s) for j = 1, . . . , n must lie on the other side. The integral then converges for | arg z| < δπ
where

δ = m+ n− 1

2
(p+ q).

The integral additionally converges for | arg z| = δπ if (q − p)(Re(s) + 1/2) > Re(v) + 1, where

v =

q
∑

j=1

bj −
p
∑

j=1

aj .

Special cases of the G-function include many other special functions.

3. Transformation formulas for odd zeta values over an arbitrary number field

In this section, we will prove all the results presented in the introduction. We commence with a lemma
that will be utilized as a crucial step in establishing our general Theorem 1.1.

Lemma 3.1. For c = Re(s) > 1, we have

ΩK(x) =
1

2πi

∫

(c)

ζK(s)Γ(s)
r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
x−sds.

Here, and throughout,
∫

(c) ds denotes the line integral
∫ c+i∞
c−i∞ ds with c = Re(s).

Proof. The definition of Meijer G-function, given in (2.5), implies that

G d+1,0
0,2d

(

−
(0)r1+r2 ,(

1
2)r2+1

;(1
2)r1+r2−1

,(0)r2

∣

∣

∣

∣

x2j2

4d

)

=
1

2πi

∫

(L)

Γ(−s)r1+r2Γ
(

1
2 − s

)r2+1

Γ
(

1
2 + s

)r1+r2−1
Γ(1 + s)r2

(

x2j2

4d

)s

ds, (3.1)

where L = Re(s) < −1
2 , We next replace s by −s/2 in (3.1) so as to obtain for c = Re(s) > 1,

G d+1,0
0,2d

(

−
(0)r1+r2 ,(

1
2)r2+1

;( 1
2)r1+r2−1

,(0)r2

∣

∣

∣

∣

x2j2

4d

)

=
1

4πi

∫

(c)

Γ
(

s
2

)r1+r2 Γ
(

1
2 +

s
2

)r2+1

Γ
(

1
2 − s

2

)r1+r2−1
Γ
(

1− s
2

)r2

(

xj

2d

)−s

ds

=
1

4πi

∫

(c)

(

Γ
(

s
2

)

Γ
(

1
2 +

s
2

))r1+r2 Γ
(

1
2 +

s
2

)1−r1

(

Γ
(

1
2 − s

2

)

Γ
(

1− s
2

))r2 Γ
(

1
2 − s

2

)r1−1

(

xj

2d

)−s

ds.

(3.2)

Invoking the duplication and reflection formulas (2.2) and (2.3) in (3.2) and simplifying, we deduce that

G d+1,0
0,2d

(

−
(0)r1+r2 ,(

1
2)r2+1

;( 1
2)r1+r2−1

,(0)r2

∣

∣

∣

∣

x2j2

4d

)

=
2r1+r2−1

π
r1
2
−1

1

2πi

∫

(c)

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
(xj)−sds.

(3.3)

We substitute the above expression in (1.8) to see that

ΩK(x) =

∞
∑

j=1

VK(j)
1

2πi

∫

(c)

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
(xj)−sds.

Now, by interchanging the order of summation and integration in the above equation, which is justified
due to [26, p. 30, Theorem 2.1], and subsequently using (1.5), we arrive at the lemma. �

We now provide a proof of our general transformation formula over arbitrary number field.
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Proof of Theorem 1.1. To begin, we establish the convergence of the series on both sides of (1.9).
Notably, it suffices to demonstrate the convergence of the series in (1.7). From (3.3), for c > 1 and large
j, we have
∣

∣

∣

∣

G d+1,0
0,2d

(

−
(0)r1+r2 ,(

1
2)r2+1

;( 1
2)r1+r2−1

,(0)r2

∣

∣

∣

∣

x2j2

4d

)∣

∣

∣

∣

<
2r1+r2−1

π
r1
2
−1(xj)c

∫ ∞

−∞

∣

∣

∣

∣

∣

Γ(c+ it)r1+r2

Γ(1− c− it)r2
cos

(

π(c+ it)

2

)r1−1

dt

∣

∣

∣

∣

∣

≪ j−c, (3.4)

which follows upon observing that the integral on the right-hand side of the initial step converges, a fact
that can be verified using the Stirling formula [7, p. 224], namely, for p ≤ σ ≤ q,

|Γ(s)| =
√
2π|t|σ− 1

2 e−
1
2
π|t|
(

1 +O

(

1

|t|

))

(3.5)

as |t| → ∞. Utilizing the bound given in (3.4) in conjunction with [5, p. 430, Corollary 7.119], we establish
the well-definedness of ΩK(x) defined in (1.8). Furthermore, on account of the formula (3.5) and Lemma
3.1, for c > max{1, 1 + Re(a)}, we can deduce that,

ΩK (ny) ≪y n−c,

as n → ∞. Thus, we obtain
∞
∑

n=1

VK(n)n
aΩK (ny) ≪

∞
∑

n=1

VK(n)

nc−a
.

As the series on the right-hand side converges, we have established our claim.
We now prove the transformation formula (1.9). Invoking Lemma 3.1 in the first step below, we have

∞
∑

n=1

VK(n)ΩK(ny)

n2m+1
=

∞
∑

n=1

VK(n)

n2m+1

1

2πi

∫

(c)
ζK(s)

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
(ny)−sds

=
1

2πi

∫

(c)
ζK(2m+ 1 + s)ζK(s)

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
y−sds, (3.6)

where in the last step we first interchanged the order of summation and integration which can be justified
by using [26, p. 30, Theorem 2.1], and then used (1.5). The functional equation (2.1) can be written in
the form

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
ζK(s) =

D
1
2
−s

K 2r2−d(1−s)πr1+r2−d(1−s)

cos
(

πs
2

) ζK(1− s), (3.7)

which transforms (3.6) into

∞
∑

n=1

VK(n)ΩK(ny)

n2m+1
=
√

DK2
r2−dπr1+r2−d 1

2πi

∫

(c)

ζK(2m+ 1 + s)ζK(1− s)

cos
(

πs
2

)

(

yDK

(2π)d

)−s

ds. (3.8)

We next shift the line of integration from c > 1 to −2m− 3 < µ = Re(s) < −2m− 1. To that end, let us
consider the positively oriented contour formed by the line segments [µ− iT, c− iT ], [c− iT, c+ iT ], [c+
iT, µ+ iT ], [µ+ iT, µ− iT ]. Note that the integrand has simple poles at s = 0,−2m and s = 1− 2k, for
0 ≤ k ≤ m+ 1. By Cauchy’s residue theorem, we have

1

2πi

(
∫ c+iT

c−iT
+

∫ µ+iT

c+iT
+

∫ µ−iT

µ+iT
+

∫ c−iT

µ−iT

)

ζK(2m+ 1 + s)ζK(1− s)

cos
(

πs
2

)

(

yDK

(2π)d

)−s

ds

= R0 +R−2m +

m+1
∑

k=0

R1−2k. (3.9)
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It is easy to see that the integrals along the horizontal segments vanish as T → ∞ with the help of Lemma
2.1 and the Stirling’s formula (3.5) since the cosine function reduces to the gamma factors using (2.3).

Therefore, using the above fact, (3.8) and (3.9), we arrive at

∞
∑

n=1

VK(n)ΩK(ny)

n2m+1
=
√

DK2
r2−dπr1+r2−d

(

R0 +R−2m +

m+1
∑

k=0

R1−2k + I(y)

)

, (3.10)

where

I(y) :=
1

2πi

∫

(µ)

ζK(2m+ 1 + s)ζK(1− s)

cos
(

πs
2

)

(

yDK

(2π)d

)−s

ds. (3.11)

The residues involved in (3.10) can be easily evaluated to

R0 = −HζK(2m+ 1)

R−2m = (−1)mHζK(2m+ 1)

(

yDK

(2π)d

)2m

R1−2k = (−1)k+1 2

π
ζK(2m− 2k + 2)ζK(2k)

(

yDK

(2π)d

)2k−1

. (3.12)

Employing the change of variable s = −2m−w in (3.11), we have, for 1 < c = Re(s) < 3,

I(y) = (−1)m
(

yDK

(2π)d

)2m 1

2πi

∫

(c)

ζK(1− w)ζK(2m+ 1 + w)

cos
(

πw
2

)

(

yDK

(2π)d

)w

ds

= (−1)m
(

yDK

(2π)d

)2m
(

√

DK2
r2−dπr1+r2−d

)−1
∞
∑

n=1

VK(n)

n2m+1
ΩK

(

n(2π)2d

yD2
K

)

, (3.13)

where we used (3.8). Now equations (3.10) (3.12) and (3.13) together yield

∞
∑

n=1

VK(n)ΩK(ny)

n2m+1
=
√

DK2
r2−dπr1+r2−d

{

−HζK(2m+ 1) + (−1)mHζK(2m+ 1)

(

yDK

(2π)d

)2m

+
2

π

m+1
∑

k=0

(−1)k+1ζK(2m− 2k + 2)ζK(2k)

(

yDK

(2π)d

)2k−1
}

+ (−1)m
(

yDK

(2π)d

)2m ∞
∑

n=1

VK(n)

n2m+1
ΩK

(

n(2π)2d

yD2
K

)

.

First let y = 2dα
DK

with αβ = π2d in the above equation and then multiply both sides by α−m and simplify

to see that

α−m

{

√

DK2
r2−dπr1+r2−dHζK(2m+ 1) +

∞
∑

n=1

VK(n)

n2m+1
ΩK

(

2dnα

DK

)

}

= (−β)−m

{

√

DK2
r2−dπr1+r2−dHζK(2m+ 1) +

∞
∑

n=1

VK(n)

n2m+1
ΩK

(

2dnβ

DK

)

}

+
√

DK2
r2−d+1πr1+r2−d−1α−m

m+1
∑

k=0

(−1)k+1ζK(2m− 2k + 2)ζK(2k)
( α

πd

)2k−1
. (3.14)

Finally (1.9) follows upon replacing k by m+1− k in the finite sum of (3.14) and multiplying both sides
by CK. �

We next prove (1.3) from Theorem 1.1.
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Proof of Corollary 1.2. Applying [22, p.231, Equation (8)], the following Meijer G-function reduces
to

G 2,0
0,2

(

−
0, 1

2

∣

∣

∣

∣

x2j2

4

)

=
√

2xjK1/2(xj)

=
√
πe−jx.

For K = Q, the degree d is 1 with r1 = 1 and r2 = 0. Thus definition (1.8) yields

ΩK(x) =
1

ex − 1
, (3.15)

which concludes our corollary. �

We next present the proof of the transformation formulas of ζK(2m+ 1) for quadratic fields.

Proof of Corollary 1.3. To prove (1.10), it is enough to see that ΩK(jx) = R(jx) when we take
r1 = 2 and r2 = 0 in Theorem 1.1. To show that, note that, for c > 0,

G 3,0
0,4

(

−
0,0, 1

2
; 1
2

∣

∣

∣

∣

x2j2

16

)

=
1

2πi

∫

(c)

Γ (s)2 Γ
(

1
2 + s

)

Γ
(

1
2 − s

)

(

x2j2

16

)−s

ds

=
1

2πi

∫

(c)

(Γ (s) Γ
(

1
2 + s

)

)2

Γ
(

1
2 − s

)

Γ
(

1
2 + s

)

(

x2j2

16

)−s

ds

=
4

2πi

∫

(c)
Γ2 (2s) cos (πs) (xj)−2s ds, (3.16)

which follows by applying (2.2) and (2.3). Employing the change of variable s → s/2 in (3.16), we obtain

G 3,0
0,4

(

−
0,0, 1

2
; 1
2

∣

∣

∣

∣

x2j2

16

)

=
2

2πi

∫

(2c)
Γ2 (s) cos

(πs

2

)

(xj)−s ds

=
1

2

{

1

2πi

∫

(2c)
Γ2 (s)

(

e
πi

2 jx
)−s

ds+
1

2πi

∫

(c)
Γ2 (s)

(

e−
πi

2 jx
)−s

ds

}

= 2
{

K0

(

2ǫ
√

jx
)

+K0

(

2ǫ
√

jx
)}

,

where we used [23, p. 115, Formula (11.1)]

Kz(x) =
1

2πi

∫

(c1)
Γ

(

s− z

2

)

Γ

(

s+ z

2

)

2s−2x−sds, c1 > |Re(z)|. (3.17)

This proves our claim ΩK(jx) = R(jx), which concludes our result. �

Proof of Corollary 1.4. Let r1 = 0 and r2 = 1 in Theorem 1.1. First we show that ΩK(x) reduces to
I(x). Note that

G 3,0
0,4

(

−
0, 1

2
, 1
2
;0

∣

∣

∣

∣

x2j2

16

)

=
1

2πi

∫

(c)

Γ (s) Γ2
(

s+ 1
2

)

Γ (1− s)

(

x2j2

16

)−s

ds

=
1

2πi

∫

(c)

(Γ (s) Γ
(

s+ 1
2

)

)2

Γ(s)Γ (1− s)

(

x2j2

16

)−s

ds

= 4
1

2πi

∫

(c)
Γ2 (2s) sin(πs) (xj)−2s ds,

where in the last step we used (2.2) and (2.3). The change of variable s → s/2 in the above expression
yields

G 3,0
0,4

(

−
0, 1

2
, 1
2
;0

∣

∣

∣

∣

x2j2

16

)

= 2
1

2πi

∫

(2c)
Γ2 (s) sin(πs/2) (xj)−s ds
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=
1

i

1

2πi

∫

(2c)
Γ2 (s)

(

e
πis

2 − e−
πis

2

)

(xj)−s ds

= i
1

2πi

{

∫

(2c)
Γ2 (s)

(

e
πi

2 xj
)−s

ds−
∫

(2c)
Γ2 (s)

(

e−
πi

2 xj
)−s

ds

}

= 2i
{

K0

(

2ǫ
√

jx
)

−K0

(

2ǫ
√

jx
)}

,

where we invoked (3.17). Combining this with (1.11) and (1.8) gives ΩK(jx) = I(jx). This completes
the proof of our result. �

Next, we establish Lerch’s result and its consequential Corollary 1.6.

Proof of Theorem 1.5. Upon setting α = β = πd, substituting m with 2m + 1, and simplifying the
expression, we arrive at (1.12). �

Proof of Corollary 1.6. For a totally real field, the result of Klingen [18] and Siegel [25] (given in
(1.4) above) leads to the conclusion that the finite sum on the right-hand side of Equation (1.12) is

transcendental. As a result, this implies that either ζk(4m + 3) or
∞
∑

n=1

VK(n)
n4m+3ΩK

(

(2π)dn
DK

)

must also be

transcendental. �

4. Extended Eisenstein series over an arbitrary number field

We first establish the symmetric form of the transformation formula for Eisenstein series Gk,K(z), as
stated in Theorem 1.8. Subsequently, we present the proof of Theorem 1.7.

Proof of Theorem 1.8. By substituting m with −m in (1.9) and considering the case where m ∈ N,
we observe that the finite sum becomes empty and hence evaluates to zero. Further rearrangement of
the terms leads to the proof of the desired result.

The second part of the proof follows as a straightforward consequence of (1.15), since for a non-totally
real field, it is known that ζK(1− 2m) = 0. �

Proof of Theorem 1.7. Note that (1.15) can be re-written as

αm

{ ∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnα

DK

)

+
H

2CK
ζK(1− 2m)

}

= (−β)m

{ ∞
∑

n=1

VK(n)

n1−2m
ΩK

(

2dnβ

DK

)

+
H

2CK
ζK(1− 2m)

}

.

Letting α = −πdiz and β = πdi/z in the above equation and then simplifying, we are led to

∞
∑

n=1

VK(n)

n1−2m
ΩK

(

(2π)dinz

DK

)

+
H

2CK
ζK(1− 2m) = z−2m

{ ∞
∑

n=1

VK(n)

n1−2m
ΩK

(

(2π)din

zDK

)

+
H

2CK
ζK(1− 2m)

}

.

By utilizing the definition of the Eisenstein series Gk,K(z) as given in (1.14), we now conclude the proof
of the theorem. �

Proof of Theorem 1.9. After setting α = πd = β and making the substitution m → 2m+ 1, we can
simplify the expression, which leads to the closed-form evaluation as expressed in (1.16). �

We now supply a proof of the result for quasi-modular form.

Proof of Theorem 1.10. The result in (1.18) can be readily derived from (1.9) by setting m = 1 and
rearranging the terms accordingly.

For a proof of (1.17), we rewrite (1.18) as

α

{ ∞
∑

n=1

nVK(n)ΩK

(

2dnα

DK

)

+
HζK(−1)

2CK

}

= −β

{ ∞
∑

n=1

nVK(n)ΩK

(

2dnβ

DK

)

+
HζK(−1)

2CK

}

− ζ2K(0)

π1−d
.
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If we take α = −πdiz and β = πdi/z in the above equation and simplify then it becomes

∞
∑

n=1

nVK(n)ΩK

(

(2π)dniz

DK

)

+
HζK(−1)

2CK
= −1

z

{ ∞
∑

n=1

nVK(n)ΩK

(

(2π)dni

zDK

)

+
HζK(−1)

2CK

}

+
ζ2K(0)

πi
.

By employing the definition of G2,K(z) as given in (1.14) and performing simplifications, we obtain (1.17).
�

The transformation formula for logarithmic of Dedekind eta function over fields is proved next.

Proof of Theorem 1.11. The argument presented here is similar to that given for the proof of The-
orem 1.1, and thus our explanation will be terse. We invoke Lemma 3.1 so that

∞
∑

n=1

VK(n)ΩK(ny)

n
=

1

2πi

∫

(c)
ζK(1 + s)ζK(s)

Γ(s)r1+r2

Γ(1− s)r2
cos
(πs

2

)r1−1
y−sds, (4.1)

Combining (3.7) with (4.1), we see that

∞
∑

n=1

VK(n)ΩK(ny)

n
=
√

DK2
r2−dπr1+r2−d 1

2πi

∫

(c)

ζK(1 + s)ζK(1− s)

cos
(

πs
2

)

(

yDK

(2π)d

)−s

ds. (4.2)

We now shift the line of integration from c > 1 to −3 < µ = Re(s) < −1 and consider the positively
oriented contour formed by the line segments [µ−iT, c−iT ], [c−iT, c+iT ], [c+iT, µ+iT ], [µ+iT, µ−iT ].
Note that the integrand has double pole at s = 0 and simple poles at s = 1 and s = −1. Furthermore,
using Lemma 2.1 and (3.5), it can be shown that the integrals along the horizontal segments vanish as
T → ∞. By applying Cauchy’s residue theorem along with (4.2), we obtain

∞
∑

n=1

VK(n)ΩK(ny)

n
=
√

DK2
r2−dπr1+r2−d (R0 +R1 +R−1 + I(y)) , (4.3)

where

I(y) :=
1

2πi

∫

(µ)

ζK(1 + s)ζK(1− s)

cos
(

πs
2

)

(

yDK

(2π)d

)−s

ds. (4.4)

We can evaluate the residues in (4.3) as

R0 = H2 log

(

yDK

(2π)d

)

R1 = −2(2π)d

πyDK

ζK(2)ζK(0).

R−1 =
2yDK

π(2π)d
ζK(0)ζK(2). (4.5)

Employing the change of variable s = −w in (4.4), we have, for 1 < c = Re(s) < 3,

I(y) =
1

2πi

∫

(c)

ζK(1− w)ζK(1 +w)

cos
(

πw
2

)

(

yDK

(2π)d

)w

ds

=
(

√

DK2
r2−dπr1+r2−d

)−1
∞
∑

n=1

VK(n)

n
ΩK

(

n(2π)2d

yD2
K

)

, (4.6)

where we used (4.2). Now equations (4.3) (4.5) and (4.6) together yield

∞
∑

n=1

VK(n)ΩK(ny)

n
=
√

DK2
r2−dπr1+r2−d

{

H2 log

(

yDK

(2π)d

)

− 2(2π)d

πyDK

ζK(2)ζK(0) +
2yDK

π(2π)d
ζK(0)ζK(2)

}
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+
∞
∑

n=1

VK(n)

n
ΩK

(

n(2π)2d

yD2
K

)

.

Thus we have
∞
∑

n=1

VK(n)ΩK(ny)

n
−

∞
∑

n=1

VK(n)

n
ΩK

(

n(2π)2d

yD2
K

)

=

√
DKH

2

2r1(2π)r2
log

(

yDK

(2π)d

)

+
2

π

√
DKζK(0)ζK(2)

2r1(2π)r2

(

yDK

(2π)d
− (2π)d

yDK

)

.

Letting y = 2dα
DK

with αβ = π2d in the above equation we conclude our result. �
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