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21 Introduction and ResultIn many areas there arise matrix systems of the formAu = � A BTC 0 � � xy � = � fg � (1.1)where A 2 <n�n and B;C 2 <m�n with n � m (see for example [3]). When A arisesfrom a constrained variational or optimisation problem it is usual that B = C. Thereare also many problems where additionally A is symmetric, so that A is symmetric (seefor example [2], [4], [9], [11]). Whether symmetric or not, the matrix A is generallyinde�nite (i.e. it has eigenvalues with both positive and negative real parts).Iterative solution of systems of the form (1.1) can be achieved by any of a numberof methods: in particular Krylov subspace methods such as MINRES [10] or GMRES[12] are applicable in the symmetric and non-symmetric cases respectively. It is oftenadvantageous (and in many situations necessary) to employ a preconditioner, P, withsuch iterative methods. The role of P is to reduce the number of iterations required forconvergence whilst not increasing signi�cantly the amount of computation required ateach iteration.Intuitively if P can be chosen so that P�1 is an inexpensive approximate inverse ofA, then this might make a good preconditioner, however it is not necessary for a goodpreconditioner to have that P�1 be an approximate inverse of A. A su�cient conditionfor a good preconditioner is that the preconditioned matrix T = P�1A has a low degreeminimum polynomial. This condition is more usually expressed in terms of T havingonly a few distinct eigenvalues: in this form we must insist that T is not degenerate(derogatory) or at least that it's Jordan canonical form has Jordan blocks of only smalldimension.In this note we show how preconditioners can be derived for systems of the form(1.1) based upon an `exact' preconditioner which yields a preconditioned matrix withexactly 3 or exactly 2 distinct eigenvalues (in fact precisely with minimum polynomialof exact degree 3 or 2). This observation is based on the Schur complement:Proposition 1. If A = � A BTC 0 �is preconditioned by P = � A 00 CA�1BT � (1.2)then the preconditioned matrix T = P�1A satis�esT (T � I)(T 2 � T � I) = 0:



3Proof. Simple calculation yieldsT = P�1A = � I A�1BT(CA�1BT )�1C 0 �and �T � 12I�2 = � 14I +A�1BT (CA�1BT )�1C 00 54I � :But A�1BT (CA�1BT )�1C is a projection so that"�T � 12I�2 � 14I#2 = "�T � 12I�2 � 14I#which simpli�es to T (T � I)(T 2 � T � I) = 0: (1.3)Remark 1. Since (1.3) can be factorised into distinct linear factors (over <) it followsthat T is diagonalisable and has at most the four distinct eigenvalues0; 1; 12 � p52 : (1.4)If T is nonsingular then it has the 3 non-zero eigenvalues.Remark 2. Proposition 1 speci�cally addresses left preconditioning, but by simplesimilarity transformations involving P or factorisations of P the result of the propo-sition applies equally for right preconditioning, T = AP�1, or in general any centredpreconditioning T = P�11 AP�12 where P1P2 = P.Remark 3. It directly follows from Proposition 1 that for any vector r, the Krylovsubspace spanfr;T r;T 2r;T 3r; : : :gis of dimension at most 3 if T is nonsingular (or 4 if T is singular). Thus in particular,any Krylov subspace iterative method with an optimality or Galerkin property (forexample such as any minimum residual method - see [6]), will terminate in at most 3iterations with the solution to a linear system of the form (1.1) if the preconditioner(1.2) is used.Remark 4. If consideration of symmetry is not important then a similar argument tothe above shows that the choice P = � A BT0 CA�1BT � (1.5)yields a preconditioned system with exactly the 2 eigenvalues �1. Use of (1.5) ratherthan (1.2) requires only one more multiplication of a vector by BT per iteration. If



4CA�1BT is replaced by �CA�1BT in (1.5), then the preconditioned matrix has only asingle eigenvalue of 1, but it is not in this case diagonalisable: it is similarly elementaryto show that the minimum polynomial is (P�1A � I)2. Since this is again quadratic,there seems nothing to gain by choice of sign.We comment that in the context of general symmetric inde�nite factorisation, Gillet al. [7] have proposed a preconditioner which also gives a preconditioned matrix witheigenvalues �1. In the notation of this paper (and in the non-symmetric case) theirpreconditioner is P = � A BTC 2CA�1BT � :Remark 5. Proposition 1 is of practical use when inexpensive approximations of Aand of the Schur complement CA�1BT exist. Known examples arise in discretisationsof the Stokes problem of incompressible uid dynamics [13] and indeed in many saddle-point approximations where inf-sup or Babu�ska-Brezzi [1] stability holds. In such cases,the eigenvalues lie in three distinct regions - the precise clustering around the non-zerovalues in (1.4) depends on the quality of the approximations.Remark 6. If A�1 is readily approximated then this approximation could be used inthe Schur complement as well as in the (1,1) block of P (see for example ([8]) wheresemicirculant approximations which allow the use of Fast Fourier transforms are used).Also inner-outer iteration could be e�ective for this preconditioner (see for example [5]).References[1] F. Brezzi, New applications of mixed �nite element methods, Proc. of the Inter-national Congress of Mathematicians 1986, pp. 1335-1347, 1987.[2] P.T. Boggs and J.W.Tolle, Sequential Quadratic Programming, Acta Numer-ica 1995, pp. 1-51, 1995.[3] H.E. Elman and D.J. Silvester, Fast nonsymmetric iterations and precondi-tioning for Navier-Stokes equations, SIAM J. Sci. Comput.17, pp. 33-46, 1996.[4] H.E. Elman, D.J. Silvester and A.J. Wathen, Iterative methods for problemsin Computational Fluid Dynamics, in `Iterative Methods in Scienti�c Computing',Eds. R.H. Chan, T.F. Chan & G.H. Golub, Springer-Verlag, Singapore, pp. 271-327,1997.[5] H.E. Elman and G.H. Golub, Inexact and preconditioned Uzawa algorithms forsaddle point problems, SIAM J. Numer. Anal.31, pp. 1645-1661, 1994.
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