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ABSTRACT Single image encryption schemes are not efficient enough when a bunch of images is to be
encrypted in some real-world setting. To overcome this problem, an efficient and secured multiple images
encryption scheme is proposed in this study using two chaotic maps and simple row and column swapping
operations in a 3D image space. TheN input images are piled to make a 3D image. To confuse the given pixel
data, two images are chosen randomly from this pile. The randomly chosen two rows from the two randomly
chosen images are swapped with each other. In the same way, two randomly chosen columns are swapped
with each other. The operation of randomly chosen two images, two rows, and two columns have been
iterated an arbitrary number of times to throw the confusion effects in the pixels data. Intertwining Logistic
Map (ILM) and Improved Piecewise Linear ChaoticMap (MPWLCM) have been used to get the four streams
of random numbers. The three streams of the former map have been used to create the confusion effects,
whereas the fourth stream of random numbers given by the latter map has been used for the diffusion effects.
SHA-256 hash codes have been used to throw the plaintext sensitivity in the proposed cipher. Besides, a 256-
bit user key has been employed to increase the key space. Both the simulation and the exhaustive security
analyses carried out at the end vividly prove the security, resistance to the varied attacks, and the real-world
applicability of the proposed cipher.

INDEX TERMS Image processing, chaos, encryption, decryption, cryptography, 3D.

I. INTRODUCTION

In this modern age, cameras are embedded in virtually every
digital device. The resolution of these digital devices is get-
ting high with each passing day. These digital ‘‘eyes’’ are now
capable to digitally capture from tiny microscopic particles
to gigantic galaxies in the form of images. These digital
images are now part of our daily lives, where these images
are used for a lot of purposes. From family pictures to the
digital blueprint of an advanced lab, these images play a
vital role in our daily routine life. As the digital world is
growing, the security and privacy aspects are also increasing.

The associate editor coordinating the review of this manuscript and
approving it for publication was Jiafeng Xie.

The protection of these digital images from some potential
antagonists and adversary either at some storage or during
transmission is one of the very demanding features of this
modern world. The traditional data encryption algorithms
DES, AES, RSA, etc. cannot work over the digital images.
The reason behind this is that these algorithms are specifically
designed for textual data and most of them are working on
blocks with fixed sizes, i.e., 64-bit, 128-bit. In sharp contrast
to that, digital images are composed of picture elements, i.e.,
pixels. The digital images have their properties and structure
like strong correlation among the adjacent pixels, high vol-
ume, and redundancy. These features hinder the application of
the abovementioned traditional textual encryption algorithms
over the digital images [1], [2].
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In image encryption, random streams have great impor-
tance [3]–[10]. These streams are generated using different
chaotic maps. Depending upon the chaotic map capabilities,
several streams are produced. Some maps can produce a
single chaotic stream, e.g., peace wise linear chaotic map [11]
and some can produce more; intertwining logistic maps
can produce three chaotic streams [12], for example. Those
chaotic maps that produce one or two streams are nor-
mally called low-dimensional chaotic maps [13]–[15], and
the ones which produce more than two chaotic streams are
called high-dimensional chaotic maps [16]–[18]. Although
low-dimensional chaotic maps are easy to implement, they
sometimes do not fulfill the requirement of the requisite ran-
domness required for the modern smart ciphers. On the other
hand, high-dimensional maps are difficult to implement and
are time-consuming as well but they provide relatively more
random data streams. These streams are pseudo-random and
depend on the initial values and the system’s parameters of the
concerned chaotic map. These properties are very promising
for the enterprise of cryptography due to which researchers
use these maps in their schemes for random data generation.
These streams play a vital role in the encryption process and
provide help in the permutation (confusion/scrambling) and
substitution (diffusion) process. These streams also help to
safeguard against attacks like plaintext-attack, differential-
attack, chosen-plaintext attack, and cipher-attack, etc. In our
proposed scheme, we have used two chaotic maps, i.e.,
Intertwining-Logistic Map (ILM) and Improved-Piecewise
Linear-Chaotic Map (MPWLCM) to fulfill the requirements
of chaoticity. A total of four random/chaotic streams were
generated; three from ILM and one from MPWLCM that
were used to fulfill the algorithmic logic and to perform the
encryption/decryption tasks.

In the recent past, dozens of image encryption schemes
have been developed, some strong and some weak.
In these schemes, the majority are Single Image Encryp-
tion schemes (SIE) and very few are Multiple Images
Encryption schemes (MIE). In the literature, one can easily
find encryption schemes that only perform the permutation
(confusion/scrambling) [19]–[22]. These schemes are prone
to attacks and can easily be cracked using different types of
attacks, e.g., brute force attack, differential-attack, chosen-
plaintext attack, etc. On the other hand, most ciphers are
composed of both permutation (confusion) and substitution
(diffusion) [7], [8], [12], [23]–[25]. This not only strengthens
the cipher but also provides extra security to safeguard against
the attacks.

The MIE schemes are gaining attention day by day.
Many MIE schemes are presented in the literature [26]–[31].
In [29], an MIE was developed using the DNA and index-
based permutation and diffusion by joining the input images
into a large single image. This image was then transformed
into a one-dimensional array, which was sub-divided into
two halves. In the permutation process, indexes of the array
were used for scrambling the pixels. The same indexes were
then used for the substitution process which was based on

the DNA. In another MIE scheme [26], the authors grouped
grayscale images into non-overlapping blocks and performed
permutation and substitution operations over the blocks
using PWLCM. A yet another MIE scheme was introduced
by [27] using a two-dimensional chaotic economicmap. They
grouped the images and split them into its pure image ele-
ments. The permutation was achieved via merging the images
into one large image and then using the previously mentioned
map, they got the elements of the mixed image. This large
cipher image was then broken into smaller images. In [28],
the authors developed an MIE scheme based on DNA and
chaotic system. The SHA-256 hash value was used to update
the initial parameter of the chaotic system. They merged the
input images into a large image and scrambled the pixels
using a chaotic map. The substitution was done using DNA
and XOR operation. In another MIE scheme [30], they used
the phase mask multiplexing. But the main issue with this
scheme was that as the input images got increased, the qual-
ity of the decrypted images degraded. Some MIE schemes
[30], [32] are limited to several images. These encryption
schemes encrypt four images in one session, which is a
limitation over the MIE. In [31], they segmented the input
images into its elements, and then scrambled all the elements
using a chaotic map. Lastly, a simple XOR operation was
carried out to realize the diffusion effects.

In the literature, many encryption schemes based on dif-
ferent swapping techniques exist [33]–[39] targeting single
images only. These techniques vary from one another in
their design principles. The majority of these techniques
perform the swapping operation on single-pixel only. For
instance, in [33], the permutation process was carried out
using pixel swapping sequences comprising eight-pixels per-
mutation sequences, eight masking sequences, and lastly,
sixteen pixels swapping sequences were generated. In the
end, the substitution process was performed using the XOR
operation with the masking sequence. A very simple swap-
ping mechanism was adopted in [34]. They shuffled the input
image pixels using the 2D standardmap; then they substituted
the pixels’ values using the 2D lookup tables. This process
was conducted for a significant amount of time to achieve
satisfactory results. In yet another scheme presented in [35],
the chaotic logistic map was used for the pixels swapping.
In this scheme, the adjacent pixels were swapped in the
permutation process. But the main limitation plaguing this
process was the lack of randomization since the pixels got
swapped with the adjacent pixels only. This scheme can be
improved if each pixel has the same probability to swap with
any other pixel in the input image. In [36], swapping oper-
ation over pixels was implemented using the three chaotic
tent maps. In still another scheme [37], block-level swapping
was used. To achieve time efficiency, they used block-level
swapping instead of pixel-level swapping. Although they
achieved the time efficiency up to some extent the security of
the cipher was compromised. In another study conducted by
[38], they used the pixel swapping for the confusion. Again,
the pixels got swapped next to each other which narrowed
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the randomization process resulting in the curtailment of the
security effects. The reason was that each pixel in the image
did not have an equal chance for swapping with any other
pixel in the image. In an image cipher [39], Henon map was
used for the generation of chaotic data. This map selected a
random pixel from the image to swap sequentially with the
other pixels.
In the proposed project, we present a novel scheme for

confusion/scrambling. After the images are stacked to form
a 3D image, two images are selected arbitrarily from this
pile. From these two images, two rows are selected randomly
from each image and are swapped with each other. The same
happens for the columns. There is no constraint for the rows
and columns and they are swapped freely in all the input
images. In this way, the pixel data is inter-blended abundantly
which results in the improvement of the validation metrics.
The following bullet points characterize the contribution of
this study.

• The input grayscale images are stacked to form a 3D
image before the confusion and diffusion operations are
launched. The cryptanalysis of such ciphers becomes
more difficult as compared to their 2D counterparts.

• Through a very simple method of rows swapping and
columns swapping across random images in the 3D
image, the permutation effects have been achieved.
Although this process sounds very simple on the surface,
it has very far-reaching implications as far as scrambling
is concerned. It shifts the entire row and entire column
from one random image to another random image via
swapping.

• The 256-bits hash key and 256-bits user key have been
used to achieve the plaintext sensitivity, i.e., for every
input image even with a single bit change will produce
a drastically different cipher image. Besides, these keys
also cause to increase in the key space - a deterrent to
counter any brute force threat from the cryptanalysis
community.

• The proposed scheme can be easily tailored for multiple
RGB images encryption and decryption.

The plan for the remaining paper has been set as fol-
lows: Section 2 discusses the chaotic maps and the swapping
operation for the rows and columns. Section 3 talks about
the key generation, initial parameters generation, chaotic
streams generation, encryption/decryption procedures of the
proposed scheme. Section 4 presents the simulation of the
proposed scheme. Section 5 gives a detailed security analysis.
The paper ends by giving the concluding remarks in the last
Section 6.

II. PRELIMINARIES

A. CHAOTIC MAPS

To obtain random effects for conducting confusion and diffu-
sion processes on the images, chaotic maps have been used
by the researchers. A chaotic map is a random number stream
generator with unpredictable values. In this paper, two chaotic

maps have been used to obtain random numbers. These maps
are Intertwining Logistic Map (ILM) and Improved Piece-
wise Linear Chaotic Map (MPWLCM). The ILM renders
three streams that have been used for realizing the confusion
effects, whereas MPWLCM has a single stream that has been
used for creating the diffusion effects in the proposed cipher.

1) INTERTWINING LOGISTIC MAP (ILM)

A typical example of a three-dimension chaotic-map is Inter-
twining Logistic Map (ILM) which is the refined form of the
1D and 2D logistic maps. This map has a larger key space as
defined below (1):














xn+1 = [µ × k1 × yn × (1 − xn) + zn]mod1

yn+1 =
[

µ × k2 × yn + zn × 1/
(1 + x2n+1)

]

mod1

zn+1 = [µ × (xn+1 + yn+1 + k3) × sinzn]mod1

(1)

where 0 < µ ≤ 3.999, |k1| > 33.50, |k2| > 37.97,
|k3| > 35.7. As compared to the logistic map, this map
generates better chaotic behavior with no blank windows and
has significant even distribution [12].

2) IMPROVED PIECEWISE LINEAR CHAOTIC MAP (MPWLCM)

Improved Piecewise Linear Chaotic Map (MPWLCM) is a
single stream chaotic map [11]. The MPWLCM is repre-
sented by (2):

ba+1 = F(ba, c) =
ba −

⌊

ba
/

c

⌋

× c

c
(2)

where ba ∈ (0, 1), and c is the control parameter and its value
will be from 0 to 0.5. The resulting values of b are between
0 and 1 [11].

It can be seen from Figure 1, that the Lyapunov exponents
of the intertwining logistic map and improved piecewise
linear chaotic map are all positive which is symptomatic of
the better chaotic behavior of the map.

B. ROWS AND COLUMNS’ SWAPPING OPERATIONS

In the proposed scheme, images are put over one another in a
3D fashion. From these 3D images, two images are selected
randomly and two randomly selected rows from these two
images are swapped with each other. The same process is
applied over the columns as well to achieve the confusion
effects. Figure 2 shows the swapping mechanisms (row-wise)
between the two 6 × 6 images. Figures 2(a) and 2(b) show
the two random images with their pixel intensity values.
Figures 2(c) and 2(d) are the updated images. The row
number 2 of Figure 2(a) is swapped with row number 4 of
Figure 2(b). The same operation of swapping for column
number 3 of the first image and the column number 5 of
the second image has been performed in Figure 3.

III. ENCRYPTION SCHEME

These multiple images encryption scheme has been proposed
to encrypt N grayscale images all with the same dimensions
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FIGURE 1. Lyapunov Exponent diagram of: (a) Intertwining logistic map; (b) Improved piecewise linear chaotic map.

FIGURE 2. Swap operation row-wise: (a) The initial state of the first image; (b) The initial state of the second image; (c) The
state of the first image after swapping row number 2 with row number 4 of the second image; (d) The state of the second image
after swapping row number 4 with row number 2 of the first image.

FIGURE 3. Swap operation column-wise: (a) The initial state of the first image; (b) The initial state of the second image; (c) The
state of the first image after swapping column number 3 with column number 5 of the second image; (d) The state of
the second image after swapping column number 5 with column number 3 of the first image.

of (L×W ). L andW are not necessarily equal, but they must
be the same for all the chosen N images. Figure 4 demon-
strates the proposed encryption scheme.
The proposed scheme consists of five phases. In Phase 1,

the N number of grayscale images are stacked to make
a 3D image. In Phase 2, the hash function SHA-256 has
been used to get the hash codes which will in turn cre-
ate the plaintext sensitivity in the proposed scheme. The
SHA-256 generates a 256-bits unique value. Another 256-bits
value is also provided by the user and an XOR operation
has been performed between these two 256-bit values to
obtain a unique 256-bits value. The incorporation of hash

codes embedded the plaintext sensitivity in the proposed
cipher whereas the user key enlarged the key space. The
plaintext sensitivity means that a very minute change in the
key will have a great effect on the obtained cipher image.
Thus, it will be difficult for the potential attacker to crypt-
analysis of the proposed scheme. The high key space is
required to resist any potential brute force attack. The afore-
mentioned 256-bits numbers are converted into 32 decimal
values and are reshaped to get 4 × 8 matrices. The cor-
responding values of each row are added together to get
1 × 8 matrices. In Phase 3, the initial values and the system
parameters of the chaotic maps, i.e., ILM & MPWLCM are
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FIGURE 4. Proposed Encryption-Scheme.

updated from the values of the 1 × 8 matrices. Phase 4 is
the most important phase of our work as it performs the
bulk of the work, i.e., scrambling/permutation of the pixels
of the input images. This phase uses three key streams of
images-selection, rows-selection, and columns-selection. The
basic modus operandi of the proposed scheme works as
follows. As has already been described that the given input
grayscale images of the same size are stacked to form a
3D image. The images-selection stream selects two images
randomly from the piles of images. The rows-selection stream
selects two rows randomly from these two selected images
and swaps them. Further, the third-stream columns-selection,
as the name implies, selects two columns randomly from
the selected two images and swaps these two columns. This
process of selection of images, rows, and columns from the
pile of images and swapping the rows and columns is iterated
LWN times to get a 3D scrambled image. The fifth and last
Phase 5 performs the diffusion or substitution of the pixels of
the scrambled 3D image. An XOR operation has been carried
out between the reported 3D scrambled image and the 3D key-

image keystream generated by the MPWLCM to get the final
encrypted 3D image.

A. SYSTEM PARAMETERS AND INITIAL VALUES UPDATING

Plaintext sensitivity is one of the essential features of any
encryption scheme. This means that for every different input,
it will produce a very different and unique cipher. Even for a
single bit changed input, the scheme will produce a different
and unique cipher. In the proposed scheme, the plaintext
sensitivity is obtained using the hash function, i.e., SHA-256
hash value and 256-bit user key value. These two values

are then XORed with each other to obtain a unique 256-bit
value or 32 decimal value. The hash value is the fingerprint
of the input data. The SHA-256 will produce a unique 256-bit
output stream for every data. Even a single bit change in
the input will produce a very different 32 decimal value.
The SHA-256 hash value will be obtained from the input
3D-image in the second phase. Along with this value a user
key value of equal length, i.e., 256-bits value will be provided
by the user. The hash value H and user value U can be stated
as follows:

H = h1, h2, . . . , h32 (3)

According to hi =
{

hi,0, hi,1, . . . ,hi,7
}

, wherein hi,j,
i shows the initial character value and j shows the bit number
in hi,j, In the same way, a 256-bit user key U is also divided
into 8-bit blocks which can be stated as follows:

U = u1, u2, . . . , u32 (4)

According to ui =
{

ui,0, ui,1, . . . ,ui,7
}

, wherein ui,j, i shows
the initial character value and j shows the bit number in ui,j,
The following steps produced the initial values for ILM and
MPWLCM key streams.
Step 1: Reshape each H and U into 4 × 8 matrices.
Step 2: Take XOR operation between H and U to obtain

an updated matrix of 256 bits as:

U ′ = H ⊕ U (5)

Step 3: By adding the values of each row for all eight
columns, we obtain the following:

c1 =
∑4

j=1
U ′(j, 1) (6)

c2 =
∑4

j=1
U ′(j, 2) (7)

c3 =
∑4

j=1
U ′(j, 3) (8)

c4 =
∑4

j=1
U ′(j, 4) (9)

c5 =
∑4

j=1
U ′(j, 5) (10)

c6 =
∑4

j=1
U ′(j, 6) (11)

c7 =
∑4

j=1
U ′(j, 7) (12)

c8 =
∑4

j=1
U ′(j, 8) (13)

Step 4: The system parameters for the ILM are calculated
as follows:

k1 =
(c1
⊕

c5)

256
+ 33.50 (14)

k2 =
(c2
⊕

c6)

256
+ 37.97 (15)

k3 =
(c3
⊕

c7)

256
+ 35.7 (16)

µ = mod

((

(c4
⊕

c8)
/

256
3

)

, 3.99

)

(17)
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Step 5: The ILM initial values have been found by using
the calculated system’s parameters in step 4 as follows:

x0 = mod ((k1 × k2 × k3 × µ) , 0.5) (18)

y0 = mod

(((

x0 × k2 × k3

µ

)

+ k1

)

, 0.5

)

(19)

z0 = mod

((

x0 × k3 × µ × k1

y0 × k2

)

, 2.5

)

(20)

where mod (x, y) gives the remainder when x is divided by y.
Step 6: In the same way, the MPWLCM initial values

have been found (using the step 4 calculation of systems
parameters) as follows:

b0 = mod

((

x0 × (y0 + µ) × (z0 + k1) × k2

k2 × 256

)

, 0.2

)

(21)

n0 = mod

((

y0 × b0 × k1 × k2 × z0

256

)

, 0.3

)

(22)

Step 7: By repeating the ILM chaotic system (1) for
(LWN + n0) times, three chaotic sequences were generated
u = [u1, u2, . . . , uLWN+n0], v = [v1, v2, . . . , vLWN+n0], w =
[w1,w2, . . . ,wLWN+n0], where (L, W ) is the dimension of a
single input image, and N is the total number of images from
which the 3D image is generated. Here n0 ≥ 500 and it is part
of secret keys. To remove the transient effect of the chaotic
system, we obtain the sequences by discarding the first n0
values.
Step 8: The obtained chaotic-sequences, i.e., u, v, and w

are further processed by using the following equations to get
the three keystreams. For each keystream, the two values are
used simultaneously; one starting from the first position to
the last position, the other from last to the first.

images− selection (i)

= mod
(

floor
(

u (i) × 1014
)

,N
)

+ 1 (23)

rows− selection (i)

= mod
(

floor
(

v (i) × 1014
)

,L
)

+ 1 (24)

columns− selection (i)

= mod
(

floor
(

w (i) × 1014
)

,W
)

+ 1 (25)

where u(i), v(i), and w(i) are corresponding-elements of
u, v, and w respectively. Further images-selection(i), rows-
selection(i) and columns-selection(i) are the ith elements
of images-selection, rows-selection and columns-selection

respectively. i = 1, 2, . . . ,LWN . Here N is the number of
images and (L, W ) is the dimension of the images.
Step 9: By repeating the MPWLCM chaotic system (2) for

(LWN +n0) times, the single chaotic sequence was generated
b = [b1, b2, . . . ,bLWP+n0] . Again n0 values are discarded to
remove the transient effect.
Step 10: The obtained chaotic-sequence, i.e., b is further

processed by using the following equation to get a single
keystream.

key− image (ki) = mod
(

floor
(

b (ki) × 1014
)

, 256
)

, (26)

where b(ki) and key-image(ki) are the kith elements of b and
key-image respectively. ki = 1, 2,. .., LWN.

B. ENCRYPTION PROCEDURE

The proposed scheme encrypts the N grayscale images in a
3D image space. For each image in the 3D image, the size is
L ×W . The following steps provide the detail of the encryp-
tion procedure.
Step 1: (Building 3D image): N grayscale same sized

images are put over one another in such a fashion that a 3D
large image 3D-image (say) is formed.
Step 2: (Permutation operation):
Step 2.1: Initialize index1=1
Step 2.2: Initialize index2=LWN
Step 2.3: Select two images from the 3D-image, using

index1 and index2.

im1 = images− selection (index1) (27)

im2 = images− selection (index2) (28)

Step 2.4: Select two rows, one from im1 and one from im2,
using index1 and index2

r1 = rows− selection (index1) (29)

r2 = rows− selection (index2) (30)

Step 2.5: Select two columns, one from im1 and one from
im2, using index1 and index2

c1 = columns− selection (index1) (31)

c2 = columns− selection (index2) (32)

Step 2.6: (Swapping/scrambling operation): The follow-
ing steps carry out the swapping operation for the selected
images, rows, and columns. A temporary memory location
temp has been used. Equations (33) to (35) are for swapping
of rows and equations (36) to (38) for columns.

temp = 3D− image (r1, :, im1) (33)

3D− image (r1, :, im1) = 3D− image(r2, :, im2) (34)

3D− image(r2, :, im2) = temp (35)

temp = 3D− image (:, c1, im1) (36)

3D− image (:, c1, im1) = 3D− image(:, c2, im2) (37)

3D− image(:, c2, im2) = temp (38)

Step 2.7: index 1 = index 1 + 1
Step 2.8: index 2 = index 2 − 1
Step 2.9: Repeat steps 2.3 to step 2.9 while index1 ≤

LWN and index2 ≥ 1 to obtain the scrambled 3D image
3D− image′ (say).
Step 3: (Substitution operation): Reshape key − image

to L× W × N and take the XOR operation between the
3D− image′ and key− image.

3D− image′′ = 3D− image′ ⊕ key− image (39)

The 3D− image′′ is the final encrypted image.
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FIGURE 5. Proposed Decryption Scheme.

C. DECRYPTION PROCEDURE

Since the proposed multiple images encryption scheme is
symmetric so its decryption procedure will consist of the
exact reverse steps of the encryption procedure. The decryp-
tion procedure has been shown in Figure 5.
The following steps describe the decryption procedure in

detail.
Step 1: Input the 3D encrypted-image 3D − image′′

and key.
Step 2: Generate the key streams images − selection,

rows − selection, columns − selection, and key − image, as
described in section 3.1.
Step 3: Nullifying the diffusion effects using key− image

keystream by performing the following XOR operation.

3D− image′ = 3D− image′′ ⊕ key− image (40)

3D − image′ is just the scrambled image with no diffusion
effects.
Step 4: (Permutation operation):
Step 4.1: Initialize index 1 = 1
Step 4.2: Initialize index 2 = LWN

Step 4.3: Select two images from the 3D image
3D− image′, using index1 and index2.

im1 = images− selection (index1) (41)

im2 = images− selection (index2) (42)

Step 4.4: Select two rows, one from im1 and one from im2,
using index1 and index2

r1 = rows− selection (index1) (43)

r2 = rows− selection (index2) (44)

Step 4.5: Select two columns, one from im1 and one from
im2, using index1 and index2

c1 = columns− selection (index1) (45)

c2 = columns− selection (index2) (46)

Step 4.6: Swapping operation: A temporary memory location
temp is used to store the rows or columns values during
swapping operation.

temp = 3D− image (r1, :, im1) (47)

3D− image (r1, :, im1) = 3D− image(r2, :, im2) (48)

3D− image(r2, :, im2) = temp (49)

temp = 3D− image (:, c1, im1) (50)

3D− image (:, c1, im1) = 3D− image(:, c2, im2) (51)

3D− image(:, c2, im2) = temp (52)

Step 4.7: index1= index1 + 1
Step 4.8: index2= index2 − 1
Step 4.9: Repeat steps 4.3 to step 4.9 while index1 ≤ LWN

and index2 ≥ 1 to finally get the unscrambled 3D image or in
other words, the original plain images. Separate each layer
as a separate image and save them to obtain the N plain
images.

IV. SIMULATION

In the realm of images cryptography, a plethora of attacks
(brute-force attack, differential attack, statistical attack, his-
togram attack, chosen-plaintext attack, entropy attack, etc.)
exists. Any good image cipher is expected to endure these
attacks from potential hackers and intruders. To demon-
strate the effectiveness and practical utility of the proposed
multiple grayscale images encryption schemes, 9 grayscale
plain images have been selected. The names of these images
are Lena, Baboon, Barbara, Camera man, Airplane, Bridge,
Chemical plant, Clock and Couple with four different sizes,
i.e., 128 × 128, 256 × 256, 512 × 512 and 1024 × 1024.
From these images, six 3D images were developed, i.e.,
4 × 128 × 128, 9 × 128 × 128, 4 × 256 × 256,
4 × 512 × 512, 9× 512× 512 and 9× 1024× 1024 to show
the capability of the proposed cipher for varied sizes. The
2D counterparts of these images are 256 × 256, 384 × 384,
512 × 512, 1024 × 1024, 1536 × 1536 and 3072 × 3072
respectively. The above-mentioned images can be accessed
from (http://www.vision.caltech.edu/visipedia/CUB-200-
2011.html).
The initial values and the systems parameters taken for

ILM and MPWLCM are: x0 = 0, y0 = 0, z0 = 0,
µ = 0, k1 = 33.5, k2 = 37.9, k3 = 35.7, b0 = 0,
n0 = 0. Further, the four user keys provided to the simu-
lation are: uk1 = ‘aa11bb22’, uk2 = ‘aa11bb22’, uk3 =
‘aa11bb22’, uk4 = ‘aa11bb22’. Figure 6 shows the nine
original grayscale images. Figure 7(a) is a combined large
image formed from Lena, Baboon, Barbara, and Camera man
images whereas Figures 7(b) to 7(d) show the scrambled large
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FIGURE 6. The original images: (a) Lena-plain-image; (b) Baboon-plain-image; (c) Barbara-plain-image; (d) Camera-man-plain-image;
(e) Air-plane-plain-image; (f) Bridge-plain-image; (g) Chemical-plant-plain-image; (h) Clock-plain-image; (i) Couple-plain-image.

FIGURE 7. (a) Combined 4 images; (b) Scrambled image of (a); (c) Encrypted image of (a); (d) Decrypted image of (a); (e) Combined 9 images;
(f) Scrambled image of (e); (g) Encrypted image of (e); (h) Decrypted image of (e).

image, encrypted large image, and decrypted large image
respectively. The same treatment has been carried out in
Figures 7(e) to 7(h) for the nine images Lena, Baboon, Bar-
bara, Camera man, Airplane, Bridge, Chemical plant, Clock,
and Couple. These figures depict the success of the proposed
MIE since the encrypted images have been completely turned

into a format, which is not recognizable. Since the images
taken with different sizes of 4 × 128 × 128, 9 × 128 × 128,
4 × 256 × 256, 4 × 512 × 512, 9 × 512 × 512,
9 × 1024 × 1024 will be frequently referred, so for the sake
of brevity they will be called as 3D-1, 3D-2, 3D-3, 3D-4,
3D-5 and 3D-6 respectively.
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V. SECURITY ANALYSIS

In this section, performance analyses using the different val-
idation metrics will be carried out.

A. KEY SPACE ANALYSIS

A brute force attack is crafted by the attackers to system-
atically exhaust all the possible keys on a scheme until the
secret key is not found. The larger the key space, the more
time will it take. The proposed scheme consists of 256-bit
hash values and a 256-bit user key. The hash value is obtained
from the input image, while the user key is provided by the
user which is split into four subparts called user keys, i.e.,
uk1, uk2, uk3, and uk4. Each user key consisting of eight
bytes or sixteen hexadecimal numbers, which make 256-bits
or 32-bytes or 64 hexadecimal numbers. The user key values
used in the simulation are [ff, db, 02, 27, 67, 96, 07, d6, 4b,
8b, e4, 38, 4d, 4e, 13, 26, 33, 7c, 39, 4b, 92, da, 81, e4, 96,
01, 87, b5, d4, 9c, c5, f9] It contributes (28)

32 = 2256 to the
key space. Apart from this, nine variables (three initial values
and the four system parameters) of the ILM and (one initial
value and one system parameter) of theMPWLCMcontribute

(1014)
9 = 10126 to the key space if computer precision

of 10−14 is taken. So, the total key space of the proposed
cipher comes out to be 2256 × 10126 ≈ 1.157 × 10203.
This key-space is more than enough to resist the brute-
force-attack. It also fulfills the minimum requirement of 2100

[28], [40].Moreover, Table 1 compares the key space between
the proposed cipher and other published works.

TABLE 1. Key space comparison with some other schemes.

B. KEY SENSITIVITY ANALYSIS

The key sensitivity is one of the most important features
of any encryption scheme. It means that for any encryption
process, the verbatim key will be used for the decryption.
A very slight change in the key will have a very great effect
on the output. The key sensitivity is tested in two different
methods. In the first method, an image is encrypted using
some key. The same image is encrypted with another key
that is very minutely different from the first key, i.e., 10−14,
these both encrypted images will be entirely different from
each other. In the second method, a failed attempt is made
to decrypt the encrypted image with a slightly different key.
Again, the encrypted image is not decrypted successfully
unless the correct key is not employed.

For the first method, 3D image is encrypted using two key
sets, say, K0 and K1 with very minute difference [45]. K0 is
the straightforward key set formed by the initial values and
the system parameters of the chaotic systems being used,
i.e., K0 = {x0, y0, z0, µ, k1, k2, k3, b0, n0}. The 3D image of
Figure 8(a) has been encrypted by K0 and the resultant
encrypted image has been shown in Figure 8(b). To incorpo-
rate the key sensitivity, add a very minute value of1 = 10−14

in x0 to obtain x0’ i.e. x ′
0 = x0 + 1 Let the new key set

formed isK1 =
{

k ′
1, k2, k3, µ, x0, y0, z0, b0, n0

}

key set. Now
K1 has been used to encrypt the same image of Figure 8(a)
and output has been shown in Figure 8(c). Figure 8(b) and
Figure 8(c) are two different encrypted images of the same
input image Figure 8(a). Figure 8(d) shows the differential
image of these two encrypted images, i.e., Figure 8(b) and
Figure 8(c). This differential image has been obtained by
taking the absolute value of the difference between the cor-
responding pixel intensity values of the encrypted images.
Furthermore, these two images are 99.0209% different from
each other as far as the pixel intensity values are concerned.
This shows the implication of a very minute change in the
key. Apart from that, Figure 8(e) is the decrypted image of
Figure 8(b) using the correct key K0. Further, Figure 8(f)
shows the decrypted image of Figure 8(b) using the incorrect
key K1. In the same manner, Figure 8(g) shows the decrypted
image of Figure 8(c) using correct key K1. Lastly, Figure 8(h)
shows the decrypted image of Figure 8(c) using incorrect
key K0.
Table 2 shows the key sensitivity in a more elaborate

way. This table demonstrates the difference rate of the pixels
between the two encrypted images obtained via K0, and Ka

(a = 1, 2, . . . , 18). Table 2 shows that the minimum differ-
ence rate between the two encrypted images is 98.7122%.
Further, 99.6223% is the maximum and 99.0924% is the
average value which is better than [2], [46], [47]. Therefore,
the proposed algorithm is better.

C. STATISTICAL ANALYSIS

Statistical analysis is yet another metric to gauge the effi-
ciency of any encryption scheme. Usually, it encompasses
two tests, i.e., histogram analysis and correlation coefficient
analysis.

1) HISTOGRAM ANALYSIS

A histogram of an image shows the distribution of its pixels’
intensity values. The plain image pixels are fashioned in a
peculiar way due to which the histogram made through it
has a typical slanting bar which is full of information. This
slanting bar is open to the histogram attack. To resist such
an attack, the encryption algorithm should be such that it
should render an encrypted image whose histogram should
have a uniform bar. Of course, this uniform bar is safe from a
histogram attack. Figures 9(a) and 9(b) show the plain image
and encrypted image histograms respectively. One can see
that the histogram made through the encrypted image has
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FIGURE 8. Keys-Sensitivity-Assessment: (a) combined image; (b) Encrypted Image of (a) with K0; (c) Encrypted Image of (a) with K1; (d) The
differential image between (b) and-(c); (e) Decrypted Image from (b) with exact key set K0; (f) Decrypted Image from (b) with incorrect-key set K1;
(g) Decrypted-Image from (c) with the-exact key set K1 ; (h). Decrypted Image-from (c).with incorrect key set K0.

TABLE 2. Difference rate between two encrypted images by minutely changed keys.

a uniform bar over it, which is symptomatic to the fact that
the pixels’ intensity values have been uniformly distributed
in the entire image.

Also, variance values showing the uniformity of the his-
tograms of the cipher images have been calculated (Table 3).
The closer the variance value to 5400, the higher the
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TABLE 3. The variance values of histograms of the cipher-images using different keys.

FIGURE 9. Histogram analysis: (a) Histogram of a plain image;
(b) Histogram of an encrypted image.

uniformity [45]. The first row of Table 3 shows the variance
results of six images, i.e., 3D-1, 3D-2, 3D-3, 3D-4, 3D-5,
3D-6 against the key K0 while the results of the remaining
rows have been obtained from the Ka (a = 1, 2, . . . , 18) as
discussed in section 5.2. The average of the variance values
is 5461.2265 which is less than those in [26], [27], [30].
Apart from this, the variance value of the histogram of the
original images are about 22525, 132885, 440146, 4536850,
15425113 and 132720434 for 3D-1, 3D-2, 3D-3, 3D-4, 3D-5,
3D-6 respectively. This once again depicts the better security
effects.
Furthermore, the influence of altering the secret keys on

the uniformity of the histograms of the cipher images has
been investigated. For this purpose, the variance difference
percentages between the two cipher images have been cal-
culated. The first cipher image was obtained using the key
K0 and the second through the key Ka(a = 1, 2, . . . , 18).

The results are shown in the Table 4. The average value is
0.1312%. Further, the highest percentage variance value is
0.4450%, being less than [46], [48], [49], and the lowest value
is 0.0072% which is again less than [45], [49], [50]. The
results once again demonstrate the better security effects.

2) CORRELATION COEFFICIENT ANALYSIS

The adjacent pixels of any plain image are highly correlated.
Any two pixels sharing their boundaries are called the adja-
cent pixels. They can be vertically, horizontally, or diagonally
adjacent. A metric called correlation coefficient is calculated
to determine the correlation of the adjacent pixels. The basic
aim of any image encryption scheme is to break this corre-
lation among the adjacent pixels. To determine this coeffi-
cient, we randomly chose 8,000 pairs of adjacent pixels in
the three dimensions, i.e., vertical, horizontal, and diagonal.
The related mathematical formula for the coefficient is given
below [51]:

CC =
N
∑N

j=1

(

aj × bj
)

−
∑N

j=1 aj ×
∑N

j=1 bj
√

(N
∑N

j=1 a
2
j −(

∑N
j=1 a

2
j ))(N

∑N
j=1 b

2
j − (

∑N
j=1 b

2
j ))

(53)

In equation (53), a and b denote the pixel intensity values for
the given image, N is the total number of pixels in the image.
The correlation distribution of the image 3D-5 for both the
plain image and encrypted image is shown in Figure 10.

Table 5 gives the correlation coefficients of two adja-
cent pixels for both the original images and the encrypted
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TABLE 4. Percentage of variance difference of histograms of the cipher-images.

FIGURE 10. Correlation-distribution of adjacent-pixels for the image 3D-5: (a) Distribution-of horizontally adjacent-pixels of the plain image;
(b) Distribution of-vertically adjacent-pixels of the plain image; (c) Distribution-of diagonally-adjacent pixels of the plain image;
(d) Distribution of horizontally-adjacent pixels of the encrypted-image; (e) Distribution-of vertically adjacent pixels of the encrypted image;
(f) Distribution of diagonally adjacent pixels of the encrypted image.

images of 3D-1, 3D-2, 3D-3, 3D-4, 3D-5, 3D-6. The table
indicates that the correlation coefficients between the cipher
images are very close to 0, whereas it is very close to 1
for the plain images. Both Figure 10 and Table 5 jointly
demonstrate that after the proposed encryption scheme gets

applied over the plain images, the correlation among the plain
images and encrypted images has been reduced copiously.
Table 5, further, draws a comparison of the correlation coef-
ficient between the proposed work and the other published
works [25], [26], [29].
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TABLE 5. Correlation coefficient for 3D-1, 3D-2, 3D-3, 3D-4, 3D-5 and 3D-6 images and its correlation direction Horizontal, Vertical and Diagonal.

TABLE 6. The results of information entropy analysis.

D. INFORMATION ENTROPY ANALYSIS

Information entropy is used to measure the degree of unpre-
dictability and randomness in a particular information source.
The mathematical formula (54) was introduced by Shannon
in 1949 [52]:

H (m) =
∑2n−1

i=0
p(mi)log

1

p(mi)
(54)

In the above equation, the information entropy has been
denoted by H (m). Here m is the information source. p(mi) is
the probability of mi. 8 is the maximum value of information
entropy for an image with 256 gray values. It means that
the closer the resultant value of information entropy to 8 is,
the more randomness will be there in the information source
and tougher the prediction will be [28]. Table 6 shows the

information entropies of the chosen images. The average
value for the entropy of all the encrypted images is very
close to 8, which shows that the proposed cipher is very
much immune to the entropy attack. Table 6 also provides a
comparison between the results of the proposed work and the
literature. The proposed algorithm is better than [26], [28],
[29], [53] as far as entropy is concerned.

E. DIFFERENTIAL ATTACK ANALYSIS

Sometimes the hackers and intruders’ resort to this attack
to have access over the secret key. In this particular attack,
a hacker makes a very slight change in the single pixel of
the input image. Now both the images, one without any
change and the other with a slight change, are encrypted.
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TABLE 7. Average NPCR and UACI results.

The resultant cipher images have a potential relationship
between them. This potential relationship can be figured
out if these cipher images are manipulated ingeniously.
To cope with this attack, two measures of NPCR and UACI
are normally used. The former stands for the number of
pixels change rate and the latter for unified average changing
intensity. Through the usage of the mathematical formulas
given below in (55) and (57), one can evaluate the effect of
single-pixel changing in the plain image over the encrypted
image.

NPCR =
∑

i,jD(i.j)

M × N
× 100% (55)

where M and N represent the width and height of the image
respectively.
D(i, j) can be defined by:

D(i, j) =

{

1, if C (i, j) 6= C ′ (i, j) ,

0, if C (i, j) 6= C ′ (i, j)
(56)

UACI =
1

M × N

[

∑

i,j

∣

∣C (i, j) − C ′ (i, j)
∣

∣

255

]

×100% (57)

C andC ′ are respectively the ciphered images before and after
one pixel of the plain image is changed.

The NPCR and UACI values of the chosen images must
close to 100% and 33.3% respectively to cope with the
differential attack. The results of the proposed scheme are
shown in Table 7. The averages of NPCR andUACI of the six
different images are 99.6161% and 33.4794% respectively.
The results prove that the proposed encryption scheme is
strong enough to cope with the differential attacks of NPCR
and UACI. Further, the comparison between our calculated
NPCR and UACI values with some other algorithms is also
drawn in Table 7 [26], [28], [29], [53].

TABLE 8. Critical values (percentage) for NPCR randomness test.

TABLE 9. Theoretical results (percentage) for UACI randomness test.

The critical values for NPCR and UACI are given
in Tables 8 and 9 respectively. In Table 8 N ∗

0.05, N
∗
0.01,

N ∗
0.001 refer to the critical values for the rejection of the null

hypothesis according to the significance levels of α = 0.05,
α = 0.01, α = 0.001. This means that if the value of NPCR
for the two encrypted images is less than N ∗

α then these two
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TABLE 10. NPCR randomness test against critical values.

TABLE 11. UACI randomness test against critical values.

encrypted images are not sufficient random with an α-level
of significance. One can see from Table 10 that the values
of NPCR for all the sizes at all the levels of confidence for
the proposed cipher fulfill the theoretical(critical) criterion of
the NPCR randomness test. The critical value U∗

α for UACI
is composed of two parts, i.e., U∗−

α , the left value and U∗+
α ,

the right value. Table 9 shows these values. If any value
for the UACI of the proposed cipher is outside the interval
(U∗−

α ,U∗+
α ), the null hypothesis gets rejected. Table 11 shows

that the values of UACI for all the sizes (except 384 × 384 at
α = 0.05) of the proposed cipher fulfill the critical values of
the UACI randomness test.

F. PEAK SIGNAL-TO-NOISE RATIO (PSNR) ANALYSIS

The PSNR metric is used to measure the difference between
the plain image and the encrypted image. A good image
cipher is expected to create a maximum difference between
the plain and encrypted images. The mathematical formula-
tion of PSNR is given in (58):

{

PSNR = 20log10

(

255
/√

MSE

)

dB

MSE = 1
M×N

∑M
i=1

∑N
j=1 (P0 (i, j) − P1(i, j))

2
(58)

where M and N are the width and height of the image
respectively. P0(i, j) and P1(i, j) are the pixel values of the
original and encrypted images respectively. Besides, Mean-
Squared-Error (MSE) is the error/departure between the plain
image and its encrypted version. The MSE is inversely pro-
portional to PSNR. Larger the MSE value, the smaller will
be the PSNR value, and the better the encryption security
will be [50].

Table 12 highlights the PSNR values of our proposed
scheme over our chosen images. The table shows two results,
i.e., between the original plain image and decrypted image
(O-D) and between the original plain image and the cipher
image (O-C). As shown in the table, thePSNR values between
(O-D) are always infinite (∞) meaning that the decrypted
image is identical to the original image because ofMSE = 0.
This means that the proposed decrypted scheme produced
100% the same plain imagewithout any loss. Further, in terms
of the similarity between the original image and the encrypted
image, the PSNR values of (O-C) for 3D-1 is 8.5477,
3D-2 is 8.6192, 3D-3 is 8.4988, 3D-4 is 8.5837 and 3D-6
is 8.5471. Table 12 also shows the comparison with other
recent algorithms. It shows that the obtained values of our
algorithm are the smallest in comparison to other algo-
rithms [54]–[56]. So, our algorithm has a better encryption
effect.

G. MEAN-ABSOLUTE-ERROR (MAE) ANALYSIS

The core objective of any encryption scheme is to maximize
the difference between plain and encrypted images. TheMAE
is used for this purpose. The Mathematic formula of MAE is
given in (59):

MAE =
1

M × N

∑M

i=1

∑N

j=1
|CR,G,B(i, j) − PR,G,B(i, j)|

(59)

where P is for plain image and C is for cipher image,
M is for the width and N is for the height of the image.
The greater the obtained value of MAE is, the better the
result will be. Table 13 shows the results of MAE pro-
duced by our proposed scheme and compares it with other
schemes [6], [57], [58].

H. NOISE AND DATA LOSS ANALYSIS

In real-time scenarios, during the transmission of images
from one point to another, some noise may include in
the image. Sometimes, a portion of the image data may
also lose. A good encryption scheme must deal with both
noise and crop attacks. Figures 11(a) to 11(d) show the
encrypted images (9 × 512 × 512) contaminated by Pep-
per & Salt noise with different noise densities, i.e., 0.1,
0.2, 0.3 and 0.4 and Figures 11(e) to 11(h) show the cor-
responding decrypted images using our proposed scheme.
The output shows that decrypted images can be easily
recognized and most of the visual information is still
intact.

Further Figures 12(a) to 12(d) plot the encrypted images
(9× 512× 512), with data loss attacks of 0%, 25%, 50% and
75% respectively. After the decryption algorithm gets applied
to these cropped cipher images, Figures 12(e) to 12(h) show
the corresponding results.
It is obvious that the decrypted images from our proposed

scheme still has most of the visual information. So, we are
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TABLE 12. The-PSNR results between-the original images-and corresponding ciphered/decrypted-images: ‘O –C’ represents-the original-and ciphered
images, and ‘O-D’ denotes the-original and-decrypted images.

FIGURE 11. Pepper & Salt noise attacks: (a) Encrypted 3D-5 (9 × 512 × 512 size) image under adding Pepper & Salt noise with noise density 0.1;
(b) Encrypted 3D-5 (9 × 512 × 512 size) image under adding Pepper & Salt noise with noise density 0.2; (c) Encrypted 3D-5 (9 × 512 × 512 size)
image under adding Pepper & Salt noise with noise density 0.3; (d) Encrypted 3D-5 (9 × 512 × 512 size) image under adding Pepper & Salt noise
with noise density 0.4; (e) Decrypted 3D-5 (9 × 512 × 512 size) image from (a); (f) Decrypted 3D-5 (9 × 512 × 512 size) image from (b);
(g) Decrypted 3D-5 (9 × 512 × 512 size) image from (c); (h) Decrypted 3D-5 (9 × 512 × 512 size) image from (d).

TABLE 13. The MAE-results.

justified in saying that the proposed scheme has an excellent
capability to thwart any data loss attack during the transmis-
sion of images.

I. TIME COMPLEXITY ANALYSIS

This is a fact beyond any shadow of a doubt that the security
of any image cipher is a primary concern of the cryptog-
raphers. In parallel to that, the performance of the cipher
vis-à-vis time is not less important. The ciphers giving their
result in relatively less time have more chances for their
real-world application. Complying with these insights, this
cipher has been built.

The proposed algorithms for the encryption and decryp-
tion have been developed and tested on Intel R©CoreTM

i7-3740QM Lenovo Thinkpad with CPU @ 2.70 GHz, 8GB
Ram and 500GB Hard drive with Windows 10 Education
operating system, andMATLABR2018a. Table 14 shows the
encryption/ decryption time of our proposed scheme and also
conducts a comparison with other schemes [25], [26], [28],
[29], [53].

Apart from the speed, the encryption throughput (ET)
is another metric that deals with the amount of image
encrypted in the unit time. The mathematical formula is
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FIGURE 12. Data loss attack: (a) Encrypted Original 3D-5 (9 × 512 × 512 size) image; (b) Encrypted 3D-5 (9 × 512 × 512 size) image with 25% data
loss; (c) Encrypted 3D-5 (9 × 512 × 512 size) image with 50% data loss; (d) Encrypted 3D-5 (9 × 512 × 512 size) image with 75% data loss;
(e) Decrypted 3D-5 (9 × 512 × 512 size) image from (a); (f) Decrypted 3D-5 (9 × 512 × 512 size) image from (b); (g) Decrypted 3D-5
(9 × 512 × 512 size) image from (c); (h) Decrypted 3D-5 (9 × 512 × 512 size) image from (d).

TABLE 14. Encryption and decryption time execution in seconds.

mentioned in (60) as:

ET =
ImageSize(Bit)

EncryptionTime(Second)
(60)

The ET of our proposed scheme is depicted in Table 15
along with a comparison with other existing schemes.
The table shows that the proposed scheme has compara-
tively better ET than other existing schemes. In the literature,
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TABLE 15. Encryption throughout of our proposed scheme and
comparison with the existing schemes.

we couldn’t find any MIE analyzing its ET. Therefore,
we compare our MIE with the single image encryption
schemes apropos ET.

VI. CONCLUSION

By using two chaotic maps and swapping operations of rows
and columns in a 3D image space, a novel multiple images
encryption schemes have been proposed. The chaotic data
generated by the first map has been used for the project of
scrambling whereas the data generated through the second
map was used to create the diffusion effects in the pro-
posed cipher. Before the scrambling process is launched,
the input images are stacked to form a 3D image. In each
iteration, two images are selected randomly from the pile
of images. From these two selected images, two rows are
selected randomly from each image and they are swapped
with each other. In the same fashion, two columns selected
randomly are swappedwith each other. The images, rows, and
columns have been selected in a purely arbitrary manner thus
boosting the randomization process which in turn heightens
the security effects for the cipher. It is to be noted that
the three streams given by the first map have been used in the
swapping/scrambling process. In each paired selection of the
images, rows, and columns, the chaotic data of the streams
have been used from both ends. The scrambled 3D image
is further XORed with the random data given by the second
chaotic map. To incorporate the plaintext sensitivity in the
proposed cipher, SHA-256 hash codes have been employed
to temper the initial values and the system parameters of
the maps. Besides, a 256-bit user key has also been used
in the cipher to increase the key space. Six different sizes of
the images have been used to demonstrate the capability of
the cipher. The simulation and the sweeping security anal-
ysis expressly indicate the security, defiance to the varied
threats, and the real-world applicability for the proposed
image cipher.
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