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Abstract This work proposes a novel methodology to describe the Low-Frequency

behaviour of compressed 3D video streams, i.e., their average fluctuations on longer

time scales. This study is innovative for two reasons. First, it proves that the Low-

Frequency behaviour of the video data belongs to the class of Quasi-Periodic pro-

cesses. Second, it proposes an innovative approach to describe the long-term be-

haviour through a set of parameters directly derived from the Quasi-Periodic anal-

ysis. Reported results show that the proposed approach is effective in a wide variety

of simulation scenarios. Furthermore, it can be easily generalized to other kinds of

compressed two-dimensional (2D) streams, whatever the adopted algorithm, the com-

pression degree, video resolution and format. This opens new unexplored possibilities

in the field of 3D video characterization, identification and classification.

Keywords 3D video · Quasi-Periodic processes · Stream Characterization · Data

Fitting

1 Introduction

Processing the information associated to multimedia three-dimensional (3D) videos

is becoming more and more an attractive issue in current scientific literature due to

the fast development of last-generation (wireless and wired) networks and technolo-

gies [7]. A 3D video includes the representation of the spatial depth information of a
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scene, which is totally absent in 2D videos. This added value can be fruitfully adopted

in several fields like entertainment, medicine, industry, and so on. The drawback is the

increased amount of data needed to describe the extra information of 3D frames. To

overcome this problem, several efficient video compression and coding techniques

and formats have been implemented to provide 3D video services on transmission

links with a relatively limited bandwidth [12], which complicate the design of effi-

cient bandwidth management and estimation schemes, needed to reach the Quality of

Service (QoS) and Quality of Experience (QoE) guarantees for end users [12] [8].

The study performed in this work focuses on the Low-Frequency (LF) behaviour

of compressed streams because, as well known from literature, 2D and 3D com-

pressed videos are typically Variable Bit Rate (VBR) streams [3] [12], and they are

typically characterized by “low-frequency” components for bandwidth allocation and

management, and QoS guarantees [6] [17] [9]. For this reason, the high frequency

part of the spectrum of VBR streams (i.e., in the time domain, strong data variations

over smaller time scales) is usually removed before modeling VBR sources [3].

For all these reasons, a punctual and synthetic description of the LF properties

that characterize 3D video sequences is of paramount importance. Unlike the most

common approaches aiming to describe statistically the properties of compressed

video flows [4] [2], or referring only to specific video formats [14] [16], the method

proposed in this study aims to deterministically characterize the LF behaviour of

3D video flows, through a small set of parameters, whatever the type, format and

compression degree of 3D streams. This finding, in the authors’ opinion, can be of

great help for network researchers, in their work of research of new methods for

video classification, retrieving and mining, and for designers, in their work of traffic

engineering, network resources assignment, and QoS management.

To give more strength to this claim, the proposed approach has been also com-

pared with the Hidden Markov Model (HMM) approach. The HMM model is based

on a Markov process modeling the size of the frames forming the Group of Pic-

tures (GoP) (the periodic structure of compressed frames characterizing the video

flow). This Markov-based model has been chosen for comparison since, as described

in detail in [16], it appears to be more accurate than other types of models in describ-

ing the frame size distribution and the correlations among video frames.

The rest of the paper is organized as it follows. Sec. 2 describes the proposed

methodology. Sec. 3 illustrates the effectiveness of the proposed approach . Finally,

in Sec. 4 some conclusions are drawn.

2 The proposed methodology

The main scope of this section is to describe the mathematical background which the

technique for capturing the LF properties of a video data set is based on. In this sec-

tion, the key-aspect of the proposed method is shown, that is, how the LF behaviour

of compressed streams can be effectively described through a Quasi-Periodic (QPr)

process.

Ti this aim, the data classification procedure explained in [10] is followed, where

a QPr process with a memory of only one period (T) follows the functional equation:
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F (t+ T ) = a · F (t) + b (1)

In this case, the solution of (1) can be expressed in a closed form:

F (t)=B +E0e
λt/T +

K
∑

i=1

[Aciφi(t/T ) +Asiψi(t/T )] , (2)

where λ = ln (a),B = b
(1−a) , and φi(x) = eλx cos(2πix) andψi(x) = eλx sin(2πix)

are the so called “fitting modes” (see [10] for further details).

In [10] it is shown that the so-called criterion of the reduction to three incident

points is a sufficient condition to detect the presence of the Quasi-Periodic prop-

erty of a data set. So, the application of this criterion to the LF trend of the video

data will guarantee its description through a QPr process. This general (even though

approximate) criterion can be resumed in what follows. The data set is subdivided

into disjoint subsets of the same size, say of m samples each. In each subset, the

maximum, mean, and minimum values of the m values are derived, forming three

sequences in a “compressed” domain (with a compression factor of m). The criterion

says that if the three so obtained sequences keep numerically close each other, this

is an indication of the invariance of the data set under analysis, with respect to self-

similar transformations [11]. Consequently, these three sequences can be considered

as three strongly-correlated realizations of a QPr process with the functional equa-

tion (1), which admits the solution (2), and whose parameters a and b can be easily

derived by averaging the relative parameters of the three realizations [10]. So, eq. (2)

can be chosen as the fitting function that quantitatively describes the unknown curve

in terms of 2K + 3 parameters: B, E0, T , and the decomposition coefficients Aci ,

Asi (i = 1, 2, ...,K). All these parameters can be found by the Linear Least Square

Method (LLSM) [5] [13]. The proposed LF analysis is now explained in detail. The

goal is to accurately fit the LF part of the video data under test with the analytical

function (2), finding the optimal values of the 2K+3 parameters mentioned above.

To this aim, the first step is a low-pass filtering performed on the video data, to

extract the only LF behaviour of the video sequence. This is done through an inte-

gration with the trapezoidal rule (the most simple type of low-pass filtering, widely

utilized in the numerical analysis [15]):

Jyi
= Jyi−1

+
1

2
(ti − ti−1) ·

(

Dyi
+Dyi−1

)

, 1 ≤ i ≤ N. (3)

where y is the sample mean of the original data set, Dyi
= yi − y, and Jyi

is the

resulting i-th filtered sample. In this manner, this very simple, even if approximated,

method cuts the high frequency components.

The second step aims to find the parameters of Eq. (2) starting from the values of

T and K (the guidelines for their ranges of variation can be found in [10]).

The optimal values of T and K in Eq. (2) can be found minimizing the Rela-

tive Absolute Error (RAE) ρ(T,K) between the original data samples Jyi
and the

corresponding fitting values F (ti) [1]. It is defined as:
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ρ(T,K) =

(

N
∑

i=1

|F (ti)− Jyi
|

)

/

(

N
∑

i=1

∣

∣Jyi
− J

∣

∣

)

· 100% (4)

where J =
N
∑

i=1

Jyi
/N is the sample mean of Jyi

. In Eq. (4), the relative error

depends on T and K due to Eq. (2). The optimal values of T and K should minimize

the relative error with respect to these parameters, i.e., ρopt = min
T,K

{ρ(T,K)}.

It is worth noting that, for the scope of the procedure, it is not necessary to find

the absolute minimum relative error, but a set of parameters ensuring that the relative

error falls in an acceptable range, i.e., 1% < ρopt < 10%.

Finally, the last remaining 2K + 1 unknown parameters of Eq. (2), i.e., E0, Aci

and Asi , can be easily found applying the LLSM technique.

The total set of these parameters fully quantifies the trend of the data set under

analysis and can be fruitfully adopted for the accurate fitting of multimedia 3D data

sequences.

3 Numerical Results

The goal of this section is twofold. First, the methodology developed in Sec. 2 is

applied to 3D streams of different types, to study the main trends of the compressed

3D videos in order to characterize them with this novel approach. In this context, to

further highlight the robustness of this methodology, it has been compared with the

HMM approach as described in [14] and [16]. Second, to show that this approach can

be successfully applied to other types of video data, it has been applied also to several

other 2D streams, with different coding algorithms, compression degrees, and GoP

patterns.

Regarding the 3D streams, the data sets listed in Table 1 have been chosen, with

different formats, encoding schemes, and Quantization Parameters (QPs) (see [12]

for further details on the chosen parameters). Each video lasts about 35 minutes.

Table 1 Encoding parameters for different 3D video formats.

3D Video Encoding GoP Quantization

Format Algorithm Structure Parameter

FS
H264/AVC

G32B1, G32B7

24,28,34SBS
G16B1, G16B7

MV H264/MVC

To explain step by step the results of the proposed approach, the film “Alice in

Wonderland” in Side-By-Side (SBS) video format, with a QP = 34 and GoP structure

G16B1 is considered in what follows. This considered stream contains N = 51184
3D frames, or data sample points.
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The first step is the data conditioning as described by Eq. (3). In this case we

obtain a more smoothed curve, with slower fluctuations.

The second step is the application of the procedure of the three incident points to

the filtered data set. According to the suggestions in [10], to assure both a sufficient

number M of intervals, and at the same time a relatively high number m of samples

per each segment, the value m = 250 is chosen. Thus, the number of segments is

M = ⌊N/m⌋ = 204. After the three curves Fup, Fmn, and F dn are built, it can

be noted that they are very close to each other (this result is not shown for brevity).

As described in Sec. 2, this condition, which has been verified for all the chosen 3D

streams, guarantees the classification of their LF behaviour as a QPr process.

The parameters a and b in Eq.(1) are then computed along with all the parameters

of F (t) in Eq. (2). Similar results hold also for the other chosen streams.

For the same trace, and for sake of comparison, the HMM model has also been

implemented. As described in [14], it consists of a non-stationary hidden Markov

model to characterize the frame size main statistics for 3D streams. Furthermore, to

increase the accuracy of the model, the distributions of the I, P, and B frames in each

state (which models the level of the activity in the scene), and the time of permanence

in the state, have all been modeled by histograms directly derived from the real video

trace.

It is known by [16] that the only way to use the Markov-based models for the

video trace representation is to generate synthetic traces and subsequently use them

in simulation studies. This procedure has been adopted also in this case, by extracting

randomly the I, P and B frames of each GoP with exactly the same frame sequence

of the real video GoP pattern. Also the time of permanence in each state has been

extracted in the same way. Then, 100 synthetic traces have been generated, each time

calculating the relative error.

Fig. 1(a) demonstrates the result of the comparison between the original trace

and the traces obtained by applying the proposed method and the HMM model. The

HMM trace has been chosen as the one with the minimum relative error among the

100 obtained results. The comparison shows the very good fit of the compressed curve

obtained through eq. (2), and that the proposed method significantly outperforms the

HMM model. This last result holds also for all the other 3D chosen streams (whatever

the value of the compression parameters). The relative fitting error is equal to 3.39%

and a value ofK = 25 is enough for providing a good fit. The corresponding error for

HMM is instead of 84.3%. It is worthwhile to note that the fitting of the compressed

data is exactly the same fitting of the totality of uncompressed integral data, due to

the scaling properties of F (t) highlighted at the end of Sec. 2. Fig. 1(b) shows the

behavior of the decomposition coefficientsAci andAsi relative to the considered data

example.

In the same manner all the other considered multimedia 3D flows have been fitted.

The fitting procedure is applied to the filtered data relative to the other two 3D movies

(a piece of the “IMAX Space Station” film, and a piece of “Monsters vs Aliens”

cartoon). Figures 2(a) and 2(b) show that the proposed method is able to ensure a

very good fitting, keeping the same settings of the “Alice in Wonderland” stream

(i.e., QP = 34, GoP = G16B1 and K = 25).
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(a) Final fitting of the integrated curve of the

video through the proposed method, and com-

parison with the HMM model.
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(b) The behavior of decomposition coefficients

(Aci
and Asi

) figuring in the fitting function

(2) for the example data film.

Fig. 1 Result of the fitting of the “Alice in Wonderland”film.
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(a) The fitting of the “IMAX Space Station”

movie (SBS, QP = 34, GoP = G16B1). Rel-

ative error equal to 5.69%.
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(b) The fitting of the “Monsters vs Aliens” car-

toon (SBS, QP = 34, GoP = G16B1). Relative

error equal to 4.74%.

Fig. 2 Result of the fitting of the other films.

Now, the fitting procedure has been tested in a more general scenario. To this aim,

the three chosen streams have been considered with two different QPs. Figures 3(a)

and 3(b) show the behavior of the relative error for different values of the total num-

ber K of linear coefficients. As expected, the relative error decreases as K increases:

a higher number of coefficients allows a better fitting of the fluctuations in the video

data. Conversely, the complexity of the fitting function increases, together with the

computational effort to find the optimal values of all the parameters. Nevertheless,

also the lower value of K (i.e., K = 25) is sufficient to guarantee a very good fit-

ting, with a relative error always smaller than 6% in all the considered cases. This

important result confirms the strength of the proposed approach, in a wide variety of

application scenarios.

Table 2 Chosen two-dimensional streams with their encoding parameters

Video Video Encoding GoP Quantization

Name Format Algorithm Structure Parameter

Speed HD H.265/HEVC G24B7 10, 40

Tears of Steel 4k H.264/H.265 G1B0, G24B0 20, 35

Terminator 1 SVC
H264

G16B1, G16B7 10, 50

Starwars SVC/CGS G16B7 48
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Fig. 3 Relative fitting error for all the films.

Table 3 Relative error (in percentage) for a wide variety of 3D streams

3D Video QP = 24 QP = 28 QP = 34

Format B1 B7 B1 B7 B1 B7

Alice in

Wonderland

SbS 3.4052 3.4772 3.5172 3.5392 3.3853 3.3981

FS 3.3838 3.2557 3.1121 3.0368 2.8657 2.8447

MV 3.4868 3.5018 3.5892 3.5217 3.4331 3.3873

IMAX

Space

Station

SbS 4.3610 4.6009 4.7518 5.0494 5.6939 5.9619

FS 2.2462 2.2340 2.2490 2.2355 2.4098 2.3980

MV 3.2718 3.3557 3.5423 3.6368 4.2204 4.2414

Monsters

vs Alien

SbS 4.3725 4.4964 4.4823 4.6085 4.7396 4.8840

FS 3.9768 3.9986 4.1405 4.1141 4.2717 4.2249

MV 4.4237 4.5154 4.7117 4.8558 5.2487 5.3470

The procedure has been applied to a wide variety of video streams. Together with

the abovementioned 3D streams, several other 2D streams have been added. They are

listed in Table 2. Furthermore, to better show the robustness of the fitting analysis, the

relative error has been computed for both 54 3D streams, the characteristics of which

are shown in Table 3, and for all the 2D streams whose characteristics are listed in

Table 2, and whose results are reported in Table 4. Results in Table 4 testify that this

method can be extended to 2D compressed streams, whatever the type of video, the

QP, the compression algorithm, and the GoP pattern. Finally, the comparison of the

proposed approach with the HMM model (not shown here for lack of space) testifies

again the much better performance of the former with respect to the latter, like the

case of the 3D streams.

Table 4 Relative error (in percentage) for the chosen 2D streams

Name Speed Tears of Steel Terminator 1 Star Wars IV

GoP G24B7 G1B0 G24B0 G16B1 G16B7 G16B3 G16B15

Q
P 10 3.27% 20 2.09% 2.24% 10 3.96% 4.42% 48 0.27% 0.28%

40 1.84% 35 1.03% 1% 50 4.42% 4.31%
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4 Conclusions

This work presents a new approach in multimedia video streams characterization by

describing their low-frequency behaviour through a Quasi-Periodic process. This is

an interesting novelty in the field of compressed streams, and allows to characterize

their slowly-varying trends through a small set of parameters. This important result

found in this contribution has been widely tested not only for 3D streams, but also for

other types of compressed 2D streams, for several video quality parameters. It shows

that compressed streams, whatever the type, format, and resolution adopted, can be

characterized by the specific class of Quasi-Periodic processes with a high degree of

accuracy. This opens new unexplored possibilities, both for 3D video characterization

itself, and for several applications ranging from bandwidth management to 3D stream

identification and mining.

Further research work will aim at studying also the high-frequency (short term)

fluctuations of multimedia streams, to give a more exhaustive video “fingerprint” and

more accurately characterize compressed videos.
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