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ABSTRACT Nowadays, searchable encryption technology has become the focus of research. Owing to the
enormous growth in data storage capacity arising from individual users, business organizations, enterprises
and government agencies, it will take these data owners a great deal of time to construct and update indexes
in the field of encrypted search in untrusted cloud environment. This has become an urgent problem to be
solved. In this paper, based on multiple keywords ranked search, a novel category group index mechanism
is proposed. By classifying documents, we create group vectors in each index which can not only transform
a high-dimensional secret key into several low-dimensional keys to accelerate the process of encrypting
indexes but also improve the flexibility of adding, modifying or deleting documents. When updating indexes,
only the group vectors corresponding to the changed category keyword sets need to be updated. During
the retrieval process of the proposed mechanism, a novel ‘‘targeted search’’ method is designed. With this
method, instead of calculating the whole products, cloud server only needs to calculate some inner products
of group vectors corresponding to query keywords in the trapdoor and each index to improve the search
speed and efficiency. Extensive theoretical analysis and experiment results demonstrate that the method is
more feasible and more effective than the compared schemes.

INDEX TERMS Encrypted search, group vector, dimension reduction, category update, targeted search.

I. INTRODUCTION
With the rapid development of computer technology, cloud
storage services play a more and more important role in
people’s daily life. Recently, many individuals and enter-
prises store their complicated data in the cloud to enjoy
some novel high-quality services. By using cloud storage
services, they can save local storage costs, share informa-
tion more efficiently and make use of fast cloud services
to process information [1]–[6]. However, many cloud con-
sumers raise concerns about cloud storage security. They
worry about that some of their private data will be leaked to
the cloud server [7]–[9]. In order to protect the private infor-
mation of users and enterprises from being leaked, the data
need to be encrypted before being stored in the cloud [10].
Although encryption can protect data from attacks by ille-
gal users, unauthorized users and untrusted cloud providers,
it will introduce more difficulty to data utilization because
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encrypted data is more difficult to be searched than plain-
text data [11]. In addition, in recent years, the data storage
capacity of users and enterprises increases year by year. If all
the data are indiscriminately put together for encryption and
retrieval, it will not only increase the retrieval complexity but
also affects the search efficiency. This problem has become
extremely challenging due to the rapidly growing storage
needs and untrustworthy cloud storage service. Thus, design-
ing a stable and efficient search mechanism is an important
and urgent task.

In order to deal with the fast-growing amount of data,
most of the existing encrypted search schemes are compli-
cated and lack of flexibility while updating indexes. Data
classification is an effective way to manage massive data
storage, while clustering is a common method to solve the
problem of data classification, which has become an impor-
tant means for effective organization and management of text
information [12]. When dealing with a large amount of data,
documents with similar contents are classified into one cate-
gory through feature extraction, keyword weight calculation
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and clustering [13]. However, existing schemes only focus on
classification, and they are not able to provide a secure and
efficient cryptographic retrieval mechanism for the classified
documents.

Many researchers have made contributions to encrypted
search. In order to retrieve encrypted data by entering
query keywords, some researchers proposed effective tech-
niques to process encrypted data as a document [14]–[17].
However, the search efficiency of these technologies needs
to be improved. Moreover, it is difficult for them to achieve
high-quality retrieval for complex data. Thus, these meth-
ods cannot be used in complex document retrieval systems
directly. Although some methods [18]–[22] were proposed
to increase the cryptographic retrieval flexibility, they cannot
meet the requirements for complex data search. Meanwhile,
they cannot screen out the data that may be useful to the
user. Cao et al. [23] defined and solved the challenging prob-
lem of privacy-preserving multi-keyword ranked search over
encrypted data in cloud computing (MRSE). They first pro-
posed a basic idea for the MRSE based on secure inner prod-
uct computation, and then gave two significantly improved
MRSE schemes to achieve various stringent privacy require-
ments in two different threat models. To improve search expe-
rience of the data search service, they further extended these
two schemes to support more search semantics. However,
their method need high dimensional key to encrypt, and a long
time to update indexes for massive data. Therefore, to meet
the needs of users, it is important and urgent to design amech-
anism that can not only reduce the time of encrypting and
updating indexes but also improve the efficiency of retrieval.

In this paper, a highly efficient category group index mech-
anism (CGIM) was proposed to establish group vectors in
the index and to improve the encryption and search speed to
overcome the shortcomings of existing methods. Moreover,
we take the advantages of document classification to improve
the group index mechanism via classifying documents. In the
end, the retrieval flexibility can be greatly improved. The
contributions of this paper are summarized as follows:

(1) For the first time, we create group vectors in each
index by means of classifying documents. The establishment
of group vectors can not only transform a high-dimensional
secret key into several low-dimensional keys to accelerate
the process of encryption but also improve the flexibility of
updating indexes without extra cost.

(2) Moreover, during the search process of CGIM, a novel
method named targeted search is designed. While searching,
with the help of targeted search the cloud server only needs
to calculate the inner product of partial group vectors cor-
responding to the query keywords in each index and search
request, which can not only speed up the retrieval process but
also increase the searching efficiency.

(3)We provide detailed theoretical analysis including com-
plexity analysis and security analysis of CGIM and MRSE
from three aspects: encryption, updating and search to prove
that CGIM method is more feasible and more effective than
the compared scheme.

The rest of this paper is organized as follows. In section 2,
we discuss related work on encrypted search. Section 3 intro-
duces the system model, the threat model, the design goals,
the symbols, and the preliminaries. Section 4 describes the
proposed CGIM in detail. In Section 5, we detail the extensive
theoretical analysis of the complexity and security of CGIM,
and compare CGIM with the existing method through exten-
sive experiments. Finally, we conclude this paper in Section 6.

II. RELATED WORK
In 2000, Song et al. [24] used untrusted cloud server to
search encrypted data remotely and proposed a secure and
searchable encryption scheme. This scheme adopted two-
layer encryption structure, but the full text search is less
efficient. Later, Goh [25] proposed a Z-IDX scheme. In this
scheme, the Bloom filter was used as the index structure
of a single file, and the keywords contained in the file
were mapped into codes and stored in the index. With the
help of Bloom filter, data user can determine whether the
encrypted file contains a specific keyword. Bellare et al. [15]
gave as-strong-as-possible privacy definition for public-key
encryption schemes, and their RSA-DOAEP construct is the
first example of a public-key cipher system. Li et al. [16] con-
structed a fuzzy keyword set with high storage efficiency by
editing distance to support privacy protection, and for the first
time formally solved the fuzzy search problem. Li et al. [22]
performed authorized private keyword search over encrypted
data, and used the keyword index method to allow multiple
users to search. At the same time, a scalable fine-grained
authorization framework was proposed, in which users could
obtain their search capabilities from local trusted authorities.
Curtmola et al. [14] proposed a new and stronger security
definition of symmetric searchable encryption. Moreover,
they also took into account the natural extension, and any
group of parties other than the owner can submit search
queries. Wong et al. [26] discussed the general problems of
secure computing on encrypted databases and proposed a
SCONEDB model. Then, a new asymmetric scalar product-
preserving encryption method was designed and used to
construct two secure schemes to support kNN computation
on encrypted data.

With the development of searchable encryption technol-
ogy, more and more intelligent search methods have been
proposed. Wang et al. [27] defined and solved the problem of
secure and effective keyword ranking search over encrypted
cloud data, and returned matching files through relevance
criteria, which greatly improve the system availability. There-
fore, it is closer to the actual situation of private data hosting
services in cloud computing. Then they proposed a multi-
keyword ranked search scheme for encrypted data [28], which
uses a ‘‘coordinate matching’’ similarity method to capture
data documents as much as possible, and further use ‘‘inner
product similarity’’ to evaluate it. Fu et al. [29] studied and
solved the problem of personalized multi-keyword ranked
search over encrypted data PRSE. Nozoe and Obana [30]
proposed a searchable encryption protocol ASSE that
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supports adding and deleting operations. In ASSE, the index
was represented as a simple sequence of bits.

The latest research hasmade great contributions to the field
of searchable encryption. Zhang et al. [31] proposed a new
dynamic key generation protocol and a data user authentica-
tion scheme to effectively authenticate data users andmonitor
attackers who stole the keys. At the same time, they designed
a novel additive order and privacy preserving function fam-
ily, which implements the ranked search while preserv-
ing the privacy-related scores between keywords and files.
Wang et al. [32] proposed a novel and efficient dynamic
multi-keyword ranked search scheme that introduces a
reverse data structure to support dynamic operations and
use block sparse matrix to improve the search efficiency.
Kang and Liu [33] proposed a synonym-searchable encryp-
tion scheme for compound bilinear groups, in which data
owners rank keywords and their synonyms to improve search
efficiency. Then, the cloud transformation server verifies the
integrity of results and decrypts the encrypted data, and con-
sequently, the user’s burden can be reduced.

Although the above related work can improve the
encrypted search efficiency from different aspects, in the
environment of big data, the keyword dictionary has a large
size that will be related to high encrypted key dimension.
Directly using high-dimensional keys to encrypt will lead to
high time complexity. Therefore, designing a new method to
solve this problem is imminent.

III. PREFERENCE-CONTENT-REGION MODEL
A. SYSTEM MODEL
In cloud computing, the process of encrypted search is per-
formed among three parts, that is, the data owner, the cloud
server and the authorized user. The relationship between them
is shown in Figure 1. The data owner first uses document
clusteringmethod [13] to classify their data before uploading.
Then, keywords are extracted from each class, based on
which the normalized term frequency is calculated and the
indexes are created. Lastly, the encrypted data and indexes
are uploaded to the cloud server. While searching, authorized
users first create a trapdoor based on the search control, and
then submit the trapdoor to the cloud server to query. When
the cloud server receives the query trapdoor, it calculates the
inner product of the query trapdoor and each document index,
and returns results to the authorized user by scores.

According to the description of the systemmodel, there are
four stages during the searchable encryption process. (i). Data
owner at first creates an index for each document, then use
secret key to encrypt the index and document to generate
encrypted index set I and encrypted document set C , both
of which will be uploaded to cloud server by the data owner.
(ii). When the authorized user wants to query data, keyword
should be input, then query trapdoor can be generated by
search control. Moreover, keyword information cannot be
leaked by a trapdoor. (iii). The cloud server use query trap-
door as input to perform search algorithms and return all

encrypted documents that include the query keyword. In addi-
tion, the cloud server cannot obtain more information despite
the returned encrypted documents and the specific search
algorithms. (iv). The authorized user decrypts the encrypted
data to obtain the query results by access control.

B. DEFINITION OF SECURITY
In the searchable encryption system, the purpose of privacy
protection is to prevent the cloud server from inferring any
relevant information from the returned results. In this paper,
we set the following strict privacy requirements:

Data privacy: data owners use conventional symmetric key
encryption technology to encrypt data before it is uploaded
to the cloud server, which can successfully prevent the cloud
server from spying on outsourced data. If the cloud server
can infer the correlation information between keywords and
encrypted documents from the index, it can learn the main
topics of documents, even the content of documents. There-
fore, searchable encrypted indexes should be built to pre-
vent the cloud server from executing this type of association
attack. Although the construction of encrypted index can
protect the security of an index, the security of all kinds of
search information in the process of query is more complex
and difficult to solve.

Keyword privacy: due to that users will expose the content
of search requests to other people, such as cloud server,
the protection of user search information is a very important
issue. When a user submits a search request, he wants to
protect the keyword information in the search request from
being disclosed. Although the trap door generated by encrypt-
ing the query request can protect the query keyword infor-
mation, the cloud server can make some statistical analysis
on the search results, so as to disclose the relevant infor-
mation. For example, as statistics information, the frequency
of documents (that is, the number of documents containing
keywords) is sufficient for a cloud server to identify keyword
content with a high probability [34]. In addition, when the
cloud server knows some background information about the
dataset, it can use the relevant background information to
deduce the key information.

Trapdoor non-correlation: function generated by trapdoor
should be random, not deterministic. Particularly, the cloud
server should be prevented from inferring the relationship
between the trapdoors (for example, whether two trap-
doors are generated by the same search request). Otherwise,
the cloud server will be able to count the search request
frequency of different keywords, which will violate the pri-
vacy requirements of keywords. Therefore, to protect the non-
correlation of trapdoor is to introduce enough uncertainty into
the process of trapdoor generation.

Acquisition mode: during the process of sorting search,
access mode returns a sequence of search results, in which
each search result is a set of documents with the sequence.
For example, the search result of the query key set W is rep-
resented as FW , which includes a sorted list of all document
IDs related to W . In order to hide the access mode, some
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searchable encryptionworks use privacy information retrieval
technology [35].

C. THREAT MODEL
Cloud servers are considered to be ‘‘honest but curious’’ [36],
that is, cloud servers will perform search operations honestly,
but at the same time, they will infer and analyze encrypted
information based on the uploaded data and search trapdoor.
These are in line with previous researches on cloud secu-
rity [37], [38]. In this paper, we assume that the cloud server
can obtain the encrypted data, the encrypted index and the
trapdoor, and that the cloud server knows how to encrypt the
data, but does not know the secret key. Moreover, we assume
that the aim of the attack is to try to derive plain information
from the encrypted outsourced data. In order to better evaluate
the effectiveness of the encryption algorithm, we categorize
cloud servers’ attacks into two different levels based on how
much information is known to the service providers [28].
Level1: The cloud server can know the encrypted

data set C , the encrypted index set I , and the query
trapdoor T .
Level2: The cloud server know more information than

Level1, for example, the cloud server can judge the corre-
lation between query trapdoors by combining existing trap-
doors and query results, or use the encrypted background
information to infer the encryption keys.

D. DESIGN GOAL
For private users or enterprises with large amount of data,
putting documents together for encryption and retrieval will
affect the efficiency of creating indexes and the speed of
search. If indexes are created according to the classified
documents, not only the dimension of the encryption key can
be reduced but also the authorized users can generate targeted
trapdoor according to the characteristics of query keywords.
Due to these facts, in order to consider the security of search
process, the following design goals should be achieved.

(1) Creating group vectors in each index: First, we create
category keyword sets and a keyword set. Then the
group vectors in each index are established based on
the category keyword sets.

(2) Targeted search: While searching, only these group
vectors in the trapdoor and each index that corresponds
to query keywords are involved in the operation, and
the group vectors without corresponding to query key-
words do not need to be calculated.

(3) Privacy protection: The general goal is to prevent
cloud servers from getting private information from
the encrypted documents, the encrypted indexes or the
search trapdoors. The private information includes key-
word information, document content and document
category information.

E. SYMBOLIC DESCRIPTION
The notations used in this paper are shown as table 1.

TABLE 1. Notations.

F. PRELIMINARIES
Keyword Set and Category Keyword Set: Document clus-
tering method is used to classify the outsourced data and
then keywords are extracted from each category to form the
category keyword set. All category keyword sets are arranged
in sequence to form a keyword set.

Document Score: The importance of each keyword to a
document is different. In order to better meet the user’s search
requirements, we introduce a document score method. The
document score is the basis of ranking query results. Term fre-
quency and anti-term frequency are often used to calculate the
score of a document. Here, term frequency (TF) indicates the
number of times the keyword appears in the document. Anti-
term frequency (ATF) represents the number of documents
containing the keyword. We use the improved normalized
TF·ATF [39] to calculate the score of documentFi when users
submit query request q. As for keyword set W , we set each
dimension of the group vector to the corresponding normal-
ized term frequency when creating indexes, and set each entry
of the group vector to the corresponding normalized anti-term
frequency when creating a query request.

Top-k query: when users input keywords to query, it is not
necessary to return all query results. Only the first few queries
with high scores need to be returned. In this paper, we use the
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Top-k method to query [36]. When a user submits a query
request, he needs to submit parameter k , which indicates the
number of results to be returned. During the search process,
the cloud server will sort the search results according to the
scores, and return the first k results with higher scores to the
query users.

Category group index: In this paper, a document index is
composed of group vectors. If all documents are divided into
k classes, each document index is made up of k group vectors,
and each dimension of the group vector is the normalized
term frequency of a keyword contained in the corresponding
category keyword set.

IV. CATEGORY GROUP INDEX MECHANISM
In this section, we describe our category group index mecha-
nism in detail, which includes six steps.

A. DOCUMENT CLASSIFICATION
While processing data, based on the document classification
method proposed in [13], we first extract clustering keywords
from every document to identify the same keyword appearing
in the document, and then to deal with the same keyword
consistently. Secondly, we perform pre-processing to convert
the document into a suitable clustering form, including key-
word character tagging, removing stop words, and extract-
ing stems. Thirdly, meaning disambiguation is performed to
identify the correct meaning of the word and replace the
word with its appropriate synonym based on the word con-
text. Fourthly, feature extraction is carried and feature space
vectors are created based on these keywords. Finally, we use
K-means clustering method [39] to categorize all the docu-
ments into k classes according to the feature space vectors.
When choosing the parameter k , we try to make the number
of documents in each class evenly distributed to optimize the
performance.

B. GENERATION OF SECRET KEYS
In this stage, the data owner executes the following algorithm
{S,M1,M2} = KeyGen(W , ω) to generate secret key, where
ω is a given system parameter:

The data owner generates two random invertible matrices
M1,M2 and the indicator S by

M1 =


M11 0 · · · 0
0 M12 · · · 0
...

...
. . . 0

0 0 · · · M1k

 ,

M2 =


M21 0 · · · 0
0 M22 · · · 0
...

...
. . . 0

0 0 · · · M2k

 , and

S = (s1, s2, · · · , sk ).

Here, M1j and M2j(j =1,2,. . . , k) are (nj + u + 1) ×
(nj + u + 1) random invertible block matrices, and

sj ∈ {0, 1}(nj+u+1)(j =1,2,. . . , k), where nj is the total
number of keywords of the j-th category and u is the extended
dimension that equals 2ω. The ultimate secret key can be
described as a three tuple {S,M1,M2}.

C. CREATION OF GROUP VECTORS IN EACH INDEX
The index generation algorithm I = Encrypt(F,W , {S,M1,

M2}) is described in Algorithm 1.

Algorithm 1 The Index Generation Algorithm Pseudocode
Input: the document set F = {F1,F2, . . . ,Fm}, the

keyword setW = {W1,W2, . . . ,Wk} and the secret
key {M1,M2,S}

Output: the encrypted index I.
1: for i = 1 to m:
2: for j = 1 to k:
3: Create an nj dimensional vector pij,

where nj is the size of Wj.
4: for a = 1 to nj:
5: Set pij[a] to the normalized term

frequency of wja in Fi, where wja
is the a-th keyword in Wj.

6: end for
7: Extend pij from n dimension to n+ u+ 1

dimensionand set pij[l] (l ∈ [n+ 1, n+ u+ 1])
to a random number ρ(l).

Randomly split pij into two vectors p′ij and p
′′

ij.
8: for b = 1 to n+ u+ 1:
9: if sj[b] = 0:
10: pij[b] = p′ij[b] = p

′′

ij[b];
11: else
12: pij[b] = p′ij[b]+ p

′′

ij[b];//(p
′
ij[b] 6= p

′′

ij[b],
p′ij[b] 6= 0 and p

′′

ij[b] 6= 0)
13: end if
14: end for
15: end for
16: p′i = (p

′T
i1 , p

′T
i2 , . . . , p

′T
ik )

T , p
′′

i
= (p

′′T
i1 , p

′′T
i2 , . . . , p

′′T
ik )

T .
17: Ii = {MT

1 p
′
i,M

T
2 p
′′

i }.
18: end for
19: I = {I1, I2, . . . Im}.

D. CREATION OF TRAPDOOR
After the user input the keyword for inquiry, the trapdoor gen-
eration algorithm T = Encrypt(Q,W , {S,M1,M2}) should
be performed, which is described as Algorithm 2.

E. TARGETED SEARCH
The search algorithm C = Search(I ,T , k) is described as
follows: The authorized user uploads the query trapdoor to
the cloud server. When the cloud server receives the trapdoor,
it first finds out these group vectors that are not equal to
E0 in the trapdoor. Then the secure inner product of these
group vectors and the corresponding group vectors in each
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Algorithm 2 The Trapdoor Generation Algorithm Pseu-
docode

Input: the query keyword set Q, the keyword set
W = {W1,W2, . . . ,Wk} and the secret
key {M1,M2,S}

Output: the trapdoor T
1: for j = 1 to k:
2: Create an nj dimensional vector qj,where nj is the

size of Wj
3: for a = 1 to nj:
4: if Q contains wja: // wja is the a-th keyword

in Wj.
5: Set qj[i] to the anti-term frequency of wja.
6: else
7: Set qj[i] to 0.
8: end if
9: end for
10: Extend qj from n dimension to n+ u+ 1 dimension.

For the locations from (n+1) to (n+u), by randomly
choosing v out of u positions, the corresponding
entries are set as 1 and the remaining entries are set as
0.
The value of (n+ u+ 1) dimension is set as a random
number t(t 6= 0) and all the other locations are
multiplied by another random number r(r 6= 0).
Randomly split qj into two vectors q

′
j and q

′′

j .
11: for b = 1 to n+ u+ 1:
12: if sj[b] = 0:
13: qj[b] = q′j[b] = q

′′

j [b];
14: else
15: qj[b] = q′j[b]+ q

′′

j [b]; //(q′j[b]
6= q

′′

j [b], q
′
j[b] 6= 0 and q

′′

j [b] 6= 0)
16: end if
17: end for
18: end for
19: q′ = (q′1, q

′

2, . . . , q
′
k ), q

′′

= (q
′′

1, q
′′

2, . . . , q
′′

k ).
20: T = {M−11 q′,M−12 q

′′

}.

document index are calculated. Finally, the top k encrypted
documents with the highest score are returned to the autho-
rized user. For example, the documents we want to query are
in class j, the search process is as follows:

Ii · T = {p′i∼M1, p
′′

i∼M2} · {M−11 q
′T
∼ ,M

−1
2 q

′′T
∼ }

= p
′T
ij∼q
′
j∼ + p

′′T
ij∼q

′′

j∼

= pTij∼qj∼

= r(pTij qj +
∑

ρ
(v)
i )+ t

= r(Score(Fi, q)+
∑

ρ
(v)
i )+ t

where ρ is a random number that will cause the leakage of
information in Level2 attack model [40].

After receiving the encrypted document C returned by the
cloud server, the authorized user first obtains the decryption

key sk through the access control operation, and then uses
decryption algorithms F ′ = Dec(sk,C ′) to decrypt the
encrypted document C ‘ returned by cloud server into a plain-
text document F ′.

F. UPDATING INDEX
The updating operations consist of three parts, adding new
documents, modifying existing documents, and deleting
existing documents, each of which will affect the length of
existing indexes. The index dimension of MRSE scheme is
fixed and the same as the total number of keywords in the
original keyword dictionary. Thus, all indexes need to be re-
encrypted when an updating operation is performed, which
will result in a huge amount of computation. Subsequently,
the scheme has been improved to reduce such great cost of
updating by reserving some blank entries in the dictionary
and set corresponding positions in each index as zero. How-
ever, this method is not suitable for practical situation because
we can’t predict the user’s demand. In our proposed mecha-
nism, we classify the documents to extract keywords from
each class to construct category keyword sets. Then, based
on these category keyword sets, group vectors are established
in each index to improve the flexibility of updating indexes.
If users update documents, they first determine which class
need to be updated, then update the group vectors correspond-
ing to these classes in each index, and unrelated group vectors
remain unchanged. For example, to update the document in
the j class, the update process is as follows:
Step 1 : We re-extract keywords from the j-th updated

documents to construct the j-th category keyword set,
and then regenerate the j-th block matrices M j1,M j2 and
the indicator sj according to the total number of updated
keywords.
Step 2:We need to re-create the group vector correspond-

ing to the j-th category keyword set in each index, and the
length of the group vector is the same as the total number
of updated keywords. Rules of creating group vectors are
as follows: If document Fi belongs to the j-th category,
the normalized term frequency of each dimension in the
j-th group vector is recalculated. If document Fi is not in
class j, each dimension of the corresponding group vector
is set to 0. Then, the j-th group vector is extended, split and
encrypted to generate an encrypted group index according to
the procedures mentioned above. Particularly, when adding
a new document, we need to create the other group vectors
to generate the document index. Moreover, when a docu-
ment is deleted, the corresponding index also needs to be
removed.
Step 3:We replace the j-th group vector in each index, and

then upload the updated indexes to the cloud server.
It should be noted that updating documents will affect the

IDF value of the keyword in existing dictionary. The data
owner needs to recalculate the IDF values of all keywords
when adding, modifying, or deleting documents, and send
them to authorized users. Xia et al. [41] have proved that
when the number of documents added or deleted by the data
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owner is less than 300, the IDF value of the keyword will
not change much, that is, the error is negligible. At this time,
the data owner does not need to recalculate all keyword IDF
values. When the update operation causes the keyword IDF
value to change greatly, the data owner can flexibly select
those keywords whose IDF value changes greatly to update.

V. PERFORMANCE ANALYSIS
A. THEORETICAL ANALYSIS
1) COMPLEXITY ANALYSIS
Belowwe compare the complexity of MRSE and CGIM from
three aspects: encryption, updating and search. Analyses are
given in detail:

In terms of encryption complexity, MRSE uses (N + U +
1) × (N + U + 1) dimensional invertible matrix to encrypt
(N + U + 1) dimensional indexes and query requests. The
complexity of encrypting m document indexes is approxi-
mately O(m(N +U )2). Where N represents the total number

of keywords, satisfyingN ≈
k∑
j=1

nj,U represents the extended

dimension, satisfying U =
k∑
j=1

u. Therefore, the encryption

complexity can be further described as O(m(
k∑
j=1

(nj + u))2).

However, the index and query request in CGIM are com-
posed of k group vectors, and the group vector dimension is
(nj + u + 1)(j = 1, 2, . . . , k). The complexity of encrypt-

ing m document indexes is O(m
k∑
j=1

(nj + u)2). When k >1,

k∑
j=1

(nj + u)2 < (
k∑
j=1

(nj + u))2, so the encryption complexity

of CGIM is less thanMRSE. In addition, according to Cauchy

inequality, we can infer that
k∑
j=1

(nj + u)2 ≥ (
k∑
j=1

(nj + u))2/k ,

so when the number of keywords in each group is equal,
the encryption complexity of CGIM will approach the mini-
mum value O(m(N + U )2/k).

In terms of updating complexity, the MRSE needs to re-
encrypt the index. Therefore, the updating complexity is
O(m(N + U )2). CGIM only need to update parts of the
group vector. When updating c(c ≤ k) classes of documents,
the encryption complexity is O(m

∑
c
(nj + u)2). Therefore,

the updating complexity of CGIM is less than MRSE, and
when the number of keywords in each class is equal, the aver-
age updating complexity will approach a minimum value
O(mc(N + U )2/k2).

In terms of search complexity, MRSE calculates the inner
product of query trapdoor and each document index during
the search process. The document index and query request
are both (N + U + 1) dimensional vectors, so the search
complexity is O(M (N + U )), which can also be expressed

as O(m
k∑
j=1

(nj + u)). However, CGIM only needs to calculate

the inner product of partial group vectors. When querying

c(c ≤ k) classes of documents, the query complexity is
O(m

∑
c
(nj + u)). Therefore, the search complexity of CGIM

is not greater than MRSE. When the number of keywords in
each class is equal, the average search complexity will have
a minimum value O(mc(N + U )/k).

2) SECURITY ANALYSIS
Protecting the security of information is a critical step
in searchable encryption process. In Level2 attack model,
we will investigate the security of our proposed method
in terms of the key information, the keyword information,
the query information and the trapdoor non-correlation.

The secret key security: In Level2 attack model,
the cloud server knows the index encryption process Ii =
{p′i∼M1, p

′′

i∼M2}.To enhance the key protection, we further
assume that the cloud server knows the size of each group
vector and knows the encryption process. In other words,
the encryption process of the j-th (j = 1,2,. . . , k) group vector
is {p

′T
ij∼M j1, p

′′T
ij∼M j2}. However, the cloud server does not

know the specific steps of the segmentation. We denote the
j-th encrypted group index as _pij1 and _pij2, and the total
number of documents is m. For p′ij∼ and p

′′

ij∼, it can only be
set as an nj + u + 1 dimensional random vector. Then the
following equation can be established:{

p
′T
ij∼M j1 =

_pij1
p
′′T
ij∼M j2 =

_pij2

where p′ij∼ and p
′′

ij∼ have 2(nj + u+ 1)m unknown variables,
M j1 andM j2 have 2(nj+u+1)2 unknown variables, and now
there are only 2(nj+u+1)m equations. Thus, the cloud server
does not have enough information to infer the encryption
matrix.

The keyword security: In Level2 attack model, the leak-
age of information is mainly caused by the random num-
ber ρ [40]. In order to meet the security requirement which is
defined beforehand, when the system parameters ω are given,
we require that the identical probability of two

∑
ρ(v) is less

than 1/2ω. That is, there should be at least 2ω different values
of

∑
ρ(v). On the other hand,

∑
ρ(v) has Cv

u different values,
andwhen u/v = 2,Cv

u will be themaximumvalue. Therefore,
when u = 2ω and v = ω, the scheme can achieve the
security goal. In addition, each ρ(j) follows the same uniform
distribution U (µ′ − c, µ′ + c), and their mean is µ′ and
variance is σ ′ = c2/3. According to the central limit theorem,∑
ρ(v) follows normal distribution whose mean will be ωµ′,

and variance is ωσ ′ = ωc2/3. Let
∑
ρ(v) follow the standard

normal distribution N (µ, σ 2), and set µ′ to µ/ω and c to
√
3/ωσ . In the standard normal distribution, the larger the

value of σ , the harder it is for the cloud server to infer
the similarity information between initial index vectors, but
the search accuracy will be reduced. Therefore, it is necessary
to choose the value of σ reasonably between the privacy
protection and the search accuracy.

The security of the query information and the trapdoor non-
correlation: In order to prevent the cloud server from inferring
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FIGURE 1. Searchable encryption system model.

users’ query information from trapdoors, it is required to
hide the users’ query information when submitting trapdoors.
CGIM performs dimensional extension, random split and
encryption on the group vectors containing query keywords.
After encryption, the query keyword information will not
directly appear in the query trapdoor. Thus, it is safe for
query information. Furthermore, for different query requests,
the introduction of random number r and t makes a document
have different score even if users enter the same query key-
words. Therefore, it can protect the trapdoor non-correlation.

B. EXPERIMENTAL ANALYSIS
We have done extensive experiments to evaluate the per-
formance of CGIM. As for the experimental environment,
a searchable encryption system was built on Windows
7 server and experimental verificationwere carried out, where
the CPU is Intel core i5 (2.5GHz) processor. Moreover,
we use RFC (Request For Comments) [42] as the data set,
and java language to implement the experimental system.

The experimental process is described as follows. First,
we use document clustering method to divide documents into
two and four classes. Then, for MRSE and CGIM, three key-
words are extracted from each document to form the keyword
set and the category keyword set, and the total number of
keywords is 15630. Given the system parameter ω = 2000,
in MRSE, each index is extended by 2ω + 1 dimensions.
In CGIM, each group vector of the index is extended by
2ω/k+1 dimensions, where k is the number of groups.Mean-
while, during the process of trapdoor creation in both of the
two methods, we set the query keywords to 10. We compare
our method with MRSE to verify the better performance of
our proposed method in the fields of index generation, cre-
ation of trapdoor, updating index and targeted search. When
the documents are divided into two or four classes and there
is significant difference in the numbers of keywords in each
group, our methods are named CGIM2 and CGIM4, respec-
tively. Moreover, we use CGIM2(1) and CGIM4(1) to denote
the methods when the documents are divided into two or four
classes and the numbers of keywords in each group exhibit
approximately uniform distribution.

FIGURE 2. Time of creating index. For different number of documents
with the system parameter ω = 2000.

FIGURE 3. Time of updating index. For different number of documents
with the number of updating class c = 1.

The process of generating an index consists of creating and
encrypting each group vector in the index. The relationship
between the time of creating indexes and the number of
documents is shown in Fig. 2. From Fig. 2 we can see that for
the same number of documents, time of creating a category
group index is less than that of MRSE scheme, and for the
same number of documents, the time needed grew in inverse
proportion to the number of classes. When a user wants to
add, modify or delete a document, all indexes need to be
updated.

Fig. 3 shows the time of updating indexes for MRSE and
CGIM. On the one hand, the larger the number of documents,
the larger the size of the keyword dictionary, which will
result in the higher the corresponding index dimension and
encryption matrix dimension. In the end, the calculation of
the product of the two will increase dramatically. Therefore,
the time consumption of the two schemes increases with the
number of documents. On the other hand, for the same num-
ber of documents, the length of keyword dictionary of MRSE
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FIGURE 4. Time of creating trapdoor. For different number of documents
with the same query keywords t = 10.

and CGIM is approximately the same. As can be seen from
the figure, the time of updating indexes CGIM is less than that
of MRSE scheme. In both Fig. 2 and Fig. 3, the encryption
time needed grew in inverse proportion to the number of
classes, as shown in CGIM2(1) and CGIM4(1). When the
number of keywords in each group increases, the encryption
time will increase based on the original trend, as shown in
CGIM2 and CGIM4.

The relationship between the update encryption time and
the number of documents is shown in Fig. 4. From the figure,
we can see that the more documents, the larger the keyword
dictionary size and the higher the index and key dimension
there are, and in the end the longer it takes to update the
encryption. Moreover, we can see when updating the same
documents, the average encryption time of CGIM is less than
that of MRSE. When the distribution difference of key words
in each group increases, the average update encryption time
will also increase based on the original trend, as shown in
CGIM 2 and CGIM 4 in the figure. In addition, the more
evenly distributed each group of key words, the smaller the
average update encryption time will be; and the more groups,
the less the update encryption time will be, as shown in
CGIM2(1) and CGIM4(1).

Fig. 5 shows the relationship between the time of search
and the number of documents. From the figure, we can see the
time of search increases with the number of documents. The
main reason is that both schemes need to calculate the vector
inner product of the query trapdoor and each document index,
and the more documents there are, the more computation
will occur, so the longer the time it will take. CGIM uses
targeted search method to save the calculation of unrelated
group vectors. When we input the same keyword query, the
average query time of CGIM will not be longer than that of
MRSE.When the distribution difference of key words in each
group increases, the average query time will increase on the
basis of the original trend, as shown in the figure CGIM2 and
CGIM4. In addition, the more uniform the number of key

FIGURE 5. Time of search. For different number of documents with the
same query keywords t = 10.

words in each group is, the less the average query time is;
and it decreases with the increase of the number of groups,
as shown in CGIM2(1) and CGIM4(1).

VI. CONCLUSION
In this paper, we proposed category group index mechanism
for efficient ranked search of encrypted cloud data. Unlike
existing encrypted search schemes, we classify the docu-
ments and create group vectors in each index to reduce the
dimension of encryption keys. And in the end, the time of
creating index is saved. At the same time, the establishment
of group vectors in each index also facilitates users to update
their data. When users want to add, modify or delete doc-
uments, they only need to recreate the group vectors cor-
responding to the updated category keyword sets. Besides,
in the retrieval process of CGIM, we propose a ‘‘targeted
search’’ method. With this method, the cloud server only
needs to calculate the products of some group vectors corre-
sponding to query keywords in the trapdoor and each index,
instead of the whole products of them, thus improving the
speed and efficiency of search. From the theoretical and
experimental analysis, our method shows better performance
than its counterparts.
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