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ABSTRACT Machine learning–based intrusion detection system (IDS) is an important requirement for

securing data traffic in wireless mesh networks. The noisy and redundant features of network data tend to

degrade the performance of the attack detection classifiers. Therefore, the selection of informative features

plays a vital role in the enhancement to the IDS. In this paper, we propose a wrapper-based approach using

the modified whale optimization algorithm (WOA). One drawback of WOA is that premature convergence

results in a local optimal solution. To overcome this limitation, we proposed a method in which the genetic

algorithm operators were combined with the WOA. The crossover operator was used to further improve

the search space of whales, and the mutation operator helped to avoid being stuck in the local optimum.

The proposed method selects the informative features in the network data, which helps to accurately detect

intrusions. Using a support vector machine (SVM), we identified the types of intrusions based on the selected

features. The performance of the improved method was analyzed by using the CICIDS2017 and ADFA-LD

standard datasets. Our proposed method had better attack detection rate than the standard WOA and other

evolutionary algorithms; it also had good accuracy and was suitable for IDS in the wireless mesh networks.

The performance of the IDS was increased by selecting the informative features with the improved whale

optimization algorithm. The attack detection ratio was higher than that of the standard WOA.

INDEX TERMS Crossover and mutation operator, IDS for WMN, improved whale optimization algorithm,

WOA-based feature selection method, WOA + genetic operators.

I. INTRODUCTION

A wireless mesh network (WMN) is a communication

technology suitable for cyber physical applications, such

as healthcare devices, smart grids, and the Internet of

Things. The low-cost, dynamic, and self-healing nature

of the mesh architecture provides reliable communication

to future-generation devices. It uses hop-by-hop forward-

ing technique to transmit the data from the sender to the

receiver [1]. This multi-hop data transmission increases the

vulnerability to various kinds of network attacks such as false

data injection, denial of service (DoS), and worms. Various

security mechanisms are available to protect the network

from attacks [2].

The associate editor coordinating the review of this manuscript and

approving it for publication was Mohammad S. Khan .

Intrusion detection system (IDS) is a notable security

mechanism that helps to detect the attacks on the network traf-

fic data. For detection, the IDS uses the classifier, which sep-

arates the normal data from the network attack data. In recent

years, machine learning algorithms such as naïve Bayes,

neural networks, and support vector machines (SVMs), have

been used as IDS classifiers. The presence of irrelevant fea-

tures will deteriorate the performance of the classifier. Iden-

tifying and removing the features will increase the network

attack detection ratio of the classifier. Hence, it is essential to

select informative feature to improve the performance of IDS

classifiers. However, this is not an easy task. The classifier has

the complexity of non-deterministic polynomial-time hard-

ness because the selection of the informative feature subset

will include the analysis of all the available features [3].

The aim of the informative feature selection methods is

to reduce the dimensionality of the input data and provide
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discriminative features to the classifier algorithms. The avail-

able methods are categorized into the filter, wrapper, and

embedded methods. Filter methods select the informative

features by computing the relationship between the input

and output data using evaluation criteria such as the correla-

tion [4] and probability [5]. Then, a threshold value is defined

and the features within or above that range are selected as

the informative features. However, in the wrapper method,

a greedy search algorithm for selecting the optimal features

by using randomly generated features is introduced iteratively

to the classifier.

Currently, bio-inspired population-based algorithms are

being used to select the informative features. It has good

accuracy as compared with the filter method, and overcomes

the local optimal problem of the greedy-based wrapper meth-

ods [6]. In [7], the genetic algorithm (GA)–based wrapper

method is used to detect the informative features for improv-

ing the performance of the SVM classifier. The performance

can be further improved by updating the available methods

or replacing them with the techniques of other algorithms.

For instance, the author in [8] used the GA-based wrapper

method for the selection of semi-informative features and

mutual information–based filter method for finding informa-

tive features from the selected features. In [9], the differential

evolution algorithms were improved by efficiently design-

ing the mutation rule. Similarly, the multiple SVMs were

arranged in a hierarchical order for the detection of attacks

in WMN [10].

Although, large number of research papers have been

published in the area of bio-inspired–based feature selection

method for the IDS, there is a large potential to improve the

solutions of the optimization algorithms. Whale optimiza-

tion algorithm (WOA) is a population-based meta-heuristic

algorithm that has better performance (i.e., selection of a few

parameters, overcoming the local optimum entrapment, and

fast convergence to the best solution) than algorithms such as

GA, particle swarm optimization, and binary bat algorithm.

Very few researchers have used WOA to avoid slow conver-

gence and the local optimal trap during the development of

classifiers, such as artificial neural networks, in the intrusion

detection model.

In this research, we used the WOA to improve the selec-

tion of informative features for IDS. It was enhanced by

the crossover and mutation operators of the GA. The SVM

was used as a classifier that helps to select the informative

features of IDS in a WMN. The performance of the improved

algorithm was evaluated by using standard network-intrusion

datasets such as CICIDS2017 and ADFA-LD. Our simulation

results proved that the proposed algorithm had good accuracy,

and the improved results were comparable with the standard

WOA.

The contributions of this work are summarized as follows,

1. The performance of intrusion detection system was

increased by selecting the informative features using

improved whale optimization algorithm. It has high

attack detection ratio compared to standard WOA.

2. The standard WOA based feature selection method was

enhanced by the crossover and mutation operators of

genetic algorithm.

3. Finally, the IDS with improved WOA based feature

selection method was evaluated with the standard

datasets. The proposed method is compared with tra-

ditional WOA and other evolutionary algorithms. The

comparison results proved that the proposedmethod has

good accuracy and is suitable for IDS in WMN.

The remaining sections of this paper are organized as fol-

lows. Section 2 describes the requirement of IDS for WMN.

The implementation of the proposed method is elaborately

discussed in Section 3. Sections 4, 5, and 6 describe the

detailed architecture of the WOA, genetic operators and

SVMs, respectively. The simulation of the proposed method

is demonstrated in Section 7. Finally, we conclude the paper

in Section 8.

II. IDS FOR WMN

The mesh technology provides reliable routing mechanism to

all kinds of wireless networks. It inherits the protocol of the

corresponding networks for communication, which makes

the network vulnerable to various routing-based attacks. The

attackers frequently use attacks, such as black hole and worm

hole, to damage the network [11]. IDS is a widely used

tool that detects the attacks by analyzing the WMN traffic.

Based on the architectural model, we can classify IDSs into

various types such as monitored, cooperative, and traffic

aware [2]. In a monitored IDS, some nodes dedicatedly mon-

itor a specific part of the network. This mechanism increases

the implementation cost of the network [12]. Cooperative IDS

does not need extra monitoring nodes in which each node has

an intrusion detection engine to detect attacks from the net-

work data. It updates automatically by periodically exchang-

ing the audit data with the neighboring nodes [13]. This

overhead message exchange decreases the IDS performance.

In [14], the author proposed an alternative method that uses a

traffic-aware–based IDS instead of a domain-based IDS. This

method places the IDS along the routing path for detecting

the routing-based attacks. The traffic-based IDS detects the

attacks more effectively than other methods. A major draw-

back of this method is the lack of a common vantage point

and the requirement of complete routing knowledge of the

network [8].

The classifier plays a dominant role in the IDS that sepa-

rates the normal data and network attack data. The physical

properties of WMNs, such as the noisy environment, quality

of nodes, and network quality, reduce the detection ratio of

classifiers. In recent times, machine learning algorithms, such

as SVMs, extreme learning machines, and artificial neural

networks, are being used as classifiers. It has a good intrusion

detection rate with a low false positive rate. The performance

of each classifier varies with different applications, and the

selection of suitable classifiers for a particular application is

a complex task.
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In [15], an SVM classifier ensemble with the feature aug-

mentation technique was used to improve the performance of

the attack detection model. The deep reinforcement learning

algorithm was proposed to detect attacks in supervised prob-

lems in recent times [16]. The presence of non-informative

and redundant features in the collected traffic data reduces the

attack detection rate of the classifier. Thus, feature selection

algorithms are used to avoid performance degradation of the

IDS classifier. In this study, we used the improved WOA to

select the informative features for enhancing the performance

of the SVM classifier–based IDS.

III. PROPOSED FEATURE SELECTION METHOD

FOR IDS

An SVM classifier has a good convergence rate and detection

ratio in multiclass classification problems [17]. The classifier

has been further enhanced by the improved WOA that selects

the most informative features as inputs to the classifier. The

conventional WOA has the problem of being confined to

the local optimum [18]. Therefore, in the proposed method,

the crossover and mutation operators of the GA were added

with the traditional WOA algorithm. The crossover operator

helps to generate the new population, and the mutation oper-

ator is used to avoid the problem of being stuck in the local

optimum. The proposed feature selection method is shown

in Fig. 1.

In our proposed method, the initial positions of the whales

were generated by using randomly selected features of the

dataset, which acted as the initial population. We evaluated

the fitness of each whale’s position in the population by using

the SVM algorithm to determine the search agent, that is, the

whale position nearest to the prey. The positions of the other

whales were updated based on the best solution.

Then, the whales enhanced their positions by using the

crossover and mutation operators of the GA. This helped

to avoid the search from being stuck in the local optimum

and to increase the diversity of the solutions. For effective

implementation of the proposed method, the best position

of the whale was selected using the elitism method, and the

remaining positions were improved by the crossover operator

for extending the depth search space. Finally, the mutation

operator was applied to explore the solution in a breadth

search and avoid the problem of being stuck in the local

optimum. The output of the current iteration was used as the

input position of the next iteration. The steps were iteratively

used until the last iteration to find the informative features set

from the available features.

IV. WOA-BASED FEATURE SELECTION ALGORITHM

WOA is a recently developed optimization algorithm based

on the hunting behavior of whales. It is practiced using a

special method for the successful hunting of prey [19]. This

method contains the following three stages:

• Circling hunting

• Bubble-net attacking

• Prey hunting

FIGURE 1. Proposed WOA-based feature selection method.

In the circling method, the whales initially set the trap by

circling the prey. Then, it selects a search agent based on the

individual whale’s distance from the prey. After identifying

the search agent, all the whales in the group update their

positions based on that the search agent. Mathematically, this

can be represented as follows:

ED =
[

EC �
EX ∗ (t) − EX (t)

]

(1)

Here, EC = 2 ∗ Er , r is a random number between 0 and 1;
EX − ∗ is the local optimal position; EX - Current is the current
position; is the number of iterations; and is the distance

between each whale and the search agent.

Then, the whales engage in the bubble-net attacking

method by using the spiral around and spiral update meth-

ods [20]. The whales move toward the prey in a spiral manner

based on the search agent. The updated position of the other

search agents moving toward the best agent can be found by

using Eq. (2).

EX (t + 1) = EX ∗ (t) − EA �
ED (2)

EA = 2 � Ea � Er − Ea (3)
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Here, a linearly decreases in (2, 0); A is the value between

[−2, +2]. A is an important parameter used for both the

exploration and development phases and is formulated as

Eq. (3) [21]. Exploration means finding the search agent.

If A > 1 or A == 1, the search agent position is updated

randomly instead of moving toward the current best-solution

whale. Now, the random position of the search agent is cal-

culated by using Eq. (4) and Eq. (5).

ED =
[

EC �
EXrand − EX

]

(4)

EX (t + 1) = EXrand − EA �
ED (5)

Otherwise, the whale starts to change its position toward

the search agent in the developmental phase. If A < 1,

the whale updates the shrink position in the helix-shaped

movement toward the prey, which is represented in Eq. (6):

EX (t + 1) = ED � ebL � cos (2πL) + EX ∗ t (6)

Here, EX (t + 1) = Updated is the updated position of the

whales; b is a constant that represents the shape of the log-

arithmic spiral; l is the distance between the whale and the

food. L = −1 is the shortest distance to the food, and L = +1

is the longest distance to the food. Thus, the whales used the

shrink-around and shrink-update methods simultaneously to

approach the prey. Similarly, in the Zheng et al.method [21],

the probability of choosing a method for particular situation

was assumed to be 50%,and the chance of selecting the path

is given by Eq. (7).

EX (t + 1) =

{

EX ∗ (t) − EA �
ED p < 0.5

ED � ebL � cos (2πL) + EX ∗ t P > 0.5
(7)

Here, p is a number that is randomly selected between 0 and

1. After the whale reaches the prey, hunting will start.

In theWOA-based feature selection, we used the randomly

selected features as the positions of whales, and the fitness

of an individual feature subset was found by using learning

algorithms. The feature subset having the best solution was

considered to be a search agent. Then, the other feature

subsets, that is, the whales’ positions were updated based on

the best feature subset using the bubble-net attacking method.

The updated positions were used as the whales’ positions

for the next iteration; this was repeated until the last iteration

to find the most informative features subset. The selected

features were used as the input to the classifier that effectively

detects the attacks in WMN.

V. GENETIC OPERATORS

GA is a heuristic method used to optimize the outputs in vari-

ous applications. The input populations are represented in the

form of chromosomes; they use three operations (selection,

crossover, and mutation) to optimize the parent population

of each generation [22]. The crossover operation is used

to combine the characters of two parents by selecting the

crossover point in the parents. Then, the latter part of first

parent chromosome after that point is swapped to the sec-

ond parent and vice versa; this helps to generate the new

population.

FIGURE 2. Parent chromosome.

Consider two individuals A and B as shown in Fig. 2.

Assume that the crossover point is at the 6th position, then

both the individuals after the exchange are shown in Fig. 3.

The generated child individuals have the characteristics of

both parents. The child individual may give better or worst

results as compared with the parents’ chromosomes.

FIGURE 3. Child chromosome after the crossover operation.

The mutation operation was used to avoid the problem

of being stuck in the local optimum [23]. This operation

generated new individuals by altering the nature of some

random features. It was applied by flipping the 1s and 0s at

random positions into 0s and 1s, respectively. For instance,

if a mutation point was applied at position 8 of the A indi-

vidual, then the mutated chromosome will appear as shown

in Fig. 4.

FIGURE 4. Implementation of the mutation operator.

In the GA-based feature selection method, the index of the

features is represented as individuals in the form of 0s and

1s. If the feature position is 0, the feature is not selected;

otherwise, the feature is included in the feature subset. The

initial feature subset is evaluated by using the machine learn-

ing algorithms. Then, the crossover and mutation operator are

applied to the generated offspring that selects the parents forth

next generation. This process is repeated until the condition

is satisfied or until last iteration for obtaining the most infor-

mative features is reached.

VI. SUPPORT VECTOR MACHINE

An SVM is a supervised machine learning algorithm that

classifies the data using a hyperplane hyperplane is generally

represented as a linear line in two-dimensional vectors. It is

mathematically [24] represented as follows:

f (x) = W � x + b

W � x + b = 0 (8)
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Here, W is the weight vector, and b is the bias. Many hyper-

planes are available between the data, but the selection of

a suitable hyperplane will give the maximum accuracy rate.

The linear line that classifies the data with the largest margin

is selected as a suitable hyperplane. The margins are derived

with the help of support vectors and the maximal neighbor-

hood data points. Most of the applications have used the

calculation of (2/||W||) as a standard for the global margin.

In case of real-world applications, the data is overlapped

and complex. It requires a curve instead of a line for clas-

sification [25]. Thus, the data is initially mapped into a

multiple feature space and is then classified using a linear

line. This mapping and classifying operation was performed

using kernel functions. Linear, quadratic, polynomial multi-

layer perceptron and radial basis function (RBF) are some

of the kernel functions widely used in various applications.

The RBF kernel has good convergence rate and uses the

exponential decay function to determine the margin of the

classifier [26]. The mathematical representation of the RBF

function to transform the problem into a linear separable form

is given as,

f (x, y) = e(−(||x−y||)2)/2σ 2

(9)

where e is the exponential operation; x and y are the data

points; ||x − y|| is the Euclidean distance; and σ is the

influence distance of each data. Eq. (9) helps to find the

support vectors and is then decayed in multiple directions to

obtain a suitable hyperplane.

VII. RESULTS AND DISCUSSION

To evaluate the performance of the proposed method, we per-

formed a simulation using Matlab 2014b in a system with a

4-GB RAM and an i3 processor.

A. DATASET

The improvedWOA-based feature selection method was ana-

lyzed by the standard ADFA-LD and CICIDS2017 datasets.

These datasets were being generated based on the properties

of the wireless networks. The parameters of the standard

datasets were similar to those ofWMN, and they were used to

evaluate the performance of the mesh network IDS. The hold-

out cross-validation method was used to select the training

and testing dataset for analyzing the proposed IDS with the

SVM classifier.

The ADFA-LD dataset was found in the University of New

South Wales repository, and the details of the generated data

record are given in [27]. The records in the dataset were

categorized into nine network attacks data and a normal class

data. In this research, we considered only the general features

and the attacks relevant to WMN, that is, 44 features were

grouped under six attacks and the normal data class was used

for evaluation. The test dataset had normal, exploits, DoS,

reconnaissance, generic, and worm data of sizes 795, 116,

21, 156, 911, and 1, respectively. Similarly, the features of the

CICIDS2017 dataset had the characteristics of WMN attacks

and were represented using 77 features [28]. In this experi-

ment, we analyzed the benign, DoS, portscan, web attack, bot,

TABLE 1. Features selected as most informative from the standard
datasets.

ftp_parator, and ssh_parator class data were analyzedwith the

sizes 1788, 838, 779, 22, 996, 160, and 337, respectively.

B. INFORMATIVE FEATURE SELECTION

The purpose of the feature selection methods is to select

the informative features that improve the intrusion detection

rate and reduce the computational complexity of the classi-

fier. The proposed wrapper-based method selects the most

informative features for SVM-based IDS. The features found

as informative for the classification of normal and intrusion

data from the CICIDS2017 and ADFA-LD dataset are given

in Table 1.

C. PERFORMANCE ANALYSIS

In this research, RBF was used as a kernel function for SVM-

based IDS. The SVM classifier was trained using the training

data, which was generated using the informative features

selected by the improved WOA. The trained SVM was then

assessed with the testing data. The parameters used to assess

the performance of classifiers in IDS were the true positive

(TP), false positive (FP), false negative (FN), and true neg-

ative (TN) rates [29]. The accuracy was used to evaluate the

fitness of each individual in the population. Themathematical

formula used to calculate the accuracy of the classifier is

given as follows:

Accuracy =
(TP + TN)

(TP + FP + FN + TN)
(10)

Here, TP is the correctly detected real positive data;

TN is the correctly detected real negative data;

FP is the data for positives wrongly detected as negatives;

and

FN is the data for negatives wrongly detected as positives.

In this paper, the evaluation metrics of sensitivity,

specificity and precision derived from the false positive

rates (FPRs) and false negative rates (FNRs) were used to

analyze the effectiveness of the proposed IDS; these three

metrics are defined as follows:

Sensitivity =
TP

TP + FN
(11)

Specificity =
TN

TN + FP
(12)

Precision =
TP

TP + FP
(13)
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TABLE 2. Simulation results of WOA + genetic operators–based feature
selection on the CICIDS2017 dataset.

TABLE 3. Simulation results of WOA + genetic operators–based feature
selection on the ADFA-LD dataset.

The WOA parameters considered for the evaluation was

population size = 20 and search agents = 20. The crossover

and mutation values used to improve the positions of the

whales were 0.6 and 0.05, respectively. We evaluated the pro-

posedmethod using various values for the training and testing

dataset; these values were collected from multiple datasets.

This evaluation mechanism helps to determine the suitability

of the proposed method in different environments [30].

The validation results of the proposed system using the

CICIDS2017 and ADFA-LD standard datasets are given

in Table 2 and Table 3, respectively. The results shown

in Table 2 prove the efficiency of the proposed WOA-based

feature selectionmethod using genetic operators for detecting

network attacks in WMNs. This method detects the normal

data and the data on network attacks with low FPRs and

FNRs. In Table 3, the IDS detected the normal, DoS, and

generic data with low FPRs. However, for exploits and recon-

naissance attacks, the classifier had high FPRs and FNRs; this

may be due to similarities in both the FPR and FNR attacks

on data. A small number of training data may be the reason

for high FPRs in the worm data. Therefore, these results

show that the improved WOA-based analysis of WMN with

parameters of the CICIDS2017 dataset had better detection

rate than the ADFA-LD parameters.

Table 4 and 5 show the comparison results of the overall

network attack detection ratio of the proposed method using

the conventional WOA and the WOA along with the feature

TABLE 4. Comparison of the proposed method with the conventional
WOA method on the CICIDS2017 dataset.

TABLE 5. Comparison of the proposed method with the conventional
WOA method on the ADFA-LD dataset.

TABLE 6. Comparison of the proposed method with the conventional
WOA and WOA + mutation method on the CICIDS2017 dataset based on
individual attack detection.

TABLE 7. Comparison of the proposed method with the conventional
WOA method on the ADFA-LD dataset on individual attack detection.

selection method based on the mutation operator. The results

prove that the features selected by the proposed WOA with

the crossover and mutation operators have improved the clas-

sification rate as compared with the traditionalWOAmethod.

The individual attack detection rate of the proposed

method and the traditional WOA based feature selection

method on the CICIDS2017 andADFA-LD datasets are given

in Tables 6 and 7, respectively. The results show that the

proposed method has good detection rate on the normal data

in all the datasets. It also has good accuracy for the detection

of most attacks in both the datasets except for attacks such as

DoS and reconnaissance of the ADFA-LD dataset. This may

be due to the dominance of the informative features of classes

having a large number of datasets over the classes having a

small number of datasets.

The proposed method was further validated using a statisti-

cal technique called K-fold cross validation for estimating the

prediction error. The result in Table 8 proves that themodified
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TABLE 8. Validation of the proposed method with the K-fold
cross-validation technique.

TABLE 9. Training and testing time of the classifier on
CICIDS2017 datasets.

WOA algorithm has good detection rate and is suitable for the

detection of attacks in wireless networks.

The execution time of the classifier is another parameter

used to analyze the performance of the classifier. In IDS,

the time taken by the classifier for training and testingwith the

selected features is considered. The training of the classifier

usually requires more time than testing, and the training is

more importance than the testing [31]. Table 9 shows the

training and testing time of the classifier using the proposed

feature selection method. The result shows that the proposed

method takes more time for training because of the selection

of more informative features; however, this is not a major

drawback in the offline processing system.

FIGURE 5. Performance analysis of the proposed IDS over the ANN and
RF classifiers using the CICIDS2017 dataset.

The suitability of the SVM classifier for the proposed fea-

ture selection method was evaluated by comparing with the

artificial neural networks (ANNs) and Random forest (RF)

learning algorithms. ANN is a standard classifier used in

various classification problems for more than a decade, and

RF classifier was recently used in multiple applications.

Figs. 5 and 6 show the performance analysis of the classifier

using the CICIDS2017 and ADFA-LD dataset, respectively.

The figures clearly indicate that the performance of the SVM

FIGURE 6. Performance analysis of the proposed IDS over the ANN and
RF classifiers using the ADFA-LD dataset.

TABLE 10. Computational complexity analysis of the proposed and
conventional feature selection methods.

classifier was much better than that of ANN and a little

superior to that of the RF classifier.

Computational complexity helps to analyze the processing

overhead of the proposed method [32]. Table 10 shows that

the computational complexity of the IDS with the proposed

WOA-based feature selection method is greater than that of

the conventional WOA because of using genetic operators

such as crossover and mutation. The mutation time includes

the random mutation point selection time and bit conversion

time. However, the crossover time includes the crossover

point selection and the swapping operation time. This time

delay has not influenced the performance of the proposed IDS

in high processing systems.

Thus, from the above-mentioned results, we verified that

the proposed feature selection with the SVM classifier detects

network attacks with high accuracy. As compared with the

ANN and RF classifiers, the SVM classifier is more suitable

for themodifiedWOAalgorithm. An analysis of the proposed

WOAwith the training time demonstrates its efficiency in the

IDS. Even though, the attack detection rate was improved by

using the proposed method, the training time still needs to be

reduced for the WMN-based highly sensitive networks.

VIII. CONCLUSION

In this paper, we proposed a novel feature selection method

using WOA and genetic operators for improving the per-

formance of IDS in WMNs. The proposed method selects

the most informative features from the network data. The

selected informative features help to improve the accuracy of

the SVM-based IDS. We evaluated the performance of the
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proposed method by using standard network-intrusion

datasets such asCICIDS2017 and ADFA-LD. A compari-

son of the proposed method with the conventional WOA

and WOA along with the mutation operator on the basis

of detection rate, execution time, and computational com-

plexity proved the efficiency of the proposed method. The

results clearly indicated that the inclusion of the crossover

and mutation operators enhances the global search space of

the whales and overcomes the problem of being stuck in the

local optimum. The simulation results proved the suitability

of the improvedWOA-based feature selection method for the

IDS in WMN.

In the future, we planned to further optimize the modified

WOA using filter-based feature selection methods such as

information gain. As an extension, the performance of the

developed method was analyzed in highly sensitive real-time

networks such as smart meter communications.
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