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Abstract—We propose a new framework and the associated
maximum-likelihood and discriminative training algorithms for
the variable-parameter hidden Markov model (VPHMM) whose
mean and variance parameters vary as functions of additional
environment-dependent conditioning parameters. Our framework
differs from the VPHMM proposed by Cui and Gong (2007) in
that piecewise spline interpolation instead of global polynomial
regression is used to represent the dependency of the HMM
parameters on the conditioning parameters, and a more effective
functional form is used to model the variances. Our framework
unifies and extends the conventional discrete VPHMM. It no
longer requires quantization in estimating the model parameters
and can support both parameter sharing and instantaneous con-
ditioning parameters naturally. We investigate the strengths and
weaknesses of the model on the Aurora-3 corpus. We show that
under the well-matched condition the proposed discriminatively
trained VPHMM outperforms the conventional HMM trained in
the same way with relative word error rate (WER) reduction of
19% and 15%, respectively, when only mean is updated and when
both mean and variances are updated.

Index Terms—Discriminative training, growth transformation,
parameter clustering, speech recognition, spline interpolation,
variable-parameter hidden Markov model (VPHMM).

I. INTRODUCTION

H
IDDEN Markov model (HMM) has been the prevailing

modeling technique for automatic speech recognition

(ASR) in the past decades. Its success largely lies on HMM’s

simplicity, flexible modeling ability, and the efficient learning

algorithms. However, there has still been a conspicuous perfor-

mance gap between the human and machine speech recognition,

especially under noisy conditions [16]. Many efforts have been

put during the past two decades in search for new modeling,

adaptation, and training technologies (e.g., [1], [3], [5], [6],

[9], [10], [13], [14], [21], [24], [25], [27]–[29]) that can deliver

sufficiently high recognition accuracy under all deployment

conditions. In this paper, we propose a novel framework and

the associated maximum-likelihood and discriminative training

algorithms under the umbrella of variable-parameter hidden

Manuscript received August 29, 2008; revised March 31, 2009. Current ver-
sion published July 17, 2009. This manuscript greatly enhances and expands the
work of [31] and [32] presented at Interspeech 2008, Brisbane, Australia. The
associate editor coordinating the review of this manuscript and approving it for
publication was Prof. Mark Hasegawa-Johnson.

The authors are with Microsoft Research, Redmond, WA 98052 USA (e-mail:
dongyu@microsoft.com; deng@microsoft.com; ygong@microsoft.com;
alexac@microsoft.com).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TASL.2009.2020890

Fig. 1. Illustration of the use of the VPHMM for speech recognition.

Markov model (VPHMM) for improved speech recognition

performance.

The term of VPHMM was coined in the work of [6]. It was

proposed as improvement to the multistyle-trained HMM with

the goal to increase ASR accuracy under noisy environments,

and is an extension to the earlier work of [18]. The basic idea

behind the use of the general VPHMM for speech recognition is

illustrated in Fig. 1. The main difference between the VPHMM

and the conventional HMM is the VPHHM’s exploitation of the

additional environment-dependant conditioning parameter (or

auxiliary feature [11]), such as the signal-to-noise ratio (SNR)

or fundamental frequency, which determines the HMM param-

eters to be used by the decoder. Having the HMM parameters

dependent on the conditioning parameter allows for better mod-

eling of the speech under each environmental condition [7].

In the conventional HMM, the continuous observation den-

sity function for state and acoustic observation

at frame in the utterance is estimated using a mixture of

Gaussian components

(1)

where is the th Gaussian mixture compo-

nent with fixed mean and variance , is a positive

weight for the th Gaussian component with the constraint

.

In the VPHMM, and change as functions of the con-

ditioning parameter (which can be relatively easily and reli-

ably estimated), i.e.,

(2)

In its simplest form, the conditioning parameter takes only

discrete values (e.g., gender, dialect type) and the VPHMM is

equivalent to training a discrete set of HMMs and selecting the

appropriate HMM based on the conditioning parameter. In this

simple form, there is usually no relationship among the HMM
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parameters that are associated with different conditioning pa-

rameter values. The conditioning parameter is usually of cate-

gorical values, or quantized real values.

The work by Fujinaga et al. [11] extended the discrete condi-

tioning parameters to continuous ones by modeling as

a linear regression function of conditioning parameters. The re-

cent work [6], [7] by Cui and Gong further extended [11] by

modeling both and with a polynomial (instead

of linear) regression function over the utterance SNR and used

the maximum-likelihood (ML) algorithm to estimate the regres-

sion parameters in the VPHMM. They assumed a diagonal co-

variance matrix in their model and allowed the means and vari-

ances in the th dimension change as

(3)

and

(4)

where and are the

polynomial parameters for the means and variances, respec-

tively, and is the variance in the conventional HMM.

The exponential function in (4) was chosen to guarantee

.

There are several limitations in Cui and Gong’s original

model. First, due to the use of the exponential function in (4),

quantization-based approximation approach has to be invoked

to make parameter estimation feasible. Second, instantaneous

conditioning parameters such as instantaneous SNR cannot

be easily accommodated because their VPHMM has to be

initialized from a set of HMMs trained under quantized SNR

conditions. Third, the VPHMM parameters were trained using

the ML criterion [26] with the expectation maximization algo-

rithm [8]. It is slightly difficult to incorporate the discriminative

training (DT) methods to train the regression parameters for the

variances because the adoption of the formulation (4) prevents

an easy factorization of the regression parameters from the

sufficient statistics. Fourth, it cannot naturally incorporate

categorical conditioning parameters into the framework. Fur-

thermore, although it is possible to share the parameters in

their model, neither algorithm nor experimental results were

provided.

In this paper, we propose a substantially improved framework

for VPHMM, and derive the related ML training, discriminative

training, and parameter sharing algorithms. The key differences

between our framework and Cui and Gong’s original VPHMM

are the choice of a different functional form to model the vari-

ances and the use of spline interpolation to approximate

both and . As a result, the spline-based VPHMM

developed and reported in this paper eliminates many of the lim-

itations observed in the VPHMM proposed by Cui and Gong.

Our new model is a unified framework that supports both the

categorical and continuous-valued conditioning parameters. It

also supports both the utterance-level and instantaneous con-

ditioning parameters. We demonstrate the effectiveness of our

spline-based VPHMM (S-VPHMM) on the Aurora-3 corpus

(with and without the recently developed Mel-frequency cep-

stral minimum mean square error (MFCC-MMSE) motivated

noise suppressor [29]). We focus on the use of instantaneous

conditioning parameters and discriminative training algorithms

as these are not supported by the original VPHMM. We show

that S-VPHMM outperforms the discriminatively trained con-

ventional HMMs with relative word error rate (WER) reduction

of 19% and 15%, respectively, under the well-matched condi-

tions when only mean is updated and when both mean and vari-

ances are updated, respectively, with parameter sharing.

The rest of the paper is organized as follows. In Section II,

we introduce the parameterization form used in the S-VPHMM

and discuss the issues associated with the conditioning param-

eters. In Section III, we derive the training algorithms for the

S-VPHMM. In Section IV, we describe the parameter sharing

and clustering algorithm. We report our experimental results in

Section V and conclude the paper in Section VI.

II. A NEW PARAMETERIZATION FORM FOR VPHMM

As mentioned in Section I, one key novelty of the S-VPHMM

comes from the specific parameterization form developed in

this work. Instead of using the polynomial regression, the

S-VPHMM uses spline interpolation with which only the

values at several knots need to be learned. Spline interpolation

is preferred over the previously developed polynomial regres-

sion because the interpolation error can be made small even

when using low degree polynomials for the spline. Specifically,

in the S-VPHMM, the th dimension of the mean and variance

vectors can be approximated with a spline as

(5)

(6)

where we have assumed that all covariance matrices

are diagonal, and are the Gaussian-compo-

nent-specific mean and variance, and

are the spline knots that may be shared

across different Gaussian components, and is the

regression class that determines the sharing group. The spline

parameter sharing works as follows. During the training

time, splines are grouped into regression classes based on

some criterion as detailed in Section IV. During the decoding

time, the means and variances of a

Gaussian component are determined by first finding out the

regression class and the associated spline parameters

and , and then

determining the values using (5) and (6). The purpose of the

spline parameter sharing is to reduce the number of parameters

(and thus the model size and computation time) and to make

the estimation of the spline parameters more reliable as will be

demonstrated in Section V.

Note that the form (6) differs from (4) and is one of the key

characteristics of the S-VPHMM. Using the inverse square func-

tion instead of the exponential function leads to significantly
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Fig. 2. Approximate the mean of a Gaussian component under different con-
ditioning parameter values with an evenly distributed 5-knot cubic-spline.

simplified re-estimation formulas and overcomes many limita-

tions observed in the original VPHMM. Both approaches, how-

ever, can be applied only to the diagonal covariance matrices.

Alternatively, we may remove the positive-definite constraint on

the covariance matrix in the optimization process and project the

result back to the positive-subspace. This would allow us to use

the simple covariance matrix (without introducing the inverse

square function) as the optimization variable in (6) at the cost

of possibly leading to a suboptimal solution due to the projec-

tion operation.

Any type of spline (or piecewise functions) may be used. Two

most commonly used splines are the linear spline and the cubic

spline since the values of these splines can be efficiently calcu-

lated. In this paper, we used the cubic spline which is smooth up

to the second-order derivative. There are two typical boundary

conditions for the cubic spline: one for which the first deriva-

tive is zero and one where the second derivative is zero. The

spline with the latter boundary condition is usually called nat-

ural spline and is the one used in this study. Fig. 2 illustrates

an example where an evenly distributed 5-knot cubic spline is

used to approximate the mean of a Gaussian component under

different values of the conditioning parameter.

As indicated in the Appendix A, if evenly distributed knots

are known, the

value of a data point can be estimated as

(7)

where , , , and are defined in (56)–(60), respectively.

By denoting

(8)

(9)

(10)

and

(11)

the parametric form (5) and (6) can be rewritten succinctly as

(12)

and

(13)

Note that the number of knots for the means and vari-

ances need not to be the same and so , , , and

may be different for the means and variances. Also note that

the same formulations of (12) and (13) can be derived for the

linear spline and other piecewise and interpolation functions by

defining and differently. Inter-

esting examples are the cluster adaptive training (CAT) [14],

[33] where the means for a speaker are linearly interpolated

from clusters of speakers, and the subspace precision and mean

(SPAM) [1], [16] approach where the means and precisions are

constructed from basis means and precisions.

The parametric form (12) and (13) can be applied to both the

discrete and continuous-valued conditioning parameters. Ap-

plying them to the discrete conditioning parameters is straight-

forward if the discrete values are quantized from the continuous-

valued conditioning parameters. If the discrete values are of

the categorical type, we need to convert the values into evenly-

spaced integers and make each integer a knot. For example, if

gender which takes values of male, female and child is used as

the conditioning parameter, we can convert them into integers 1,

2, and 3, respectively, and make each value a knot. In this case,

the knots learned correspond to the HMMs associated with the

discrete conditioning parameter values.

Compared to the approach that trains and uses the discrete set

of HMMs directly, the S-VPHMM has four advantages. First,

the S-VPHMM can naturally group and share the knots as il-

lustrated in Section IV. Second, the S-VPHMM allows for easy

training of systems with instantaneous discrete conditioning pa-

rameters. Third, the discrete VPHMM may introduce quanti-

zation errors if the values are quantized from the continuous-

valued parameters. The S-VPHMM can alleviate this problem

by using continuous values directly. Fourth, The S-VPHMM

provides a unified training and decoding framework for both

the discrete and continuous-valued conditioning parameters and

makes the code maintenance easier.

The range of the discrete-valued conditioning parameter can

be easily determined by converting the discrete values (e.g., of a

categorical variable) into integers. The range of the continuous-

valued conditioning parameter can be learned from the training

data. In our study, we have used

and (14)

(15)

as the conditioning value of the first and the last knots, i.e.,

and in the spline definition, where was set to 2 in our

experiments and we have assumed that each dimension of the

continuous-valued conditioning parameter follows a Gaussian

distribution whose mean and standard deviation can be

estimated from the training data. Since and are inde-

pendent of the Gaussian components, they can be shared across

all Gaussian components.

Authorized licensed use limited to: MICROSOFT. Downloaded on March 05,2010 at 20:06:04 EST from IEEE Xplore.  Restrictions apply. 



YU et al.: NOVEL FRAMEWORK AND TRAINING ALGORITHM FOR VPHMMs 1351

III. TRAINING ALGORITHMS

The S-VPHMM parameters can be estimated using ei-

ther the ML criterion or the discriminative training criteria

and can be initialized by copying and from the

conventional HMM, setting to zero,

and setting to one. When learning the

parameters, we first reestimate , then

, and finally and with the

rest of the parameters fixed in each training iteration.

A. Maximum-Likelihood Training

In the ML training, we estimate the S-VPHMM parameters

using the expectation–maximization (EM) algorithm [8] with

the auxiliary function

(16)

where is the model parameter set to be estimated, is the

current parameter set, is the true label sequence of the th

utterance, as shown in (17) at the bottom of the page, and

(18)

is the occupation probability of Gaussian mixture component

of state , at time in the th utterance given the label sequence

and can be obtained through an efficient forward–backward

algorithm.

Taking the derivative of with respect to ,

, , and we

can derive for the ML reestimation formulae. For conciseness

in presenting the reestimation formulae we simplify as ,

as , as , as , as , as

, as , and as .

1) ML Reestimation of :

(19)

where is a matrix whose element at th row and th

column is

(20)

and is a vector whose th value is

(21)

2) ML Reestimation of : is trained using

the Newton method

(22)

where is a matrix whose element at the th row and

the th column is shown in (23) at the bottom of the page, and

is a vector whose th value is

(24)

(17)

(23)

Authorized licensed use limited to: MICROSOFT. Downloaded on March 05,2010 at 20:06:04 EST from IEEE Xplore.  Restrictions apply. 



1352 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 17, NO. 7, SEPTEMBER 2009

3) ML Reestimation of and :

(25)

(26)

B. Discriminative Training

Compared to the original VPHMM proposed in [7], the

S-VPHMM described in this paper can be relatively easily dis-

criminatively trained. In this section, we derive a growth-trans-

formation (GT) based minimum classification error (MCE)

training algorithm [19], [20], which has been successfully

applied in our earlier work on conventional HMM [27]–[29],

for the S-VPHMM.

The criterion we aim to minimize is the smoothed average

utterance error rate

(27)

where is the total number of utterances and is a smooth

factor for the sigmoid function and was set to 1/60 in our exper-

iments. If we denote as the top competing candidate label

sequence in the N-best list, the discriminant function is

(28)

Note that, minimizing (27) is equivalent to maximizing

(29)

as shown in [19], [20], and [27]. By following the exact same

steps as shown in [19], maximizing (29) can be reduced to the

problem of optimizing the auxiliary function

(30)

where

(31)

(32)

and is set to 2 in our experiments.

Taking the derivative of with re-

spect to , , and

we can derive for the MCE

reestimation formulae.

In addition to the simplifications mentioned before, we sim-

plify as , and as when presenting

the reestimation formulae.

1) MCE Reestimation of :

(33)

where is a matrix whose element at the th row and

the th column is

(34)

and is a vector whose th value is see equation (35) at

the bottom of the page

2) MCE Reestimation of : is trained using

Newton’s method

(36)

(35)
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where is a matrix whose element at the th row and

the th column is shown in (37) at the bottom of the page, and

is a vector whose th value is

(38)

3) MCE Reestimation of and :

(39)

(40)

Note that although our reestimation formulae are derived

for the MCE criterion, the same formulae may be used for the

maximum mutual information (MMI) and minimum phone

error (MPE) training with different ways of calculating the

and . Interested readers can find addi-

tional information in [19].

Also note that the ML and MCE training algorithms described

here for the means of the Gaussian components is similar in

principle to the algorithms used in the CAT [14], [33] although

the CAT is developed for a different purpose and only deals with

the means.

IV. PARAMETER CLUSTERING

The parametric formulations (5) and (6) allow for sharing the

spline parameters across different Gaussian components. In fact,

in the training algorithms described in Section III, the spline pa-

rameters are estimated for each regression class when

the regression classes are known. In this section, we describe

the algorithm used in the S-VPHMM to determine the regres-

sion classes.

Given the distribution of the domain , the distance be-

tween two general functions and can be defined as

(41)

which is also applicable to two splines (which are specific forms

of general functions) determined by the evenly distributed knots

(42)

and

(43)

Note that the calculation of the exact distance using (41) is

time consuming. For this reason, we approximate the integration

in (41) with the quantized summation of

(44)

Since we have assumed that follows the

Gaussian distribution determined by mean and variance as

discussed in Section II, (44) can be rewritten as

(45)

Note that the parameters , , and are the same for all the

splines to be clustered, and

(46)

(47)

(48)

We thus simplify (45) to

(49)

Note that our essential goal is to minimize the distance be-

tween the conditioning-parameter-dependent means and vari-

ances before and after the spline sharing. For this reason, when

applying (49) to the variance splines, we replace and

with and , respectively.

(37)
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Given the distance between two splines, we used the well-

known k-means clustering algorithm to determine the regression

classes. The number of clusters was predetermined based on the

constraint on the number of parameters.

Please note that the conventional clustering methods for the

Gaussian components based on the decision trees and tri-phone

models can also be used to determine the regression classes for

the splines and may be equally effective. However, to use the

conventional methods we need to assume that the means and

variances of the similar Gaussian components (determined by

the conventional method) change in the same manner and all

the dimensions of the splines cluster in the same way.

V. EMPIRICAL ANALYSIS

To understand the strengths and weaknesses of the

S-VPHMM, we have run a set of experiments on the Au-

rora-3 corpus. We focus on scenarios that use instantaneous

conditioning parameters, which were not naturally supported in

the original VPHMM and open the door to new opportunities

for performance improvement.

A. Experiment Settings

The Aurora-3 corpus contains noisy digit recordings under re-

alistic automobile environments. Each utterance in the Aurora-3

corpus is recorded under high-noise, low-noise, or quiet envi-

ronment, with either a close-talk microphone or a hands-free,

far-field microphone.

The corpus can be further separated into four subtasks based

on the languages. There are three experimental settings for

each language: In the well-matched (WM) condition, both

the training and testing sets contain all combinations of noise

environments and microphones. In the mid-mismatched (MM)

condition, the training set contains only the quiet and low

noisy data, and the testing set contains the high noisy data.

In the high-mismatched (HM) condition, the training set con-

tains close-talk data from all noise classes, and the testing

set contains high noise and low noise data recorded with the

far-field microphone. The well-matched setting is equivalent to

the multi-style training [22]. In the mid-mismatched condition,

the mismatch is mainly caused by additive noise, while in the

high-mismatched condition both channel distortion and additive

noise contribute to the mismatch.

The 39-dimensional features used in our experiments con-

sisted of the 13-dimensional (with energy and without C0) static

MFCC features and their first and second-order derivatives. To

test the effectiveness of the S-VPHMM with different features,

we have conducted experiments using two feature extraction

pipelines: Fig. 3 illustrates the basic feature with cepstral mean

normalization (CMN) but without any noise suppressor. Fig. 4

shows the enhanced feature that with our MFCC-MMSE noise

suppressor [29] applied. The parameters used in the MFCC-

MMSE suppressor (such as smoothing factors and the size of

the minimum tracking windows) is exactly the same as that used

in [29].

To evaluate the S-VPHMM, we report two baselines in the

experiments: the conventional HMM trained using the ML cri-

terion and that trained using the minimum classification error

(MCE) criterion. The ML baseline system was trained in the

Fig. 3. Feature extraction pipeline for the basic feature with CMN but without
any noise suppressor.

Fig. 4. Feature extraction pipeline for the enhanced feature on which the
MFCC-MMSE noise suppressor is applied.

manner prescribed by the scripts included with the Aurora-3

task. On top of the ML baseline, eight iterations of MCE training

were conducted and the best system was selected on the devel-

opment set reserved from 10% of the training data. The system

was then retrained using the full set of training data with the

same number of iterations as the best system selected. The re-

sulting system is the MCE-trained baseline.

The conventional HMMs used in our experiments are 3-Gaus-

sians-per-state, 16-state, whole-word models for each digit in

addition to the “sil” and “sp” models.

One of the key decisions to make in the S-VPHMM is the

choice of the conditioning parameter . In our experiments

was chosen to be the dimension-wise instantaneous pos-

terior SNR [29] in the cepstral domain for the static features

(50)

where is the discrete cosine transformation (DCT) coeffi-

cient, and are the power of noisy signal and noise

from the th Mel-frequency filter at time , respectively. The

same dimension-wise instantaneous SNR of the static feature is

used for the corresponding dynamic features. A minimum-con-

trolled recursive moving-average noise tracker [4] was used in

our system to track the noise power with the same pro-

cedure and parameters used in our MFCC-MMSE noise sup-

presser work reported in [29]. In our experiments, the number

of knots in the cubic spline is set to four, which is the smallest

number of knots required for a cubic spline. We have also tried

larger numbers and only seen little additional improvements, an

indication that a four-knot spline is enough to approximate the

nonlinear change pattern of the means and variances [7] for this

task, although additional knots may be helpful for large vocab-

ulary tasks. Note that, although the instantaneous SNR (50) was

used in the experiments, our framework and algorithm can sup-

port other instantaneous SNRs such as the one proposed in [23],

and other conditioning parameters such as the rate of speech.

Authorized licensed use limited to: MICROSOFT. Downloaded on March 05,2010 at 20:06:04 EST from IEEE Xplore.  Restrictions apply. 



YU et al.: NOVEL FRAMEWORK AND TRAINING ALGORITHM FOR VPHMMs 1355

TABLE I
COMPARISON BETWEEN THE CONVENTIONAL HMM AND

THE S-VPHMM USING THE BASIC FEATURE AND WITH

BOTH MEANS AND VARIANCES UPDATED

TABLE II
COMPARISON BETWEEN THE CONVENTIONAL HMM AND THE

S-VPHMM USING THE ENHANCED FEATURE AND WITHOUT

VARIANCE PARAMETERS UPDATED

Since the instantaneous SNR and the means and variances at

each operating point need to be estimated for each frame, the

S-VPHMM takes more computational time than the conven-

tional HMM with the same number of Gaussian components.

Note that the estimation of the instantaneous SNR is a byproduct

of the noise suppressor and its cost can be ignored compared

to the time spent on the front-end processing. The additional

cost is mainly introduced by the calculation of the spline, which

takes about the same time as that needed to calculate a Gaussian

component given that most of the spline matrices can be precal-

culated and cached (as discussed in Appendix A). The cost of

the spline calculation can be further reduced when we cluster

and share the splines across different Gaussian components. In

fact, the total number of the parameters in the S-VPHMM is a

good indicator of the total computational cost in the decoding

phase. If the S-VPHMM has the same number of parameters

as that of the conventional HMM, little computational overhead

would be introduced. Note, however, the training time can be

five times as that of the conventional HMM even if the model

size is comparable because each iteration in the S-VPHMM con-

sists of three steps (as shown in Section III), each of which takes

similar computational resource as that required in one iteration

of the conventional HMM training, and also because

in the reestimation formulae cannot be factored and cancelled

out, e.g., in (25) and (40).

B. ML and MCE Training

In this experiment, the S-VPHMM was trained using the ML

and MCE criteria upon the ML and MCE-trained conventional

TABLE III
COMPARISON BETWEEN THE CONVENTIONAL HMM AND

THE S-VPHMM USING THE ENHANCED FEATURE AND

WITH BOTH MEAN AND VARIANCE PARAMETERS UPDATED

TABLE IV
SUMMARY OF THE NUMBER OF SPLINE CLUSTERS AND THE NUMBER

OF PARAMETERS RELATIVE TO THAT USED IN THE CONVENTIONAL

HMM FOR DIFFERENT SETTINGS

HMMs respectively, and compared against the corresponding

conventional HMMs.

Table I compares the conventional HMM with the S-VPHMM

using the basic feature illustrated in Fig. 3. In the share all set-

ting, one spline parameter set was shared by all the Gaussian

components. In the no share setting, no spline parameters were

shared. Improvements can be observed under both settings and

especially under the no share setting where a 14.99% relative

WER reduction against the MCE-trained conventional HMM

has been achieved with the MCE-trained S-VPHMM. However,

the gain obtained using the ML-trained S-VPHMM over the

ML-trained conventional HMM is not significant and some-

times even negative. One possible explanation of this behavior

is that in the MCE training the splines are adapted only if better

discrimination between different classes can be achieved, while

in the ML training the spline shapes are tuned to match the ob-

served utterances and do not necessary provide additional dis-

crimination ability especially if some phones (or words) domi-

nate the corpus.

There is an interesting observation in Table I. Under the

high-mismatched condition the MCE-trained conventional

HMM underperformed the ML-trained conventional HMM

because the discriminative training algorithms tend to minimize

the empirical error rate on the training set and the gain may

not be generalized to a highly mismatched test set. The fact

that the MCE-trained S-VPHMM outperformed the ML and

MCE-trained conventional HMM under all conditions suggests

that the S-VPHMM does provide better modeling ability by

allowing the HMM parameters change as functions of the

instantaneous SNR.
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Fig. 5. Absolute WER under well-matched condition as a function of the
number of spline clusters using the MCE-trained VPHMM without variance
parameters updated.

Tables II and III summarize the experimental results on the

Aurora-3 corpus with the enhanced feature.

From these tables, we observe that if only Gaussian mean

is updated in the MCE training, the MCE-trained S-VPHMM

reduced the WER by relative 6.05% and 16.43% on average

and on the well-matched condition (which is the multi-style

training), respectively, against the MCE-trained conventional

HMM, or 7.91% and 18.9%, respectively, over the ML base-

line. If both the means and variances are updated in the MCE

training, the S-VPHMM achieved 4.64% and 13.86% relative

WER reduction on average and under the well-matched condi-

tion respectively against the MCE-trained conventional HMM.

This translates to 8.08% and 20.47% relative WER reduction

respectively over the ML baseline. All the improvements under

well-matched condition are statistically significant at the signif-

icance level of 1%. These results indicate that the S-VPHMM

can achieve consistent relative WER reduction on different fea-

tures and different parameter updating settings. The results also

show that the effect of updating the variances is smaller than

that of updating the means and that the relative gain achieved

using the ML-trained S-VPHMM is much less compared to that

achieved using the MCE-trained S-VPHMM under the well-

matched condition.

Note that although the MCE-trained S-VPHMM outperforms

the MCE-trained conventional HMM under all conditions, the

gains under the mid-mismatched and high-mismatched condi-

tions are less than that obtained under the well-matched condi-

tion. This is consistent with the intuition that some of the charac-

teristics learned from the training set under mismatched condi-

tions cannot be carried over to the test set. Further improvement

under the mismatched conditions may be achieved if we can

properly extrapolate the HMM parameters outside of the con-

ditioning parameter’s range that is observable from the training

data.

C. Parameter Clustering

To show how the parameter sharing may affect the result, we

have run experiments with different number of clusters, all with

the enhanced feature and the MCE training criterion with which

big gains have been observed. Table IV summarizes the number

of spline clusters and the associated number of parameters used

in different settings relative to the conventional HMM. Setting

TABLE V
SUMMARY OF THE ABSOLUTE WER AND THE RELATIVE WER

REDUCTION ON THE AURORA-3 CORPUS WITH DIFFERENT PARAMETER

SHARING SETTINGS USING THE MCE-TRAINED S-VPHMM
WITHOUT VARIANCE PARAMETERS UPDATED

1 is the setting where a single spline cluster is used by all the

Gaussian components, and the Setting 8 is the setting where

no spline is shared. Note that when a cubic spline is used by

only one Gaussian component, the Gaussian component-spe-

cific mean and variance can be absorbed into the spline and this

is the reason why only 4 times of the parameters in the conven-

tional HMM are needed in Setting 8 although each spline has 4

knots.

In these experiments, we first trained the S-VPHMM model

for Setting 8 (no sharing). We then determine the regression

classes using the clustering algorithm described in Section IV

with the number of spline clusters predetermined according to

Table IV. The S-VPHMM model with the specified number of

spline clusters is then trained on top of the MCE-trained con-

ventional HMM.

Table V summarizes the absolute WER and the relative

WER reduction on the Aurora-3 corpus using the MCE-trained

VPHMM without variance parameters updated. Fig. 5 illus-

trates how the absolute WER changes as a function of the

number of spline clusters.

The curve in the Fig. 5 demonstrated some important rela-

tionship between the number of parameters and the recognition

accuracy. When no spline is shared (Setting 8) the S-VPHMM

obtained the absolute WER of 4.12% under the well-matched

condition which outperforms the conventional HMM by relative

WER reduction of 16.47% (statistically significant at the signif-

icance level of 1%). When 273 spline clusters (or equivalently

3 times of parameters) are used, the WER increases to 4.25%.

However, as the number of spline clusters further decreases to

136, 68, 34 and 17, the WER decreases to 4.09%, 4.01%, 4.03%

and 4.04%, respectively. Finally, when the number of spline

clusters decreases to nine, the WER increases to 4.20%. As all

Gaussian components share a single spline, the WER is dramat-

ically increased and reaches 4.71%, which is still better than

the MCE-trained conventional HMM by a 4.56% relative WER

reduction. A similar pattern can be observed in Table VI and
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Fig. 6. Absolute WER under well-matched condition as a function of the
number of spline clusters using the MCE-trained VPHMM with variance
parameters updated.

TABLE VI
SUMMARY OF THE ABSOLUTE WER AND THE RELATIVE WER REDUCTION

ON THE AURORA-3 CORPUS WITH DIFFERENT PARAMETER

SHARING SETTINGS USING THE MCE-TRAINED VPHMM
WITH VARIANCE PARAMETERS UPDATED

Fig. 6, where both the means and variances were updated during

the MCE training.

This behavior is likely caused by the fact that two opposing

factors are affecting the final result when the number of clus-

ters is decreased: 1) the modeling ability becomes poorer since

means and variances that share the same spline need to follow

the same changing pattern; and 2) the spline parameters can be

more reliably estimated as the same spline are shared by more

Gaussian components. When the number of clusters decreases,

the first factor outweighs the second one and the recognition ac-

curacy drops. As the number of clusters further decreases, the

second factor starts to show the effect and the recognition ac-

curacy moves back. When the number of clusters continues to

decrease, the effect of the second factor saturates and the ef-

fect of the first factor shows up again. For the Aurora-3 corpus,

we can see that the S-VPHMM outperforms the MCE trained

conventional HMM with 18.09% and 13.65% relative WER re-

duction without and with variance parameters updated, respec-

tively, even if only 17 spline clusters are used (or equivalently,

1.13 times of parameters used in the conventional HMM). If the

optimal number of clusters is chosen, the S-VPHMM can de-

crease the WER by relatively 18.65% and 14.93% without and

TABLE VII
COMPARISON OF THE MCE-TRAINED S-VPHMM (SETTING 5)
AND THE CONVENTIONAL HMM UNDER THE WELL-MATCHED

CONDITION USING THE ENHANCED FEATURE WITH AND

WITHOUT VARIANCE PARAMETERS UPDATED

TABLE VIII
COMPARISON OF THE S-VPHMM AND THE CONVENTIONAL HMM WITH

SIMILAR MODEL SIZE USING THE ENHANCED FEATURE AND WITH

BOTH MEAN AND VARIANCE PARAMETERS UPDATED

with variance parameters updated, respectively, as indicated in

Table VII. This happens when 68 clusters, or equivalently, 1.50

times of the conventional VPHMM parameters, were used.

D. Comparison With Same Model Size

As a contrast, we have evaluated the conventional HMM with

four Gaussian mixtures per state, which has slightly more pa-

rameters than the S-VPHMM with 34 splines (setting 4) and

slightly less parameter than the S-VPHMM with 68 splines (set-

ting 5). Table VIII compares the S-VPHMM with the conven-

tional HMM with the comparable number of parameters and

both mean and variance parameters updated. From the table,

we can see that although the relative gain is smaller, the MCE-

trained S-VPHMM still outperforms the MCE-trained conven-

tional HMM with comparable model size by about 9.64% under

the well-matched condition. However, the gain with the ML

training is very small.

VI. SUMMARY AND CONCLUSION

In this paper, we have proposed and presented a novel frame-

work for VPHMM and described the related discriminative

training and parameter clustering algorithms. The core of our

framework is an improved formulation of the variances and the

use of piecewise functions to represent the change of HMM

parameters over the conditioning parameters. We demonstrated

its effectiveness on the Aurora-3 corpus with both basic and

enhanced features, and with different number of clusters. We

have shown that the S-VPHMM can effectively support the

use of the instantaneous conditioning parameter. We also

demonstrated that S-VPHMM introduces no additional latency

and can achieve significant accuracy improvement over the dis-

criminatively-trained conventional HMM even with aggressive

parameter clustering.

The ability of the S-VPHMM in supporting the use of in-

stantaneous conditioning parameters and discriminative training

algorithms opens doors to new opportunities for model design
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since many different conditioning parameters such as instanta-

neous rate of speech may now be incorporated into this frame-

work. Investigation of appropriate conditioning parameters that

is effective and can be efficiently and reliably estimated is the

direction of our future work.

APPENDIX

THEORY OF CUBIC SPLINE

Given knots in

the cubic spline, the value of a data point can be estimated as

(51)

where

(52)

and (53)

are interpolation parameters, and is the section

where the point falls.

Note that a -knot cubic spline requires parameters:

parameters for and other parameters for . The number

of parameters can be reduced to almost half by choosing evenly

distributed

(54)

since we only need to store given that can

be shared across all splines defined for the same dimension of

the conditioning parameter. Equation (51) can thus be rewritten

as

(55)

where

(56)

(57)

(58)

...
...

...
...

...
...

...

...
...

...
...

...
...

...

and

(59)

...
...

...
...

...
...

...

...
...

...
...

...
...

...

(60)

It follows that

(61)

Since , , , are functions of , and are also func-

tions of . However, is independent of . So it can

be pre-calculated, stored, and shared across different splines,

making it attractive computationally.
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