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Abstract—A novel algorithm, the immune genetic algorithm the capability of meeting an actual situation, so that some
(IGA), is proposed based on the theory of immunity in biology torpidity appears when solving problems, which is conducive
"t\‘/’vho'cztggz',”'i/) C:”VS;L%?:]Z tﬁ)nn w:rr]gugc)e gﬁﬁ:ﬁ;‘q’; r?eCC;éPepc“tisgnedl gﬁ& to the universality of the algorithm but neglects the assistant
proves theoretically convergent with probability 1. Strategies funct|on'of the 'Characte.rlstlcs or 'F”OW'edQe- Th‘? IOSS_ due to
and methods of selecting vaccines and constructing an immune the negligence is sometimes considerable in dealing with some
operator are also given. IGA is illustrated to be able to restrain complex problems. It is also realized from practice that only
the degenerate phenomenon effectively during the evolutionary ysing GA or other evolutionary algorithms is far deficient for
process with examples of TSP, and can improve the searching gjmy|ating the ability of human beings to deal with problems.
ability and adaptability, greatly increase the converging speed. Therefore, the demand for deep mining and exploiting the

Index Terms—Convergence, genetic algorithm, immune genetic jntelligence resource of the humanity is very urgent. In view
algorithm, immunity, TSP. of the above, it is a perpetual theme in the research field of

evolutionary algorithms and even intelligent computation to
. INTRODUCTION further learn, develop and utilize the human intelligence.

URING the last three decades, there has been a growi(p Based on the consideration above, this paper aims at the con-

interest in alaorithms which relv on analogies to nat-egpt of immunity into the canonical GA. On condition of pre-
=l bhenomena 3 ch as evolution yhered't a%d i n.éﬁrving GA's advantages, it utilizes some characteristics and
ural-p u volution, . immuni owledge in the pending problems for restraining the degen-

;h ?)riethmrﬁ;gg?cera?:iig??ri\éfle){stpirsgel gﬁ;gu;?rzrﬂﬁe (t;a\ TStive phenomena during evolution, so as to improve the al-
9 P ) 9 9 ( arithmic efficiency. This novel algorithm is presently called

belongs to one category of these best known algorithms, wh immune genetic algorithm (IGA). This paper also presents

b?g'”’."”gs can be traced back_to the_ early 19505 w hen Sev?tgabetailed steps, proves the global convergence and shows the
biologists used computers for simulations of biological syste ?rategies of selecting immune vaccines and the methods of con-

[113'730\’\/5;/?’ Ltjh? WO!’:( d?n’\i. 'E.the Iat(; 19§]°Sd"?‘”dghe e]:':lr ructing an immune operator. Examples of TSP show that IGA
s at the Lniversity ot Michigan under the GIreéction ot Jo only feasible but also effective.

Holland led to GA as it is known today [2]. With the characteris-
tics of easier application, greater robustness, and better parallel

processing than most classical methods of optimization, GA THEIMMUNE GENETIC ALGORITHM AND ITS CONVERGENCE
has been widely used for combinatorial optimization [3], [4]a The Immune Genetic Algorithm

structural designing [5], machine learning rule-based classifier , o )
systems [6], [7], and other engineering problems [8]-[10]. . The aim of Ieadlng immune concepts and mgthods mtq GA
It is well known that GA pertains to searching alS theoretically to utilize the locally characteristic information

gorithms with an iteration of generation-and-test. Twipr seeking the ways and means of finding the optimal solution

operators—crossover and mutation—give each individual th&en dealing with difficult problems. To be exact, it utilizes the
chance of optimization and ensure the evolutionary tenderl@f@! information to intervene in the globally parallel process
with the selection mechanism of survival of the fittest. GA alsand restrain or avoid repetltlve_ and us_eless work during the
proves to be convergent under the condition of maintaining tH@UrSe: S0 as to overcome the blindness in action of the crossover
best individual found over time after selection [11]. Becaugd'd mutation. During the actual operation, IGA refrains the de-
the two genetic operators make individuals change randonfi§nerative phenomena arising from the evolutionary process,
and indirectly during the whole process, they not only giv@_us makmg_the fltn:_es_s of populatlo_n increase steadily. Be_cause
the individuals the evolutionary chance but also cause cert&jiiS COUrse is very similar to that of immune phenomenon in na-

degeneracy. In some cases, these degenerative phenomeni/&d12]. the algorithm based on the above idea is named the
very obvious. On the other hand, there are many basic aie® [OF the purpose of simplicity and direct-perception.
To be more exact, the idea of immunity is mainly realized

obvious characteristics or knowledge in a pending problem.

However the crossover and mutation operators in GA [adRrough two steps based on reasonably selecting vaccines, i.e.,
a vaccination and an immune selection, of which the former

_ _ _ , is used for raising fitness and the latter is for preventing the
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Firstly, if the information on each gene bit of an individgak

wrong, i.e., each bit of it is different from that of the optimal

one, then the probability of transforming framto ¥ is 0. Sec- Ranigi:t;gﬁ‘:ﬁon

ondly, if the information on each gene bit ofis right, i.e.,z

is the optimal one, then the probability of transforming from

to z is 1. Suppose a population és= (1,22, -, Zpn,), and

then the vaccination on means the operation carried out on

ne, = an individuals which are selected fromin proportion

asa. A vaccine is abstracted from the prior knowledge of the —»| _Results

pending problem, whose information amount and validity play

an important role in the performance of the algorithm. @i@
2) The Immune SelectionThis operation is accomplished and Mutation

by the following two steps. The first one is the immune test, i.e.,

testing the antibodies. If the fitness is smaller than that of the l

parent, which means serious degeneration must have happened | Perform Vaccination | The

in the process of crossover or mutation, then instead of the in- : g“mune

dividual the parent will participate in the next competition; the [ Perform Immune Selection | Operator

second one is the annealing selection [13], i.e., selecting an in- v

dividual z; in the present offspring’;, = (z1 - - - z,,) tojoinin | Perform Reproduction 1

the new parents with the probability below

_____,l

Evaluate Fitness of Each
Individual in Population

Termination Designate
Criterion

Satisfied ?

Perform Crossover

Fig. 1. Flowchart of IGA.

ef(l‘i)/Tk
P(QZZ) = o (1) . . . .
Z of @)/ T The transformation of the states in the algorithm is shown at the
— bottom of the page, where the transformation of the states from

Ay to Dy, constitutes a Markov chain, while the statg, ; isre-
where f(x;) is the fitness of the individuat; and {Tx } is the lated to each of the former states. However, the random process
temperature-controlled series approaching 0. {Axlk = 1,2, .-} is still a Markov process. Suppose thiafis

Algorithm 1: The immune genetic algorithm a searching space, namely the space in which all the individuals
1) Create initial random populatio; are included, and we consider the population with the sizg of

2) Abstract . ding to the prior knowled as a point in the state spae= X"°, in which each coordinate
) Abstract vaccines accoring fo the prior knowledge. Iis an individual inX. SupposéS| indicates the number of the
3) If the current population contains the optimal individual

hen th halts: : , States inS; s; € S (i =1,2,---,|5]) expresses; is a certain
then the course halts; or else, continues. state inS; s; C s; shows an inclusive relationship whenand

4) Perform crossover on thigh parentA,. and obtain the . 4re poth the subsets it; V; suggests that a random variable

resultsBe. _ V is justin the state; of thekth generation, and is the fitness
5) Perform mutation oB; and obtainCy. function onX. Let
6) Perform vaccination of;, and obtainDy,.
7) Perform immune selection of;, and obtain the next S* = {z € X|f(z) = max f(z;)} )

parent4;.1, and then go to 3).

We can refer t(.) the flowchart shown in Fig. 1 about th nd then the convergence of the algorithm can be defined as
course of executing the above algorithm, and the speci Glows:
contents about the immune operation will be discussed in detaibefiﬁition 1: For any initial distribution, if the following

in Section lil. equation holds:

B. The Convergence of IGA lim Z P{AL} =1 3)
Given that the size of a populationig, which is the same ANy

as the size of the initial population, the encoding of an indi-

vidual results in thé-bit g-scale code. The crossover is carriethen the algorithm is convergent.

out by choosing either one point or multipoints. Mutation is per- This definition of the convergence means that if the algorithm

formed on each gene bit independently with probabilty;, isimplemented for an enough iteration, then the probability that

after which the probability of being in any other statéjg — 1. the population contains the optimal individual will verge on 1.

Crossover Mutation

Vaccination I'mmune Selection
, Vaccination p

k — Ak+1
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So the definition shown above is usually called the convergence
with probability 1.

Theorem 1: The immune genetic algorithm is convergent
with probability 1.

The proof appears in Appendix A. It is necessary to point out
that if the immune operator is cut off from this algorithm, then it
can be proved that IGA does not converge to the global optimal
individual [11], or it is strongly nhonconvergent [13].

lll. AN IMMUNE OPERATOR ! ) i
Fig. 2. Sketch map of the mechanism of a vaccine.

A. Mechanism of an Immune Operator

In IGA, an immune operator is composed of two operation8f vaccination and shows the allowance and robustness in elim-
a vaccination and an immune selection, and it utilizes vaccin@gting its negative influence.
to intervene aptly in the variation of genes in individual chromo- ) )
some. During the actual operation, a detailed analysis is firsfly Example of Selecting a Vaccine
carried out on the pending problem, and at the same time, adNow in what follows we discuss a general strategy for se-
many basic characteristics of the problem as possible oughtdoting vaccines with an example of TSP.
be found. Then, the characteristics are abstracted to be a schemay Analyzing the pending problem and collecting the char-
Fina”y, the schema is made the basis for the immune operator to acteristic information: In view of the genera| know|edge
generate new individuals. Here it is necessary to note that there of humanS, when a person is going to travel from one

is usually not only one characteristic in a certain problem, that ¢ty to another, the first target to be selected is the city
is to say, there may not be only one vaccine. Therefore, during  to which the distance from the present one is the shortest
the course of vaccination, the injection can be carried out by  among all the candidate cities. If the current target is just
either selecting any vaccine randomly or getting them together  the city visited last time, then the target changes to the city
according to a certain logic relationship. On the other hand, a  to which the distance from the present one is the shortest
vaccine can be regarded as an estimation on some genes of the ¢ity among all the candidate cities but the visited one, and
optimal individualz ..., and the accuracy of this estimation de- so on. This idea cannot act as the answer to the global
pends on the further test in the subsequent immune selection. problem, and however, it may act as a strategy for a small
Thus it can be seen that the correctness of selecting a vaccine problem such as one only relating to three or four cities.

plays an important role in the operational efficiency. However,  jth regard to the global problem, the latter belongs to a
the accuracy and the quality of vaccines selected only affectthe  |gcalized one.

functions of the vaccination, and would not influence the con- Based on the consideration above and as to the char-
vergence of the algorithm that is ensured by the immune selec-  acteristics of TSP, the final answer, i.e., the optimal en-
tion in the final analysis. tire path, must includes (actually to a great extent) the

We can find out the influence of correct selection of a vac- sub-paths which are the shortest between every two cities.
cine on the functions of the vaccination with a Straightforward This characteristic is not 0n|y one ofthe properties of TSP,
example. Given that the encoding of a pending problem is bi-  pyt also can be used as the information or knowledge for
nary with n bits, it can form a space wiff pending solutions. dealing with the problem. So it may act as an approach to
If we could define the gene of a certain bit by analyzing the abstracting vaccines.

prOblem, then the population with this gene will centralize in 2) Producing vaccines according to the characteristic in-
the half space in which the Optlmal individual is forecast, and formation: Suppose&lj is the nearest CIW to the C|ty
therefore the searching efficiency will be improved greatly. On 4, among all its candidate cities, and the two cities

the contrary, if our estimation is wrong, then the vaccination  are not joined together but in two sections of a certain
will hold back the searching actions, and even exert a negative  path such ast; ;—A;,—A4,,; and Aj 1 —A—Aj 1,

influence. Although the influence can be offset by continuing which is shown as the solid lines in Fig. 2. Then the

immune selection, the searching efficiency of the algorithm will current path is

be affected, however, and the algorithm now is also convergent.

Then we can have a look at the actions taken by the immuqe:{AO,"',Ai—l,Ai,Ai+1,"',Aj—l,Aj,Aj-i—l,'",AN},

selection during running the algorithm in the following.
Theorem 2: Under the immune selection, if the vaccination

. o ) : whose corresponding length is
makes the fitness of an individual vaccinated higher than the

average fitness of the current population, then the schema with i1 j—2 N
which the vaccine is corresponding will be diffused at an indexp,. — Z ap +a; + Z ax+aj_1 +a;+ Z ar. (4)
level in the population. Or else, it will be restrained or be atten- =1 k—it1 =y +1

uated at the index level.
The proof is shown in Appendix B. It can be seen from this If the condition of immune probability’; is satisfied, as to
theorem that the immune selection can improve the advantagfes city A;, the immune operator regards its neighdgras the
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next target city, then the original path will be changed as follows Algorithm 2: 1GA with self-adaptive abstracting vaccines
and shown as the dotted lines in Fig. 2:
Begin:
me ={Ao, -, Aim1, Aiy Aj, Aigr, - A1, Ajr k=0
AN While (Conditions = True)
' azpnmal = Statistics’(aui =1,---,n);
optimal .
={hj = a"™"j = 1,2,---,m};
Crossoverak = Crossover(ak) t=1,-,m;
N Mutation: ai, = Mutation(al),i =1, ,n;
Zak+ll+12+ Z a+ls+ Y ap. Fori = 1ton
k=i+1 —J+1 |f {PL’} = Tl‘ue
J = Random( );
Becaused; is the city among all the candidate cities to which ~ Vaccination:ay, , = Vaceine(aj, hy);
the distance from the cityi; is the shortest, and in the triangle ~ Immune test: |faH v < ai_y. thenal =al_.;

and the corresponding length is

constituted byd;—A;—A;; 1, [; must be either the shortest or Elsea;, = @y ko
the sub-shortest side (in the latter casenust be the shortest Annealing selectiony+1 = S(Ax);
one, and ifa; < [y, then the nearest city from which; is E=k+1,

away isA;11 instead ofA;). The relationship among;, A; End

and A;; is not certain to be suitable fot;_,, A; andA;;.

Therefore in most cases, the quantity of reduction frgmy, + The halting condition of the algorithm above can be either the
a; to I3 is greater than that of increase framto {; + l,. Then maximal iterative number or the maximal number of the statis-

the following relation holds: tics of the quasioptimal fitness that remains steady. It is neces-
sary to point out that the probability of immunization should not
P(Dy. < Dy)> P(D. > D) (6) betoo large to affect the genetic diversity, or else, once vaccines

are not selected correctly, the immunization will delay the evo-

where P(A) is the probability that a facl occurs. lution process.

The above adjustment is just the process by which the
immune operator takes effect on TSP based on a cer-
tain vaccine. The statistics of all the connections betweé@n The Solution to TSP with IGA

every city and its nelghbor constructs a series of vaccinesitsp was documented as early as 1759 by Euler whose in-
H = {h;lj = 1,2,---,m} (m is the number of candidate (grest was in solving the knights’ tour problem. The terav-
cities). eling salesmawas first used in a German book written by a vet-
By the way, in the knapsack problem, we can regard the indiran traveling salesman in 1932 [14]. TSP was later proved to
viduals with a high value per weight ratio as a kind of vaccinege Np-hard and it is very difficult to gain a solution with normal
algorithms. In recent years, there have been many results about
C. An IGA with Self-Adaptive Selecting Vaccines TSP based on evolutionary algorithms [15], [16]. To a certain
In most cases of dealing with some problems, it is difficuxtent, it is considered as an indirect criterion among the intel-
to abstract the characteristic information of them because Wgent algorithms. TSP is described as searching a permutation
know little about the priori knowledge. On the other hand, th@f integersm = {p1, p2,---p, } which satisfies the following
work of searching the local scheme used for the global sofgguation:
tion makes the workload increase greatly and the efficiency de-

IV. SIMULATIONS

crease, so that the value of this work is lost. At this time, we n—1l n
can abstract information from genes of the present optimal i = »_ d(p, pi1) + d(pn,p1) =lim | > d(pi,p;)
dividual to make vaccines during the evolutionary process. The i=1 i,g=1

whole algorithm with self-adaptive abstracting vaccines is ex- 7

pressed as follows. (7)

For the purpose of convenient expression, we first give SORiered( 4, B) means the distance between the cities with the
specific symbols. Supposs; ,, is a middle individual produced names of4 and B, respectively, ang; is the name of theth
by vaccinating on théth individual of thekth generationP;- city in the entire path.
is the probability of vaccinationvaccine(az,, ;) suggests the 1) The coding and the fitness function: In order to make the
operation of altering some genes of an |nd|V|dw§llaccord|ng coding easy and clear, we take the permutation of the
to the schema,;. » andm are the size of the population and the order of visiting the cities for the coding of TSP and re-
number of genes, respectiveRandontm) means generating gard the following equation as the fitness function
randomly an arbitrary positive integer between 1 andThen
the process of selecting self-adaptive vaccines and immune evo- (76.5 x L x v/N)
lution can be shown as follows: fmi) = D, (®)
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Comparison between GA and IGA about the variation of the fitness with iteration (a) with canonical GA and (b) with IGA.

whereL means the side of the smallest square which can 80 " " "

contain all the cities)V is the number of cities ané).., QD :8 oe%o

is the length of the path in the current permutation. 60

The crossover and the mutation operators: In simulations, A %@

the two-point crossover is used in principle, whose posi- w0 %o g £ %—o’o

tions are selected randomly (so one-point crossover may 20 e®© %\gf QQO o

occur during the actual implementation). A novel method @f @—@?D

of only altering the partial path is adopted in mutation, @

based on evaluating the inheritance to the characteristic 0 20 40 60 80

of genotypes in the genetic individuals and the diversifi- X- coordinate

cation of characteristics necessary for further evolution. _ _

One part of the entire path is selected every time, whoE8: 4. Vaccines used for the 75-city TSP.

beginning and end are defined in accordance with the re-

sults of evaluation. The mode of exchangingiymesis GA are the same as those in IGA and the selection is the pro-

adopted in actual operation, withcalculated as follows: portional selection based on fitness. A comparison between the
canonical GA and IGA about the variation of the fitness with

n = [N/M + exp(—aK)] (9) 9generations is shown in Fig. 3. IGA finds the final best solution

which is the same as that by Fogel [16] with the length 549.180

whereN is the number of the citied/ means the number @nd the fitness 96.5 after 960 generations in 215.892 s(the av-

of sub-pathsk suggests the number of generations arffage for 20 times and with Pentium 266) while GA finds it after

o is a constant denoting the variationsofvith . 3550 generations in 541.182 s. All the vaccines used in IGA are

The immune operator: We first adopt the idea shown #10Wn in Fig. 4. Here, itis necessary to point out that the vacci-

Section I1I-B to select vaccines. Then, after every genetitation and immunization operators create an overhead in com-

operation, we select some individuals for vaccination iRuting time, so the duration for a generation in IGA is a litter

accordance with the immune probability, after which thnger than that in GA. However, the whole efficiency of IGA

immune test is to be continued to test the individual vad$ Still superior to that of GA. _ _

cinated. If the fitness rises, then go to the next operation; ThenGrotschel’sd42-city TSP is also solved with canonical

or else make the parent take part in the competition of S8A and IGA, respectively, by the method similar to that de-

lection instead of the offspring. During the selection, thécribed above. This time, we use evolutionary programming for

probability of the individual in offspring to be selected igbstracting vaccines based on the idea as in Section llI-B. With
calculated according to (1). iteration by 70 times, we can gain the vaccines as in Fig. 6(a).

Y- coordinate

In the actual test, the 75-city TSP is firstly adopted, where tifeCOmparison between GA and IGA about the variation of the
annealing temperatutE in the immune selection is calculatedPtimal and the average fitness among individuals in offspring
as follows: with generations is shown in Fig. 5 (the length of the optimal

path is 5154.1 and the corresponding fitness is 124.8187, and
it can be seen from this figure that GA finds the optimal solu-
tion at about the 28 000th generation while IS at the 3900th), in
which the final optimal path is as shown in Fig. 6. From Fig. 5,

T,
T, =In <?° + 1) . Ty =100 (10)

wherek is the evolutionary generations. With the basic parant-can be found that IGA is conducive to raising the searching
eters fixed, TSP is solved with GA which maintains the besfficiency and restraining degradation in the later stage of the
individual found over time after selection [11] and IGA, respe@volutionary process with GA, thus increasing the convergent
tively, in which the crossover and mutation used in canonicgpeed to some extent.
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Fig. 6. Solution taGrétschel's442-city TSP (a) vaccines and (b) the optimal path.

B. Application in Function Optimization 20

In what follows, we may also examine the searching abilit 16
of IGA with an example of function optimization:
1

()

(z —0.16)2 + 0.1

16

14

Flz) =10+ (11)

where the variation of the function with the independent variab .

2 in (0,1) is shown in Fig. 7. Our purpose is to seaigh,.. in
(0,1) which satisfies the following inequality:

12)

f(xmax) > f(-’IZ'), Vage (0, 1)

For the convenience of comparison between IGA and GA, v
adopt a unified coding for the problem as follows:

1
Tk

2 3 4

Fig. 7.

0.1

Function curve on (0,1].

In the actual test, we let the size of population be five for

wherexi (4 = 1,2,3,4) is an integer in [0,9] which expressesconvenient observation, the fithess function be just the original

the jth gene of the:th individual.

function and the halt condition be the maximum iteration (i.e.,
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Fig. 8. Process of accepting a self-adaptive vaccine. Curves of thgy g process of accepting an error vaccing = 5. Curves of the
evolutionary process based on GA and IGA (@) distribution of individualgoytionary process based on GA and IGA (a) distribution of individuals
during the evolutionary process of GA, (b) distribution of individuals duringyring the evolutionary process of GA, (b) distribution of individuals during
the evolutionary process of IGA, (c) comparison in the optimal fitness betwegq), eyo|utionary process of IGA, (c) comparison in the optimal fitness between
GA and IGA, and (d) comparison in the average fitness between GA and IGAa and IGA, and (d) comparison in the average fitness between GA and IGA.
—— The curve of IGA; —— The curve of GA. — The curve of IGA: —— The curve of GA.

100). In the first group, we generate randomly 20 initial PORyoyId not affect the convergence. On the other hand, the im-
ulations, produce vaccines with the algorithm of self-adaptiygne selection can restrain the schema with low fitness and
selecting vaccines as shown in Section IlI-C, and observe in %\?engthen the high one, so it is the basis for ensuring the al-
fO”OWing fOUI’ aspects: gonthm Convergence'

1) The distribution of the individuals during evolution with
no vaccination (i.e., the process of GA). V. CONCLUSION

2) The _dist_ributi_on of the individuals during evolution Wi_t_h Anovel global parallel algorithm, the IGA, combining the im-
vaccination (i.e., the process of IGA and the probability, ;e mechanism and the evolutionary mechanism is proposed,
of vaccinationis 0.5). , _ whose global convergence is proved, and the strategies of con-

3) The vanf':\tlon of the optimal fitness with the reF’rc’dUCt'ogtructing an immune operator are also given in this paper. The
of offspring. _ _ _theoretical analysis and simulations of the TSP show that IGA

4) The variation of the average fitness with the reproductiqq )+ o1y feasible but also effective and is conducive to alle-
of offspring. viating the degeneration phenomenon in the original GA, thus

The results by 20 times vary in detail in the above ways, bgteatly increasing the converging speed.

the whole tendency is identical. One of the results is shown
in Fig. 8, where IGA finds the globe optimuy («)max =
19.8949; xoprimar = 0.1275) after 12 iterations, while GA only

finds the local optimun{ f(z) = 19.8903; x = 0.1273) after
53 iterations. Proof of Theorem 1:Givens; = (x1, " ,&n,) € S

In the second group, we generate randomly another 20 init¥ld /(si) = (f(21),---, f(xn,)), if the first nonzero part of
populations. This time, we adopt an error vaccine, k.= 5, 4 (%) = f(s;) Of f(si) — f(s;) is positive, then we consider

and also make observations in the above four ways. One %= S;- In addition, we supposé = {i[s; > s;,Vs; € S}.

the results is shown in Fig. 9, where IGA finds the globe op-"°™ the definition of 2,"if ¢ € I, thens; = (21, -+, 2,)

timum after 92 iterations, while GA only finds the local opSatisfies

timum (f(x) = 19.8797; z = 0.1284) after 67 iterations. From

APPENDIX A
PROOF OFTHEOREM 1

Fig. 9(b), we can see that if the vaccine is selected incorrectly, flan) = fxo) = --- = flwn,) = X f(z) (A1)
then it may be restrained step by step and the population will
approach the schema with a high fitness. s0,s; N S* # § (in facts; C S*). Here we defingf* =

In a word, the correct selection of a vaccine plays a most imax,c x f(x) andp; = min{| f(z;) — f(z;)||=:,z; € X and
portant role in executing the algorithm, but how it is selectef{x;) # f(z;)}.
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Given thatg;; (k) is the probability of transformation for one where P{D¢{/C¢} is the probability of transforming
step in Markov proces§Ay |k = 1,2,---}, then from s, into s, through vaccination and ought to be
not less thar(")/(*). P{C¢/B.} is the probability

151 y o from s, into s, through mutation and should be equal
gij (k)= P{Ak-l—l } Z P{Dy /AZ} P{Ak+1/A§ch}- to II°_, [(Pn/q — DM (1 — P,)'~"], whereh; is
d=1 the number of mutating genes in the individuals;.
Supposep; = [min(Py,1 — Py)/(g — DI™*, and
Suppose thab;, has transformed int&’;, after the immune test, then P{C{/By} > p2.P{By/A;} s the probability
and then from s; into Sb through crossover and should satisfy
si?l P{B!/Ai} = 1. Then from (A7)

(A2)

P{AL L /4D

5 POz (1) (). o
=5" P{A}  ES/AiDY ’ °
Z { A1 Ee/AD} Since
ISI 15|
=Y PAE/ADINP{AL JADIE). (A3)  Pa], /AiD{}=Y" P{E;/A,D{}P{A], /AiD{E;}
e=1 e=1
7 1 d pd
)If ¢ €¢ Tandj ¢ I, thenVY =z € s;, and from >P{Ek/A Dk}P{A +1/A DiEiY,
(Al), f(z) = f*. Sincej ¢ I,3xo € s;, such that (A9)

f(zg) < f*, then (see (A4) at the bottom of the page)

It is clear thate;, — 0 (k — o). By noticing and by (A1)

¥ P{Eg/ALDE) = 1 andsl P{DY/ALY = 1, PAL, JALDIED

from (A2) and (A3), the foIIowmg holds no no
5] = H |f3xp( (xm)/Tk)/ Z

gi(k) < Y PLDY/A m=tane e
= [S] : eXp(f(xm)/Tk
-(mZPwmmm»wk(%) o .
! > ] leXp( F*/Th) 3

m=1,r,,€s; m=1,2,,Esq

i) If ¢ € Tandj € I, given thatsy = (z1,22, -, Zn,y)

and the number of digits in the sétu| f(z,,,) = f*}is " 1
ng, and lettingS* = {s4|s; C sq4, andng > n,}, then - e[/ | = oo’ (A10)
from (A2)
‘ By noticing P{E¢/Ai D¢} > (7¢)/(™), and from
gii(k) 2 > P{Dy/AYP{A;,, /ALDiY. (A6) (A9), we can obtain et e
s4€S51

P{A;, +1/A7

ny <ZZ)/<ZZ)- (AL1)

‘ EIE] By substituting (A8) and (Al11) into (A6)
P{D{/A} =) Y P{BL/AYP{C/BP{D]/C}

e sz X ()| () /()]

By the C-K equation

2 Z P{BL/ALYP{CY/BLYP{DE/C) e 2
(A7) >p2/ln6‘0 <ZZ> ] 2 0. (A12)
P{A; -1-1/AZ DYE} = €=1,§;esj exp (f(xm)/Tx) €=1;€SF exp(f(@m)/Ti)| s; C se
N the other
: % - ﬂi exp(=(f7 = fleo))/Th) ni exp(—p1/Ti) < er. (A4)
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iii) By expressingP{A%} asPy (i), P < Yigr Pr(i), from
the property of Markov chain, we can get

IS
Pry1 = Z Z Pe(i)gi; (k)
i=L jT
= Z Z Pr(i)gi; (k) +Z Z Pr(1)gi; (k).
ol ojel gl gl
(A13)
Since
ST Puli)gi (k) + Y > Puli)gii(k)
gl Gl igl jel
=" R() =" (A14)
il
DD Pugii(k) =P =Y Y Pli)gii(k)
igl gl igl 5l
(A15)

by drawing (A15) into (A13), and from (A5) and (A12),

Pk+1 < B, — poPk + |S|Ek Letl — po = /3 and
|S|Ek = 6. Theno < /3 < 1,6 — 0 (/f — OO),
and P41 < P, + 6. Furthermorey kg,

Prosrt1 SBProyr + Orotr
< B2 Prytimt + Brgtr—1 + Srg-ta
< B2 Pryii—2 + B2 8kyt1—2 + By +1—1 + Skg 1
< B Pt + B G

+ B0k 4r—1 + Oroih- (A16)

Sinceér, — 0,V e > 0,3Ny, such thatifey > N; and
Ok, < €, from (A16)

1_/3k k £
< v —_—.
1/ <p PJ\1+1+1_/3
(A17)

k
Priyiyr £8Py +e

Since0 < B < 1,3N,, such that if& >
NQ,ﬁkPNl_HL < e LetN = Ny + Ny + 1, and
if n > N, then

£
Tﬁ:€<1

Thereforelim,, ... P, = 0, and then

1
P, = PN1+Nz+1 e+ + —> ) (A18)

1-3

1> lim Z Py.(i)
k—oo simS 20
> i (i)=1— 1 =1,
> lim > Bi)=1 lim P=1. (A19)

i€l
Solimk_wo ESiﬂS*#w Pk('[,) = 1.
APPENDIX B

PROOF OFTHEOREM 2

Proof: SupposeA(k) = {aili = 1,2,---,n} is thekth
population, in whicha, is thesth individual andn is the size
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of it. The selecting probability’(a},) of the individuala?, is
calculated with the (1), i.e.,

; ef(@i)/ T el kAL Ty
P(ak) - =
Z el @i/ Tk Z ef @)/ Tk
=1 =1
F1/ Tk .
c k/ Tk . eAfi/Tk (AZO)

3 ef @)/
=1

where f, suggests the average fitness of ttd population
A(k), andAf} is the difference between the fitnegéat,) of

the individuala;, and f,.. Because the probability of selecting
an individual is calculated only according to its fitness, the av-
erage fitness is usually regarded to be corresponding with the
average of the probabilities. Suppose the average probability of
the current population ig,,, and then the equation above can be
simplified as follows:

Plai) = py - 00

(A21)

Given that the schema with which a vaccine is corresponding
is H, the number of the individuals vaccinatéta’, , is
m(H, k). For the convenience of discussion, suppose the
difference, A f;, between the fitness of an individual vacci-
nated and the average remains constant starting fronktthe
generation, then the number of individuals vaccinated of the
next generation is

m(H,k)
m(HE+1)= 3 Plaky)/m, = m(H,E) - /7
=1

(A22)

The rest may be reduced by analogy, and the number of individ-
uals afterl generations will be

m(H,k+1) =m(H,k+1—1) . e>e/Tk
= . = m(H, k)AL (A23)
If the vaccination makes the fitness of an individual vacci-
nated higher than the average fitness of the current population,
thenAf;, > 0, ande®®/T¢ > 1. From the equation above,
it can be seen that the number of the individuals vaccinated in
the population will increase at an index level, which also means
that the schema with which the vaccine is corresponding will
be diffused at the same level. On the other hand, there would
be two possibilities. If the fitness of the individual vaccinated
is not increased, and even is not higher than that of its parent,
then the individual vaccinated will be substituted by its parent
through the immune test in the immune selection, and therefore
the schema with which the vaccine is corresponding will be re-
strained. If the fitness of the individual vaccinated is higher than
that of its parent, but lower than the average fitness of the current
population, which means the positive role of the vaccine is not
evident, them\ f, < 0, ande®/+*/Tx < 1, so that the number
of the schema will be attenuated at an index level. O
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