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ABSTRACT A massive use of social media platforms such as Twitter and Facebook by omnifarious
organizations has increased the critical individual feedback on the situation, events, products, and services.
However, sentiment classification plays an important role in the user’s feedback evaluation. At present,
deep learning such as long short-term memory (LSTM), gated recurrent unit (GRU), bidirectionally long
short-termmemory (BiLSTM) or convolutional neural network (CNN) are prevalently preferred in sentiment
classification. Moreover, word embedding such as Word2Vec and FastText is closely examined in text for
mapping closely related to the vectors of real numbers. However, both deep learning and word embedding
methods have strengths and weaknesses. Combining the strengths of the deep learning models with that of
word embedding is the key to high-performance sentiment classification in the field of natural language
processing (NLP). In the present study, we propose a novel hybrid deep learning model that strategically
combines different word embedding (Word2Vec, FastText, character-level embedding) with different deep
learning methods (LSTM, GRU, BiLSTM, CNN). The proposed model extracts features of different deep
learning methods of word embedding, combines these features and classifies texts in terms of sentiment.
To verify the performance of the proposed model, several deep learning models called basic models were
created to perform series of experiments. By comparing, the performance of the proposed model with that
of past studies, the proposed model offers better sentiment classification performance.

INDEX TERMS Sentiment classification, Turkish tweets analysis, hybrid model, word embedding, deep
learning, LSTM, CNN.

I. INTRODUCTION

Human by nature communicates with one another. In the
entire human history, communication has been an important
element to solve problems and enhance social engagement.
However, present-day communication has changed drasti-
cally when compared with the olden days’ communication.
At present, social media has become an important commu-
nication tool, used by almost all segments of society [1].
Facebook, Twitter, Instagram, and YouTube are the leading
social media applications. However, Twitter comprises of
personal blog features that allow instant sharing among users.
Individual users, institutions or organizations use Twitter
to communicate and to make important decisions. In this
respect, Twitter facilitates interactions between users and
institutions or organizations.
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The wide use of social media offers opportunities for
people to take a feedback on situations, events, products
and services [2]. These feedbacks are often based on users’
experience, which may be positive or negative opinions on
products or services. Identifying negative user opinions is
critical to the growth of the organizations [3]. These opinions
will help organizations to improve their products and ser-
vices, thereby assisting them to earn more profit. Therefore,
it is important to evaluate user feedback collected from social
media and websites. Sentiment analysis is effective in reveal-
ing the users’ opinions (positive, negative, or neutral) about
a product or service through text data [1], [4]. The biggest
advantage of sentiment analysis is to evaluate the comments
shared by users on product or service providers. In sentiment
analysis, the sub-processes in Figure 1 are carried out by ana-
lyzing the user contents shared with the help of social media.

From past studies on sentiment analysis, deep learning
is presently preferred to machine learning algorithms such
as Naive Bayes, Support Vector Machines (SVM), Decision
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FIGURE 1. Basic steps of sentiment analysis on social media.

Trees, Random Forests, frequently used for classification [4].
Convolutional neural networks (CNNs) and recurrent neu-
ral networks (RNNs) are the pioneer of deep learning for
sentiment classification. In the present day, deep learning
is better than machine learning in sentiment analysis prob-
lems owing to huge datasets and low cost of mass produc-
tion of powerful Graphics Processing Unit (GPU) cards [5].
In many text classification problems, compatibility between
the methods to represent texts and their algorithms is signif-
icant. With the help of a good text representation and clas-
sification algorithm, it is possible to offer high performing
classification.
Each deep learning method is characterized by a spe-

cific feature, used actively to solve a specific problem or
to analyze datasets. On the other hand, the text represen-
tation that converts texts to numerical format has also its
strengths and weaknesses. The combination of the optimal
text representation and the optimal deep learning for the
sentiment analysis (i.e., the sentiment classification problem)
is important for solving problems and achieving high accu-
racy. Extracting features from text-based data using different
methods contributes to classification performance. Every text
representation method (i.e., word embedding, character-level
embedding) may be incomplete in the numerical representa-
tion of user’s sentiment. In line with this problem, we aim to
combine the power of different text representations methods
and different deep learning models. We propose a new hybrid
deep learningmodel that uses different representations of data
and different deep learning model to analyze a dataset from
Turkish Twitter messages. Two different strategies were fol-
lowed in the text data representation, and two different deep
learningmethods were usedwith the classification phase. The
outcome of the experiments shows that the proposed method
offers better classification performance compared with previ-
ous studies’ performances on the dataset. In addition, many
classification experiments have been performed to indicate
the effectiveness of the proposedmethod. This study provides
the following contributions:

• A roadmap is presented to embedding Turkish text
datasets.

• Deep learning methods with different characters were
used for text classification. The classification perfor-
mance is increased based on this combined usage.

• A new hybrid model is proposed that combines dif-
ferent text representations and deep learning methods.
High classification success has been achieved since the
proposed model extracts better features and different
approaches from the dataset.

• Many experiments are performed to confirm the perfor-
mance of the proposed model, and this is compared with
the methods in the literature.

The rest of the paper is organized as follows: In Section II,
previous studies on hybrid studies are explained in detail.
Section III discusses the fundamentals of deep learning and
metrics of classification performance. Section IV presents
the methodology of the proposed method. Based on the
experimental environment, Section V presents models and
classification results to verify the classification performance
of the proposed model. Section VI concludes the paper and
discusses future work.

II. LITERATURE

Sentiment analysis has been among the top research pri-
orities for many years since this facilitates important user
evaluations in many applications. Within the scope of these
studies, it was seen that better classification performances
were obtained with hybrid algorithms. Within the scope
of these studies, it was discovered that better classifica-
tion performances were obtained using the hybrid algorithm.
Liu et al. [6] combined machine learning with deep learn-
ing to provide better sentiment classification performance.
In their study, the effectiveness of the proposed method is
shown on Turkish and Chinese language datasets. Moreover,
CNN and LSTM based sentiment analysis were carried out
on IMDb comments [7]. In their proposed method, a new
approach for emotion analysis is presented using a large
number of CNN-LSTM layers that are combined with ker-
nels. After applying CNN to the texts, the sequential fea-
tures windows feed the LSTM network directly [8]. This
method allows LSTM to learn long-term dependencies from
higher-order features. Those authors, therefore, combine the
strengths of CNN for extracting local features with LSTM
for discovering the long-dependency of sentiments. In [9],
a new deep learning architecture has been proposed with
hybrid CNNs and BiLSTM (H2CBi) features, which combine
both CNNs and BiLSTM power. They used two different
pre-trained word vectors to obtain different feature vectors
given as input to LSTM. Besides the word embedding fea-
tures, a study [10] has extracted the user and content-based
manual features of the dataset collected from the Chinese
social media, which is known as Sina Weibo. The obtained
features of their study serve as an input to the LSTM net-
work for classification purposes. From their experiments,
it is understood that their proposed hybrid method performs
better than simple LSTM or conventional machine learning.
In contrast, traditional machine learning approaches achieve
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better classification scores than the deep learning models in
Lithuanian languages [11]. The main reason for the success
of machine learning methods is because of the complexity of
the Lithuanian language since it consists of rich vocabulary,
a high number of dialects and difficulty in morphological
analysis. A hybrid approach was proposed on machine learn-
ing [12]. Their hybrid approach consists of combining both
themachine learning using SVM and the semantic orientation
approach.
Another study used BiLSTMs to capture long-term

dependency information from words and position in the sen-
tence [13]. Their proposed hybridmethod combinedBiLSTM
with CNN. By applyingmultichannel CNN to LSTMoutputs,
n-gram features are derived from sentence classification.
Unlike our model, their proposed hybrid model uses BiLSTM
before multichannel convolution layers. Hashida et al. [14]
proposed a model that used multi-channel distributed rep-
resentation, which was a hybrid representation of the word
representation for text data. Two channels are used in the
text representation, one contains word representations and
the second contains the word (noun, verb, adverb, etc.,).
Experiments were performed using real travel tweets to eval-
uate the proposed model, which provided better results than
the model from another study [15]. A similar model like
ours proposed by using two different data representations
together [14]. Moreover, in our model, we simultaneously
used two different deep learning methods together. Using
CNN for feature extraction from word embedding, Zhou
and Long [16] used BiLSTM for the classification stage in
Chinese product reviews. From the experiments, the clas-
sification success that combined CNN with BiLSTM was
better than the basic CNN and BiLSTM classification per-
formance. Instead of using LSTM and CNN consecutively
like in their study, we preferred to use LSTM and CNN in
a parallel manner on different word representations in our
study. In another study [17], a multilevel network of CNN
and LSTM was used for sentiment analysis on the dataset
using the Tibetan social media application. The features were
extracted with the help of the three-layer CNN network.
The obtained features are given as an input to the two-layer
LSTM network. It was observed that the hybrid deep learning
model performed better than CNN and LSTM.Amodel based
on hybrid bidirectional recurrent CNN attention has been
proposed [18]. With the help of Word2Vec and the attention
mechanism, this model effectively combined BiLSTM with
CNN for text classification. In their hybrid model, they used
LSTM, CNN, and attention layers sequentially. In another
hybrid model, Word2Vec embedding was used to represent
the dataset numerically [4]. In the hybrid model created in the
study, while CNN is used for feature extraction, LSTM is used
for the classification of text-based features. It is discovered
that the performance of the proposed model is better than
conventional machine learning techniques and simple deep
learning models.
Furthermore, Kaladevi and Thyagarajah [19] used one

CNN-layer and two-layer stacked LSTM to process

sequentially Indian tweets. In their hybrid studies, the fea-
tures obtained from the CNN layer are given as an input
to the LSTM network. Their study used CNN to extract
features like other hybrid studies. However, our approach
differs from their study since both CNN and BiLSTM for
feature extraction were used. Xu et al. [20] proposed a
hybrid model using a feed-forward artificial neural network
and BiLSTM. In their study, BiLSTM is used for feature
extraction and a feed-forward neural network is used for
the classification phase. In [21], a stack of CNN and LSTM
deep learning methods were used and the best performance
was obtained than other simple methods. In addition, it is
seen that Word2Vec achieves better dataset representation
than Word2Seq. Semantic representations, sentiment-based
representations, and dictionary-based representations used to
encode text [22]. Three attention mechanisms are integrated
with the CNN model to extract sentence features. It was
reported that the proposed CNN models achieved the best
results. Xiao and Cho [23] proposed a hybrid model that
consisted of several CNN layers and one RNN layer to
process the sequence of character. In their study, CNN was
found to be effective in character-level text representations.

When the mentioned studies are evaluated, hybrid deep
learning is carried out on a single data representation such as
Word2Vec, Glove, and character-level embedding. Moreover,
different deep learning methods were used on single data rep-
resentation. Unlike previous studies, instead of representing
texts in a single method, in this study, we propose a novel
hybrid deep learning model that feeds on features derived
from texts, represented by different embedding methods. The
absence of a hybrid study using CNN and LSTM in parallel
on different representations of the data offered a motivation
to carry out this study.

III. BACKGROUND

In this section, the theoretical background of the methods
used in sentiment analysis and text classification problems
is briefly mentioned.

A. DEEP LEARNING METHODS

Deep learning is defined as the representation of data in
multiple and successive layers. The number of layers in deep
learning is an important criterion for representing the depth
of the network. Three main developments have an impact
on the popularity and effectiveness of deep learning, these
include large datasets in training, advancement in hardware
resources to process large data, and improvement in deep
learning models. Thus, the deep learning methods used in the
study are briefly discussed.

1) CONVOLUTIONAL NEURAL NETWORK (CNN)

The convolutional artificial neural network (CNN) is one
of the most important architectures of deep learning, which
is a multi-layered feed-forward neural network model [24].
CNN extracts features according to the spatial principle. The
two-pixel values in images related to each other enhance the

58082 VOLUME 8, 2020



M. U. Salur, I. Aydin: Novel Hybrid Deep Learning Model for Sentiment Classification

classification performance of CNN on the images. Presently,
this network structure is frequently used in text classification
problems [4], [22].

FIGURE 2. Stages of CNN architecture for text classification problems.

Basically, CNN consists of three layers: convolution, pool-
ing, and fully connected layer. Unlike conventional artificial
neural networks, a convolution layer automatically performs
feature extraction and a pooling layer is used for feature
reduction. In Figure 2, a CNN visual representation takes the
text as an input and indicates the relationships between the
layers of a CNN model to determine the class of the text.
In the convolution layer, the feature is extracted from the
image or text with the help of various filters. The intermediate
process is applied between the convolution layer and the pool-
ing layer so that the features are non-linear with the help of the
Rectified Linear Unit activation function. In the pooling layer,
the dimensions of these feature maps are reduced, which
reduces the computational workforce in the subsequent layers
and display the features in the image or text more effectively.
The final layer of the convolutional neural network is in the
form of a classical fully connected artificial neural network.
In this layer, a fully connected structure between the artificial
neurons represents the features of the image/text and the
target class labels. The new text serves as an input to the CNN.
When the training is completed, CNN gives the predictive
class probability [5], [24].

2) LONG SHORT-TERM MEMORY (LSTM)

The RNN is a class of neural networks in which the outputs of
the feed-forward classical artificial neural network are given
as new input to the neurons based on new input values [5].
The output value at any neuron (t + 1) depends on its input
at the moment t . This adds dynamism to the network model.
Assuming there is a relationship between two input values,
this model is defined as a memory network model [25].
In RNN, input data is assumed to be related to each other.
LSTM is also one of the most popular RNN network models,
where the architecture is developed for vanishing gradient
problem. Figure 3 (a) shows the unrolled LSTM in the time
series. Here, wt represents the input value at time t, and ot
represents the output value at time t.

Figure 3 (b) shows the architecture of the LSTM network
node that consists of three basic gates such as the input gate
it , the output gate ot , and the forget gate ft . Whereas the
input gate and output gate represent the data entering and
data leaving the node at time t, respectively. The forgetting

FIGURE 3. Architecture of the standard LSTM memory block.

gate decides the information be forgotten compared to the
previous status information (ht−1) and the current input (xt ).
These three gates decide how to update the current memory
cell ct and the current latency ht values. In an LSTM node,
the relationships between the gates are calculated mathemat-
ically using the following equations [13]:

it = σ (wi. [ht−1, xt ] + bi) (1)

f t = σ (wf . [ht−1, xt ] + bf ) (2)

ot = σ (wo. [ht−1, xt ] + bo) (3)

c′t = tanh(wc. [ht−1, xt ] + bc) (4)

ct = ft ∗ ct−1 + it ∗ ct
′ (5)

ht = ot ∗ tanh(ct ) (6)

The LSTM network architecture processes the representation
vectors of a sentence taking as an input from the first word
to the last word. This involves investigating the relationship
between words from the beginning to the end. The BiLSTM
network, used frequently today, can identify the long-term
relationships between words from the beginning to the end
and from the end to the beginning. The two-way input data
processing creates extra workload calculation. In our study,
LSTM and BiLSTM networks are used for the experiments
of the proposed model.
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TABLE 1. Confusion matrix for a binary classification problem.

3) GATED RECURRENT UNIT (GRU)

The GRU is a widely used RNN network architecture.
In RNN networks, the GRU was developed for the vanishing
gradient problem, similar to the LSTM architecture [26].
However, this offers better performance than LSTM in many
problems other than language modeling. GRU architecture is
simpler than LSTM architecture. While LSTM architecture
has input, output, and forget gate, GRU architecture has reset
gate and update gate. Since GRU calculation is simpler than
LSTM calculation, it performs faster calculations in addition
to lower memory [5].

B. PERFORMANCE METRICS

The measurements obtained from the confusion matrix will
be compared with the classification achievements obtained
from sentiment classification in similar studies, to demon-
strate the accuracy of the method. Accuracy, precision, and
F1 measurement values are obtained from the confusion
matrix. The simple confusion matrix for a two-class classifier
is given in Table 1.
The abbreviations TP (True Positive), FP (False Positive),

FN (False Negative) and TN (True Negative) in the confusion
matrix in Table 1 have the following meanings:

• TP: Number of samples where the predicted class label
is positive, and the actual class label is correct.

• FP:Number of instances where the predicted class label
is positive, and the actual class label is incorrect.

• FN:Number of instances where the predicted class label
is negative, and the actual class label is incorrect.

• TN: Number of samples where the predicted class label
is negative, and the actual class label is correct.

Accuracy, Precision, Recall and F1 measurement are calcu-
lated according to the confusion matrix in Table 1. Calcula-
tion of the accuracy is made according to equation (7).

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(7)

Precision is the total estimate of the class labels accurately
predicted for each class. The precision measure is calculated
using equation (8).

Precision =
TP

TP+ FP
(8)

Recall value is the weighted average of the correct labels,
correctly classified for each class. This value is calculated
according to equation (9).

Recall =
TP

TP+ FN
(9)

Other metrics, F1, is used to combine precision and recall val-
ues in a single measurement. The value of this measurement
is between 0 and 1, and if the classifier correctly classifies
all samples, it takes the value 1. F1 measure is given in
equation (10), and the F1 value is close to 1 for a good
classification success.

F1 =
2 ∗ Precision ∗ Recall

Precision+ Recall
(10)

IV. METHODOLOGY

In this section, we discuss the dataset, the data pre-processing,
the structure of the proposed model, and the motivation in
detail.

A. DATASET

The service quality offered by the Global System for Mobile
Communications (GSM) operators is becoming more impor-
tant daily. In this study, we used a dataset collected from
shared user tweets about a GSM operator in Turkey. The
dataset contains 17,289 Turkish tweets between 2011 and
2017. The tweets have three sentiment classes: positive, nega-
tive, and neutral. Class-based numbers of tweets in the dataset
are given in Figure 4. Since the class distribution of the tweets
is unequal, the dataset has an unbalanced distribution. The
dataset consists of training and testing sets. Thus, we used
training and testing sets in Figure 4 to compare the classifica-
tion success of the proposed model with that of the previous
studies that use the same dataset [27]. A total of 13,832 tweets
was used for the training models, and 3,457 tweets were used
for validation and testing models.

FIGURE 4. Class-based numbers of tweets in the dataset.

B. DATA PRE-PROCESSING

The text-based data produced by the users in the social
media consist of a variety of content, except for alphabetic
characters. However, these contents will not contribute to
the intended work purpose. For example; ‘‘@username’’ will
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FIGURE 5. Data pre-processing steps used in this study.

FIGURE 6. Basic word embedding stages for the mapping of words into
numerical vectors.

not contribute positively or negatively to any post, aiming at
conducting sentiment analysis on Twitter posts. These con-
tents are called noise in text processing problems [28]. Based
on the analysis from the previous studies, many algorithms
increase the classification performance by cleaning textual
data content [29], [30].
Since Twitter allows users to sharemessages of 280 charac-

ters, Twitter datasets often contain semantically compressed
information. To achieve high classification success in clas-
sifying short and dense data, the text pre-processing steps
in Figure 5 were applied to the dataset. The goal of these pre-
processing is to reduce the noisy content to the normal form
before the word-based representation phase. In this study,
we did not perform any pre-processing on the dataset for the
character-level representations, which was a branch of the
proposed hybrid CNNmodel. In Figure 5, we performed pre-
processes steps in the RNN-based classification using Fast-
Text andWord2Vec word representations. This represents the
second branch of the proposed model. In the pre-processing
steps, first, all characters in the dataset were converted to
lowercase. The link information in the dataset is replacedwith
the ‘‘url’’ since the usernames in the dataset do not provide
emotional content of the text, the usernames are replaced
by ‘‘usr’’. In addition, the multiple spaces between words
were reduced to one space. We also removed punctuation,
numbers, and undefined characters in the tweets. Multiple
character repeats, such as ‘‘turkcelllllll’’, frequent in tweets,
have been corrected.We used Zemberek, which is the Turkish
natural language processing (NLP) framework in the pre-
processing phase [31]. We removed words written in other

languages such as English and Ukrainian from the tweets
with the help of Zemberek. In the Twitter ecosystem, users
generally do not write the texts according to the correct
grammar rules, and the contents contain many spelling mis-
takes. We used the Zemberek framework to correct these
spelling mistakes, and we performed many experiments to
evaluate the impact of pre-processing on our dataset. From
the outcome of the experiments, it was observed that the pre-
processing increased the classification performance. Thus,
it is recommended to apply pre-processing for Turkish text
classification problems.

C. PROPOSED HYBRID MODEL

In this section, we discuss the basic structure of the pro-
posed model, motivation, experimental mechanisms, and
approaches to test its effectiveness.

1) CORE IDEA

Text representation plays a critical role in many NLP tasks.
Successful word embedding can facilitate text encoding
and improve classification performance. With this approach,
the dataset can be represented by different methods. The
essence of this study is to increase the classification per-
formance by combining the power of different word repre-
sentations and different deep learning methods. In addition,
CNN and LSTM provide effective performance on differ-
ent data representations. While CNN has the ability to cap-
ture feature extraction in local regions, LSTM can extract
good features from datasets with long-term dependencies
such as natural languages and signals. This facilitates the
successful application of CNN in datasets that have close
semantic relationships like images. On the other hand, LSTM
provides good performance on NLP problems and solves
semantic dependence among the words. These methods are
effective as they can contribute to the sentiment classifica-
tion problems. This contribution has been confirmed by the
obtained classification results. With word embedding meth-
ods such as Word2Vec and FastText, some contents in the
text disappear. For example, contents such as URL infor-
mation, emoji, stop words, etc. are removed during the pre-
processing phase. However, these removed contents are part
of the user’s thought. To enhance the sentiment integrity,
the combination of different text representations will express
the integrity of the user opinions. In this study, the same
tweets are represented by both FastText and character-level
embedding. These different representations are the inputs of
different deep learning methods and the extracted features.
Figure 7 represents architecture of the proposed deep learning
model. A branch of the proposed model works with the active
CNN character-level embedding, whereas another branch
works with the active LSTM FastText embedding. By com-
bining the features obtained from both branches, the tweets
are classified according to sentiment.

The dataset consisting of m tweets is denoted as
D = {T1,T2,T3, . . . ,Tm}, and m is equal to 17,289 total
tweets in test and training dataset. Given a tweet Ti, the tweet
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FIGURE 7. Architecture of the proposed hybrid deep learning model based on the strategic combination of different word embedding with
different deep learning methods.

with k words is denoted as Ti = {wi,1,wi,2,wi,3, . . . ,wi,k}.
In the branch B of the proposed model, we embed each
word wl to a pre-trained word vector where wω

l ∈ R
d is

the d-dimensional embedding vector of the lth word, and the
word level embedding as Tω

i = {wω
i,1,w

ω
i,2,w

ω
i,3, . . . ,wω

i,k}.
We give Tω

i as input to BiLSTM for feature extraction,
namely FBiLSTMi in equation 11.

FBiLSTMi = BiLSTM (Tω
i ) (11)

In the branch A of the proposed model, we assumed that
V is vocabulary of characters and d is dimensionality of
character-level embedding. The size of V is denoted as L.
The character embedding matrix will be equal to Q ∈ R

dxL .
Moreover, while d is the height of Q embedding matrix, L is
the length. Thewi,j, which is a word, consists of a sequence of
characters wi,j = {c1, c2, c3, . . . , cp}. While p is the length
of wi,j, j is j-th word in Ti. The character-level embedding
of the word wi,j is Cwi,j ∈ R

dxp. For each Ti, F
CNN
i features

extracted with the help of CNN filter and Q matrix as stated
in equation 12. Features obtained from both branches of the
hybrid model are combined with the help of equation 13.
Herein, ⊕ represents to concatenations operations.

FCNNi = CNN (Ti) (12)

FHybrid =

m∑

i=1

FCNNi ⊕ FBiLSTMi (13)

The obtained FHybrid features are given as input to softmax
layer of proposed hybrid model. In this way, high-level fea-
tures are transmitted to the softmax layer. The main novelty
between our hybrid model and the other hybrid models in
the literature is that we combine different word embedding
methods with different distinctive deep learning methods in
order to obtain a better classification score.

2) TEXT REPRESENTATION METHODS

Computer algorithms can only work with numerical data.
To process text-based data in a computer, these data must
be represented in numerical format. The text representing the
process is one of the critical NLP research. Methods such as

Word2Vec [32], Glove [33], FastText [34], BoW [35] are the
pioneer of word representation methods. In addition to these
methods, texts can be represented numerically by introducing
individual feature engineering to datasets [36].
Word representations are critical to many NLP tasks. Good

word representations can better encode text and improve clas-
sification performance. Word2vec is a two-layer neural net-
work that processes text and expresses words as vectors. This
model, which takes data in text format as an input, produces a
set of vectors as output. This set of vectors is feature vectors
that represent words in the dataset. Glove, which is another
common word embedding method, is an unsupervised learn-
ing algorithm used to obtain vectors fromwords. Glove repre-
sents the words according to the coexistence statistics of the
words in the dataset. The main disadvantage of Word2Vec
and Glove is their ability to generate a random vector in
a word, not in the dataset. On the other hand, FastText, a
continuation of Word2Vec, can overcome this disadvantage.
The FastText uses the n-gram approach to create a word in
the representation phase. This makes it better for embedding
a word that is not in the corpus. The main disadvantage of this
method is its more memory utilization during running. In this
study, pre-trained Word2Vec and FastText word embedding
methods were used to represent the dataset. Figure 6 shows
the basic steps to convert texts to vector format.
Within the scope of this study, many experiments were

performed to represent the dataset with Word2Vec and Fast-
Text methods. Since the representation method with FastText
seems more successful, this embedding is used in the pro-
posed model.

3) MODEL BASELINES

The proposed model can be compared to a tree structure
with two branches. We recommend softmax, the root of the
classification layer. On the other hand, branches are deep
learning methods that extract features separately in different
representations of data. With the help of CNN, a branch of
this tree is used to extract features; another branch extract
features with the help of LSTM. The features obtained from
both branches that feed the root of the tree, and the fed
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tree root classifies tweets in terms of sentiments. Figure 7
represents the proposed deep learning model. In branch A,
the features are extracted from the character-level embedding.
Symmetrically in branch B, the features are extracted based
on word representation methods. Since RNNs provide better
performance on word embedding vectors [37], we use BiL-
STM and word embedding together in the study. Following
the same approach, CNN and character-level embedding used
together [23].
The basic approach of the proposed model in branch A

is to find out the effect of all the components (character,
exclamation, number, emoji, abbreviation, etc.) in the tweets
of the sentiment content. In other words, it is thought that
every component in user sharing contributes to user senti-
ment. Therefore, it is desired to extract the features in terms
of sentiment without pre-processing the dataset. When the
dataset is investigated, while the neutral class tweets contain
a lot of URLs, the positive and negative class tweets are found
to contain less URL information. The URL distribution in the
dataset is a feature of classification. While tweets are con-
verted to character-level numerical vectors, word embedding
is created based on all the unique characters in the context.
The main philosophy behind the proposed approach in

branch B is to contribute to the tweet’s classification in
terms of sentiment by effectively revealing the relationships
between the words in the tweets. In the proposed model,
the dataset first goes through data pre-processing steps men-
tioned in the previous sections. In this way, the semantic
relationship between words in the dataset is revealed. Later,
the words in the tweet were converted into vectors using the
current and effective Word2Vec and FastText word represen-
tation methods. Then, pre-trained Word2Vec and FastText
word representation models were used on Turkish Wikipedia
text documents. To determine the classification performance
of the proposed model, the dataset was represented by both
Word2Vec and FastText in each algorithm. Trained word
representations are used because user messages are short and
contain too many implications in accordance with the jargon
of the Twitter. In the last stage of branch B, the features are
extracted using RNN variants such as LSTM, BiLSTM, and
GRU methods. In the last stage of the proposed model, the
features extracted fromA and B branches were combined and
transmitted to the softmax layer for classification.

V. EXPERIMENTS AND RESULTS

Many experiments were performed to confirm the effec-
tiveness of the proposed model. Two different experimental
approaches are presented to evaluate the performance of the
proposed hybrid model. The first approach is to compare the
performance of the basic deep learning created through the
classification success of the proposed model. In the second
approach, the performance of the proposed model is com-
pared with previous studies that focus on the importance of
deep learning models on the text classification problems.
Many libraries and tools are available for developing deep

learning models. Keras is one of the most preferred software

frameworks [38]. Tensorflow is used in the backend of
Keras [39], which provides support for the CPU or GPU
environment. In this study, Keras and Tensorflow were run
on the GPU. Deep learning experiments were performed
on a computer with the following specifications: NVIDIA
GeForce GTX TITAN Black 6 GB GPU, Intel Core i-7 pro-
cessor, 24 GB RAM memory and SSD hard disk. Moreover,
Google COLAB [40] was used for experiments when the
computer hardware was insufficient. Each algorithm was run
five times, and the highest average value was recorded.

In this study, we used the accuracy value as the main
performance metric so that we would be able to compare our
results with the results of the previous studies. In addition,
we used different performance metrics such as F1, Kappa,
Recall to evaluate the performance of our models.

A. BASIC MODELS

One of the most important steps in the text classification
problem is to represent the texts correctly. In this study,
the Turkish dataset shared by GSM operators is represented
by character-level embedding, Word2Vec embedding, and
FastText embedding. Thus, we have evaluated the perfor-
mance of different representation methods against the same
algorithm and parameters to investigate the performance
of our proposed hybrid model and 12 basic deep learning
models. These models are CNN and RNN based models,
which are popular deep learning methods. The basic models
are named as M-1, M-2, . . . , M-12. Among these models,
M-1 and M-7 have different characteristics. Since both M-1
and M-7 are branches of our hybrid model as seen in
Figure 7, we used ‘‘M-1-A’’ and ‘‘M-7-B’’ notation, respec-
tively. In addition, the proposed hybrid model is named
M-Hybrid. The 12 basic models consisting of the four basic
deep learning methods - CNN, LSTM, BiLSTM, and GRU
- referred as feature extractors and classifiers. Many experi-
ments were performed to tuning the parameters of the created
models and to determine the most ideal activation and opti-
mization functions. The best parameters for each basic model
are determined in Table 2.

The most common 15,000 words were used in the corpus
for the character-level, FastText, and Word2Vec embedding.
Stochastic Gradient Descent (SGD)was used as the optimiza-
tion function, and the learning rate of SGD parameters and
momentum value were selected as 0.01 and 0.9, respectively.
Dropout [41] method was used to prevent the overfitting of
the models during training. The classification performance
of the basic models is given in Table 3. The results of the
FastText are better than that of the Word2Vec. It is seen that
FastText and Word2Vec embedding, which are word repre-
sentation methods, offer better results with RNNs models.
When RNNs models are evaluated, while BiLSTM shows the
best performance in FastText word embedding, Word2Vec
word embedding offers the best performance in the GRU.
Moreover, RNNs models seem to be very close to each other
on the same word embedding methods.
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TABLE 2. Parameters of basic deep learning models used in this study.

The best accuracy from the word embedding approach
is obtained by M-7-B, while the best accuracy from the
character-level embedding is obtained by M-1-A. Therefore,
we used M-1-A and M-7-B model in the M-Hybrid model
together. The layer based architecture of the hybrid model is
given in Figure 8. To compare the classification performance
of the hybrid model with the performance of the M-1-A
and M-7-B model, we develop a model consisting of
two-input and three-output using the Keras functional appli-
cation programming interface. The performances of the
M-1-A and M-7-B models and the performances of the
M-Hybrid model were observable at each iteration. In
the models training phase, we performed experiments com-
prising of 20, 40, 50, 70, and 100 epochs. We achieved the
best accuracy in 50 epochs. Therefore, we carried out all our
experiments with 50 iterations.
During the test and validation of models, accuracy and

loss curve of M-1-A, M-7-B, and M-Hybrid models over
50 iterations on the dataset are shown in Figure 9. It is evident
from the Figure 9 (c) given above that the performance
of the hybrid model was relatively affected by the M-1-A
model during the training. As seen in Figure 9 (a) and (c),
the classification accuracy of the proposed hybrid model
was higher than the other basic models during most of the
epochs. Moreover, it is clearly seen that the loss value of

FIGURE 8. Layers of the M-Hybrid model used in this study.

the M-Hybrid model is lower than the M-1-A and M-7-B in
Figure 9 (b) and (d).

Class-based classification metrics of three main deep
learning models are given in Table 4. The classification accu-
racy of M-1-A, M-7-B, and M-Hybrid are 75.73%, 80.03%,
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TABLE 3. Classification results of basic deep learning models based upon
accuracy values.

FIGURE 9. Accuracy and Loss curve of M-Hybrid, M-1-A, and M-7-B
models during training and validation on the dataset.

and 81.77%, respectively. Since the dataset used in the study
is unbalanced, metrics such as F1 and Kappa besides accu-
racy were also taken into account when evaluating the per-
formance of the models. Class-based F1 and Recall score
showed the highest performance in all three models for the
negative class. In addition, the highest precision score was
observed in the neutral class for all three models. Another
important criterion to be considered in unbalanced datasets is
the Cohen’s kappa coefficient (K ). This metric was used to
measure inter-rater reliability for categorical instance’s, and
K varies from 0 to 1. The K value greater than 0,6 indi-
cates substantial agreement between predicted and actual
class. In our study, K values that were obtained as 0.62 for

TABLE 4. Classification results of three main deep learning models based
upon precision, recall, F1, and Kappa score.

M-1-A, 0.69 for M-7-B, and 0.72 for M-Hybrid, respectively.
Due to the fact that the K values we obtained are lower than
the accuracy value shows that the models are affected by the
unbalance of the dataset.

The confusion matrix of the three main deep learning mod-
els is given in Figure 10. During the test of three mainmodels,
we observed that the classification results of simple models
and the proposed hybrid model can be distinct. In other
words, while M-1-A models classified an input as neutral,
the M-Hybrid model classified the same input as negative.
For example, considering the tweet ‘‘Turkcell’e kızgınım. Ve
bu kızgınlık sanırım ayrılıkla sonlanıcak gibi geliyor bana.

Farklı bir operatörün %30’u fazla fiyat teklif ediyorlar’’ (i.e.,
I am angry with Turkcell. And I think this anger seems to end

with separation. They offer prices 30% more than a different

operator). Although the actual class of this tweet is negative,
it classified as neutral by the M-1-A, negative by the M-7-B,
and negative by M-Hybrid.

1) VISUALIZATION OF FEATURES IN MODELS

Understanding the data transformations that occur between
layers of deep learning models is important for the improve-
ment of better models. In our study, we used the t-Distributed
Stochastic Neighbor Embedding (t–SNE) [42] method to see
how data representations change between layers during the
test of the M-1-A, M-7-B, and M-Hybrid model. We visual-
ized feature maps for all three main models after embedding
layer and before the softmax layer. We used three dimensions
for visualizations of all features. The visualizations of fea-
tures of the models are given in Figure 11. Moreover, nega-
tive, neutral, and positive class are represented by 0, 1, and 2,
respectively. The effect of combining features obtained from
two different data representation methods can be observed
clearly in Figure 11 (e).

When we take a closer look at the features of M-1-A
obtained before the softmax layer, it is possible to see that
neutral and positive samples are located nearby. The main
reason for this case is that sets (i.e. positive and negative
instances) contain too many similar contents such as URL, #
something, etc. When we examine the distribution of the data
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FIGURE 10. Confusion matrix of the three main deep learning models: a-) model M-1-A, b-) model M-7-B, and c-) model M-Hybrid respectively.

FIGURE 11. Visualization of features in M-1-A, M-7-B, and M-Hybrid
during the test of models.

between layers inM-1-A andM-7-B, the features obtained by
CNN are closer than those obtained by BiLSTM. As shown
in Figure 11 (d) the negative samples are effectively sepa-
rated from positive and neutral samples while others, that is,
positive and neutral samples, are not separated well. In the
analyses made with the naked eye on the dataset, it was seen

TABLE 5. Wilcoxon rank sum test results of three main models.

TABLE 6. Comparison of classification results of baseline deep learning
models with the proposed model based upon accuracy values.

that neutral and positive samples were very close to each
other in terms of meaning. In addition, the distribution of the
features obtained as a result of different embedding methods
confirms that the performance of our proposed hybrid model
is attractive.

2) STATISTICAL EVALUATION OF CLASSIFICATION

PERFORMANCE

Statistical evaluation of the classification results of the pro-
posed model is important for verifying the results of the
model. In our study, we used the popularWilcoxon Rank Sum
test [43] so as to validate the results of our models. This test
is used to determine whether any two independent samples
come from populations with the same distribution. Themetric
of this test is P-value which used to evaluate the relationship
or difference between two samples statistically. In general,
the P-value of less than 0.05 represents a difference between
the two datasets. In our study, each model was run 50 times
and the classification results were used for the Wilcoxon
Rank Sum test. The obtained P-values are shown in Table 5.
The P-value less than 0.05 for all model pairs, it shows that
there is an important relationship between the result of the
models.
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TABLE 7. Parameters of baseline deep learning models used in this study.

B. COMPARISON WITH BASELINE MODELS

In this section, the implementations of the significant models
run on the dataset. In addition, we compare our model results
to another study using the same dataset. First, we imple-
mented the Yoo Kim model that is based on character-level
embedding and CNN [15]. Two sub-experiments were carried
out for the Yoo Kim model: the character-level word embed-
ding methods and CNN based model. In the first experiment,
the dataset is an input to the model without pre-processing
the dataset. Approximately 67% of the performance was
achieved. In the second experiment, after the pre-processing
of the dataset, FastText word vectors are given as an input to
the model. Approximately 68% of performance was achieved
from this experiment. We achieved similar accuracy in the
two experiments.
In another experiment, the dataset was classified using

the model developed by Zhang et al. [44]. In this exper-
iment, approximately 60% of performance was achieved.
Article implementation codes by [45] were used for both [15]
and [44] models. The parameters of these models are given
in Table 7.
In the last experiment, the performance of the pro-

posed model was compared with the performances obtained
from [27], only part of its dataset used in this study. The
results of the three experiments are given in Table 6. The first
results offer approximately 65% performance in in the clas-
sification based on usage LSTM and FastText together
on the dataset. In the CNN classifications, the authors
achieved nearly 67% accuracy with word-level embedding
and 69% accuracy with character-level embedding. No infor-
mation is provided about pre-processing and NLP steps in
their study. In our model, these operations were also per-
formed, and the importance of NLP sub-tasks and data
pre-processing emerged in the classification of the Turkish
datasets.
In the experiments, the performance of the proposed model

was verified by running different text classification on deep
learning. Since different representations in the proposed
model make different levels of features be extracted from the
dataset, the display of the dataset has been upgraded.

On the other hand, the proposed model has some
limitations. At first, due to Twitter jargon, tweets contain a
lot of sarcasm, implication, and special abbreviations. In our
proposed model, we do not present any mechanism to han-
dle the negative effects of these special usages in senti-
ment classification. Secondly, every word in tweets is not
equally important in terms of sentiment. Indeed, adjectives
and adverbs contain more significance than nouns in point
of sentiment. Although emojis are good emotional indica-
tors in a tweet, while we were creating text representations,
we accepted them on par with other words. In our proposed
model, we processed each word of the tweet with the same
importance. Finally, deep learning models are more effective
on huge datasets, but the dataset used in this study is not very
large.

VI. CONCLUSION

A change in social media applications as a personal block
and communication tool in the entertainment environment
has increased the usage of these applications. User feedback
on these applications has reached huge dimensions. Today,
NLP and deep learning play a vital role in revealing the
users’ sentiments of these huge datasets. In this study, a new
deep learning model is proposed to establish a strategic rela-
tionship between the representation of data in text format
and deep learning methods. The proposed model is based on
the principle that different deep learning models effective in
different text representation methods.

In our model, we present a novel architecture that functions
with character-level embedding and FastText embedding
under CNN and LSTM algorithms. In one branch of proposed
model, the features were extracted from the character-level
embedding using CNN, whereas, in another branch, features
were obtained from FastText embedding using BiLSTM. The
features obtained from both branches were combined and
transmitted to the softmax layer for classification.

Two different main experimental setups were carried out
to verify the performance of the proposed model. In the first
experiment, 12 basic deep learningmodels were created. Four
different deep learning models (i.e. CNN, LSTM, BiLSTM,

VOLUME 8, 2020 58091



M. U. Salur, I. Aydin: Novel Hybrid Deep Learning Model for Sentiment Classification

GRU)were usedwith three different text representationmeth-
ods (i.e. Word2Vec, FastText, character-level embedding)
together. In the experiment, FastText and Word2Vec embed-
ding, which are word representation methods, offered better
results with RNNs models. We achieved the best classifi-
cation accuracy of 80.44% with combination BiLSTM and
FastText in word embedding approach (i.e. namely M-7-B).
On the other hand, we achieved the best classification accu-
racy of 75.67% with combination CNN and character-level
representation (i.e. namely M-1-A). We achieved 82.14%
classification success with our proposed M-Hybrid model,
which combines extracted features from M-1-A and M-7-B
models. From the result of the experiments, the performance
of the proposed model is higher than that of other basic
models.
In the second experiment, firstly, the performance of the

proposed model was compared with the previous study on
the same dataset. While the highest performance in previous
study on the dataset was 69.25%, the performance of the
M-Hybrid we proposed is 82.14%. Secondly, the dataset used
in this study was classified with important deep learning
methods in order to confirm the accuracy of our proposed
model. The proposed model provided a higher classification
performance than these important models.
In the light of the proposed method, we recommend the use

of different text representation methods together for a better
classification accuracy rate. This method would best suit to
those of languages, such as Turkish, Arabic, and Lithuanian,
which are difficult to analyze morphologically. In the future
work, the proposed hybrid model can be improved enriched
by attention mechanisms.
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