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a b s t r a c t

A novel correlation based memetic framework (MA-C) which is a combination of genetic algorithm (GA)
and local search (LS) using correlation based filter ranking is proposed in this paper. The local filter
method used here fine-tunes the population of GA solutions by adding or deleting features based on Sym-
metrical Uncertainty (SU) measure. The focus here is on filter methods that are able to assess the good-
ness or ranking of the individual features. Empirical study of MA-C on several commonly used datasets
from the large-scale Gene expression datasets indicates that it outperforms recent existing methods in
the literature in terms of classification accuracy, selected feature size and efficiency. Further, we also
investigate the balance between local and genetic search to maximize the search quality and efficiency
of MA-C.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

The feature selection problem in terms of supervised inductive
learning is: given a set of candidate features, select a subset de-
fined by one of three approaches: (a) the subset with a specified
size that optimizes an evaluation measure, (b) the subset of smaller
size that satisfies a certain restriction on the evaluation measure
and (c) the subset with the best commitment among its size and
the value of its evaluation measure [1]. High dimensional data
(i.e., data sets with hundreds or thousands of features), can contain
high degree of irrelevant and redundant information which greatly
degrades the performance of learning algorithms. Therefore, fea-
ture selection becomes necessary for machine learning tasks for
facing high dimensional data. However, this trend of enormity on
both the size and dimensionality poses great challenges to feature
selection algorithms. Some of the recent research efforts in feature
selection focus on the challenges from handling a huge number of
instances [3] to dealing with high dimensional data [2]. This work
is concerned about feature selection for high dimensional Gene
expression datasets.

Feature selection [20–22] has become the focus of many re-
search areas in recent years. With the rapid advance of computer
and database technologies, datasets with thousands of variables
and features are now ubiquitous in pattern recognition, data min-

ing, and machine learning. Feature selection generally involves a
combination of search and attributes utility estimation plus evalu-
ation with respect to specific learning schemes [19].

Feature selection algorithms can broadly fall into the filter mod-
el or the wrapper model [4,2]. The filter model relies on general
characteristics of the training data to select some features without
involving any learning algorithms. It therefore does not inherit any
bias of a learning algorithm. They are computationally cheap, as
they do not involve the induction algorithm. However, they also
take the risk of selecting subsets of features which may not match
the chosen induction algorithm. The wrapper model requires one
predetermined learning algorithm in feature selection and uses
its performance to evaluate and determine the features that are se-
lected. As for each new subset of features, the wrapper model
needs to learn a hypothesis (or a classifier). It tends to give superior
performance as it finds features that are better suited for the pre-
determined learning algorithm. But it tends to be more computa-
tionally expensive.

In this paper, we propose a novel correlation based memetic
framework [5,6,27], i.e., a combination of genetic algorithm (GA)
[7,8] and local search (LS) using correlation based filter ranking
[9]. Memetic algorithms (MAs) [24] are population-based meta-
heuristic search methods inspired by Darwinian’s principles of nat-
ural evolution and Dawkins’ notion of a meme defined as a unit of
cultural evolution that is capable of local refinements. Recent stud-
ies on MAs have revealed their successes on a wide variety of real
world problems. Particularly, they not only converge to high qual-
ity solutions, but also search more efficiently than their conven-
tional counterparts.
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The goal of MA-C is to improve classification performance and
to accelerate the search to identify important feature subsets. In
particular, the filter method fine-tunes the population of GA solu-
tions by adding or deleting features based on SU measure. Hence,
our focus here is on filter methods that are able to assess the good-
ness or ranking of the individual features. Empirical study of MA-C
on several commonly used datasets from the UCI repository [10]
indicates that it outperforms recent existing methods in the litera-
ture in terms of classification accuracy, selected feature size and
efficiency. Further, we also investigate the balance between local
and genetic search to maximize the search quality and efficiency
of MA-C.

2. Related work

A central problem in machine learning is identifying a represen-
tative set of features from which to construct a classification model
for a particular task. The work presented in thesis [11] addresses
the problem of feature selection for machine learning through a
correlation based approach. The central hypothesis is that good
feature sets contain features that are highly correlated with the
class, yet uncorrelated with each other.

An integrated approach for simultaneous clustering and feature
selection using a niching memetic algorithm [13] makes feature
selection an integral part of the global clustering search procedure
and attempts to overcome the problem of identifying less promis-
ing locally optimal solutions in both clustering and feature selec-
tion, without making any a priori assumption about the number
of clusters. Within the NMA_CFS procedure, a variable composite
representation is devised to encode both feature selection and
cluster centers with different numbers of clusters. Further, local
search operations are introduced to refine feature selection and
cluster centers encoded in the chromosomes. Finally, a niching
method is integrated to preserve the population diversity and pre-
vent premature convergence. Results of the computational experi-
ments proposed in [14] clearly show the importance of striking a
balance between genetic search and local search. In this work, a
multiobjective genetic local search (MOGLS) algorithm is modified
by choosing only good individuals as initial solutions for local
search and assigning an appropriate local search direction to each
initial solution. The recursive least squares algorithm [15] is pro-
posed as an efficient way to generate local models and local
cross-validation is used as an economic way to validate different
alternatives. As far as model selection is concerned, the winner-
takes-all strategy and a local combination of the most promising
models are explored. The method proposed is tested on six differ-
ent datasets and compared with state-of-the-art approaches. A hy-
brid approach involving genetic algorithms (GA) and bacterial
foraging (BF) algorithms for function optimization problems [16]
is illustrated using four test functions and the performance of the
algorithm is studied with an emphasis on mutation, crossover, var-
iation of step sizes, chemotactic steps, and the lifetime of the
bacteria.

ReliefF [17] has proved to be a successful feature selector but
when handling a large dataset, it is computationally expensive.
An optimization using Supervised Model Construction has been
proposed to improve starter selection. Effectiveness has been eval-
uated using 12 UCI datasets and a clinical diabetes database.
Experiments indicate that compared with ReliefF, the proposed
method improved computation efficiency whilst maintaining the
classification accuracy. In the clinical dataset (20,000 records with
47 features), feature selection via Supervised Model Construction
(FSSMC) reduced the processing time by 80%, compared to ReliefF,
and maintained accuracy for Naive Bayes, IB1 and C4.5 classifiers.

A Gene ranking method based on Grey Relational Analysis [18]
requires less data, does not rely on data distribution and is more
applicable to numerical data value. experimentally performed bet-
ter compared with several traditional methods, including Symmet-
rical Uncertainty, v2-statistic and ReliefF. Especially it is much
faster than other methods.

A hybrid genetic rule learning algorithm [25,28] incorporating a
local search method embedded in the evolution process to improve
the performance of the algorithm. In the local search procedure,
the minimum information entropy heuristic is used to specify
the importance of features. Irrelevant features are removed and
useful features are added. When adding a relevant feature, the cor-
responding rule condition is also adjusted to improve the rule
quality. Experiments show that this hybrid model works well in
practice.

A novel feature subset selection algorithm, which utilizes a ge-
netic algorithm (GA) to optimize the output nodes of trained arti-
ficial neural network (ANN) has been presented in [29]. The GA is
involved to find the optimal relevant features, which maximize the
output function for each class. The dominant features in all classes
are the features subset to be selected from the input feature group.

A simple filter method for setting attribute weights for use with
naive Bayes has been experimented in [30] to show that naive
Bayes with attribute weights rarely degrades the quality of the
model compared to standard naive Bayes and, in many cases, im-
proves it dramatically. The main advantages of this method com-
pared to other approaches for improving naive Bayes is its run-
time complexity and the fact that it maintains the simplicity of
the final model.

A new algorithm of data reduction based on a correlation model
with data discretization named FCBF+ is proposed in [31] which
perform the discretization of continuous attributes in an efficient
manner. In this paper, the author aim to solve the current problem
that a continuous attribute in a clustering or classification algo-
rithm must be made discrete. Performance evaluation is done on
clustering accuracy for all the features, and a reduced set of fea-
tures is obtained using FCBF+. It is found that the proposed FCBF+

algorithm improves the clustering accuracy of various clustering
algorithms.

3. A correlation based memetic algorithm (MA-C)

In this section, we introduce the proposed correlation based
memetic feature selection algorithm (MA-C) for classification
problems which is depicted in Fig. 1.

In the first step, the GA population is randomly initialized with
each chromosome encoding a candidate feature subset. Subse-
quently, a local search (LS) is performed. The LS is performed on

Evaluate F feature subset 

     Perform local search (LS) 

Perform evolutionary operation 

Return population

While stopping criterion 
not satisfied 

YES 

NO 

Initialize the population 

Fig. 1. Flow chart for MA-C.
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all or portion of the chromosomes, to reach a local optimal solution
or to improve the feature subset. Genetic operators such as cross-
overs and mutations are performed to generate the next popula-
tion. This process repeats itself till the stopping conditions are
satisfied. Each component is explained as follows.

3.1. Population initialization

In the feature selection problem, a representation for candidate
feature subset must be chosen and encoded as a chromosome. A
chromosome is a binary string of length equal to the total number
of features so that each bit encodes a single feature. A bit of ‘1’ or ‘0’
implies that the corresponding feature has either been selected or
rejected. The length of the chromosome is denoted as n. The max-
imum allowable number of bit ‘1’ in each chromosome is denoted
as m. When prior knowledge about the optimal number of features
is available, we may limit m to no more than the pre-defined value;
otherwise m is equal to n. At the start of the search, a population
size of p is randomly initialized.

3.2. Objective function

The objective function is defined in simple words by the classi-
fication accuracy:

FitnessðcÞ ¼ AccuracyðScÞ; ð1Þ

where Sc denotes the corresponding selected feature subset en-
coded in chromosome c, and the feature selection criterion func-
tion Accuracy(Sc) evaluate the significance for the given feature
subset Sc, In this paper, Accuracy(Sc) is specified as the classifica-
tion accuracy for Sc using Naïve Bayes algorithm. Note that when
two chromosomes are found to have similar fitness, i.e., the differ-
ence between their fitness is less than a small value of e, then the
one with a smaller number of selected features is given higher
chances of surviving to the next generation.

3.3. Local search improvement procedure (LS)

Correlation based filter ranking method using Symmetrical
Uncertainty proved that it is more efficient to remove redundant
features in order to improve the classifier’s accuracy. Taking this
cue, here we consider the use of correlation based filter ranking
method with SU measure as memes or local search heuristics in
our MA-C. We show in Section 4 that using filter ranking methods
as memes, MA is capable of converging to improved classification
accuracy at a lower number of selected features when compared
to existing methods. In this section, we discuss how to evaluate
the goodness of features for classification using SU based correla-
tion measure. In general, a feature is said to be good if it is relevant
to the class concept without being redundant to any of the other
relevant features. If we adopt the correlation between two vari-
ables as a goodness measure, the above definition can be restruc-
tured as a feature that is good if it is highly correlated with the
class but not highly correlated with any of the other features. In
other words, if the correlation between a feature and the class is
high enough to make it relevant to (or predictive of) the class
and the correlation between it and any other relevant features does
not reach a level so that it can be predicted by any of the other rel-
evant features, it will be regarded as a good feature for the classi-
fication task.

SU based correlation measure is based on the information-the-
oretical concept of entropy, which is a measure of the uncertainty
of a random variable. The entropy of a variable X is defined as

HðXÞ ¼ �
X

PðxiÞlog2ðPðxiÞÞ ð2Þ

and the entropy of X after observing values of another variable Y is
defined as

HðXjYÞ ¼ �
X

i

PðyjÞ
X

j

PðxijyjÞlog2ðPðxijyjÞÞ; ð3Þ

where P(xi) is the prior probabilities for all values of X and
P(xi|yj) is the posterior probabilities of X given the values of Y.
The amount by which the entropy of X decreases reflects additional
information about X provided by Y and is called information gain
(IG), given by

IGðXjYÞ ¼ HðXÞ � HðXjYÞ: ð4Þ

According to this measure, a feature Y is regarded to be more
correlated to feature X than to feature Z, if IG(X|Y) > IG(Z|Y).

Information gain is symmetrical for two random variables X and
Y. Symmetry is a desired property for a measure of correlations be-
tween features. However, information gain is biased in favor of fea-
tures with more values. Furthermore, the values have to be
normalized to ensure they are comparable and have the same af-
fect. Therefore, we choose Symmetrical Uncertainty [11], defined
as follows:

SUðX;YÞ � 2½IGðXjYÞ=ðHðXÞ þ HðYÞÞ�: ð5Þ

SU compensates for the information gain’s bias toward features
with more values and normalizes its values within the range [0, 1]
with the value 1 indicating that knowledge of either one of the val-
ues completely predicts the value of the other and the value 0 indi-
cating that X and Y are independent. It treats a pair of features
symmetrically.

The SU value has two main functions: (1) it can remove the fea-
tures with SU lesser than threshold and (2) gets every feature’s
weight that is to be used to guide the initialization of the popula-
tion for genetic algorithms in memetic framework. The feature
having larger SU value gets higher weight. The feature having les-
ser SU value is removed. All these concepts have been explained in
Fig. 2.

Given a data set with N features and a class C, the algorithm
finds a set of predominant features subset for the class concept.
It consists of two major parts. In the first part, it calculates the SUi,c

value for each feature and places them in descending order accord-
ing to their SUi,c values. The SUi,c value defines the correlation be-
tween the feature Fi, the class C. In the second part, it further
processes the ordered list to remove the redundant features and
keeps only the predominant ones among all the selected relevant
features. A feature fp that has already been determined to be a pre-
dominant feature can always be used to filter out other features
that are ranked lower than fp and have fp as one of its redundant
peers. The iteration starts from the first element and continues
as follows. For all the remaining features (from the one right next
to fp to the last one in the list), if fp happens to be a redundant peer
to a feature fq, fq will be removed. Feature fq is said to be a redun-
dant pair to fp if the correlation between fp and fq is greater than the
correlation between fq and the class C. After completing one round
of filtering features based on fp, the algorithm will take the cur-
rently remaining feature right next to fp as the new reference to re-
peat the filtering process. The algorithm stops only when there are
no more features to be removed. It finally returns the optimal fea-
ture subset.

3.4. Evolutionary operators

In the evolution process, standard GA operators such as linear
ranking selection, uniform crossover and mutation operators based
on elitist strategy may be applied. However, if prior knowledge on
the optimum number of features is available, the number of bit ‘1’
in each chromosome may be constrained to a maximum of m in the
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evolution process. Since the standard uniform crossover and muta-
tion operators may violate this constraint, Subset Size-Oriented
Common Feature Crossover [12] and mutation are proposed here.

Crossover: We use a Subset Size-Oriented Common Feature
Crossover Operator (SSOCF) which keeps useful informative blocks
and produces offsprings which have the same distribution than the
parents. Offsprings are kept, only if they fit better than the least
good individual of the population. Features shared by the two par-
ents are kept by offsprings and the non-shared features are inher-
ited by offsprings corresponding to the ith parent with the
probability (ni � nc/nu) where ni is the number of selected features
of the ith parent, nc is the number of commonly selected features
across both mating partners and nu is the number of non-shared
selected features.

Mutation: The mutation is an operator which allows diversity.
During the mutation stage, a chromosome has a probability pmut to
mutate. If a chromosome is selected to mutate, we choose ran-
domly a number n of bits to be flipped then n bits are chosen ran-
domly and flipped.

4. Experimental results and discussion

In this section, we present an experimental study of MA-C on
eight commonly used Gene expression datasets. In the MA-C, we
employed a population size that is equal to the number of attri-
butes with the stopping criterion as 6000 fitness function calls
for Gene datasets. Further, the maximum number of selected fea-
tures is constrained to 2500 for the Gene datasets as depicted in
Table 1. In our experimental setup, we employ crossover and
mutation probabilities of Pc = 0.6 and Pm = 0.1, respectively. Linear
ranking selection with selection pressure of 1.5 is used for selec-
tion. The threshold e to determine fitness similarity between two
chromosomes is configured as 0.001 for Gene datasets. The fitness
of a chromosome or selected feature subset is evaluated using the
Naïve Bayes classifier and the standard 10 folds cross-validation.
We use Naïve Bayes in our experiments because the principal con-
clusions from [23] are that Naïve Bayes offers off-the-shelf solu-
tions to problems with large numbers of samples and attributes,
mixed types of variables, and lots of missing values. Here we use
the classification accuracy estimated from cross-validation and

the number of selected features as performance measures. This
algorithm was carried out in the WEKA and MAFS environment
[26]. The memetic algorithm has been run using MAFS and all
other algorithms used in this paper have been run using the WEKA.
It is worth noting that the configurations of the parameter used
here have been investigated empirically for the datasets consid-
ered and are summarized in Table 1.

Table 2 compares the accuracy of various feature selection algo-
rithms with our MA-C. The results of the following algorithms, (a)
SU-CFS is a correlation based feature selection method which uses
SU measure, (b) genetic algorithm (GA) with Naïve Bayes as subset
selection criterion, (c) WFFSA-R [27], which is a wrapper-filter fea-
ture selection algorithm and it uses ReliefF as filter ranking method
and GA as wrapper method, (d) our proposal MA-C which is a hy-
brid combining memetic algorithm and correlation has been repre-
sented graphically.

In Table 2, Acc denotes the classifier accuracy, in percentage,
using Naïve Bayes algorithm and Fs denotes the no of features se-
lected and the column. None specifies the accuracy and the num-
ber of selected features to the original dataset without applying
any feature selection algorithm. Best results in each row are shown
in block letters. From the table, we infer that the redundant attri-
butes are removed efficiently in our algorithm as it is very much
reduced when compared to the original algorithm. Also, we can
see that as the number of attributes increases, the reduction in
attribute and efficiency of resulting attributes increases. From Ta-

                                        YES 

            NO                

Calculate the SUi , c  for each feature fi

Order the features in descending order based on SUi,c

Get first feature fp

For each next element fq

SUp,q>=SUq,c

Remove fq

  Get next feature fq    Return Feature subset 

NO 

YES

Input: S(f1,…,fn,C) 

Fig. 2. SU based correlation-filter ranking method – LOCAL SEARCH.

Table 1
Datasets and parameters used for experiments.

Dataset No. of
features

No. of
instances

No. of
classes

Population
size

Pc, Pm Max No. of
selected
features, m

Breast 24,481 97 2 24,482 0.6, 0.1 2500
CNS 7129 60 2 7130 0.6, 0.1 2500
Leukemia 7129 72 2 7130 0.6, 0.1 2500
Leukemia_3c 7129 72 3 7130 0.6, 0.1 2500
Leukemia_4c 7129 72 4 7130 0.6, 0.1 2500
Ovarian 15,154 253 2 15,155 0.6, 0.1 2500
SRBCT 2308 83 4 2309 0.6, 0.1 2500
MLL 12,582 72 3 12,583 0.6, 0.1 2500
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ble 2, it is obvious that MA-C produce best results except Leuke-
mia_3c, Leukemia_4c datasets.

From Figs. 3 and 4, it is obvious that the proposed MA-C obtains
substantial reduction in feature set size maintaining better accu-
racy compared with other approaches for the chosen Gene datasets
of high dimensionality.

5. Computational complexity

In this section, we analyze the computational complexity of the
proposed MA-C. The ranking of features based on the filter meth-
ods have linear time complexity in terms of feature dimensionality.
They are conducted offline and the rank list thus obtained may be

Table 2
Performance comparison of proposed MA-C method.

Datasets None SU-CFS GA WFFSA-R MA-C

Accuracy (%) Features
selected

Accuracy (%) Features
selected

Accuracy (%) Features
selected

Accuracy (%) Features
selected

Accuracy (%) Features
selected

Breast 90.72 24481 56.7 139 58.76 332 63.91 196 95.26 183
CNS 93.33 7129 75 40 73.33 915 76.66 475 97.78 374
Leukemia 98.61 7129 98.61 76 98.61 710 97.22 384 99.56 387
Leukemia_3c 100 7129 97.22 105 98.61 999 98.61 452 99.53 394
Leukemia_4c 100 7129 94.44 120 94.44 985 97.74 464 98.61 386
Ovarian 98.02 15154 100 32 96.04 313 99.2 292 100 247
SRBCT 100 2308 100 112 100 1044 100 651 100 526
MLL 98.61 12582 98.61 118 100 815 98.61 115 100 108

Fig. 3. Comparison of selected features for each feature selection algorithm.

Fig. 4. Comparison of classifier accuracy for each feature selection algorithm.
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reused for each local search in MA-C. Consequently, the computa-
tion for feature ranking is a one-time offline cost and is considered
to be negligible compared to that of the fitness evaluation in Eq.
(1). Hence, we define the computational cost of a single fitness
evaluation as the basic unit of computational cost in our analysis.

The computational complexity for GA can be derived as J (pg),
where p is the size of population and g is the number of search gen-
erations. The computational complexity for correlation based filter
ranking is O (MN log N) where M is the number of instances and N
is the number of features in the dataset. Generally the time com-
plexity of MA-C is high since it combines filter and wrapper tech-
nique, but its efficiency in terms of feature selection is high when
compared with other algorithms.

6. Conclusion

In this paper, we have proposed a novel hybrid feature selection
algorithm (MA-C) based on a memetic framework. We use correla-
tion based filter ranking method as a local search heuristic in the
memetic algorithm. The experimental results show that the pro-
posed method has efficient searching strategies and is capable of
producing good classification accuracy with small number of fea-
tures simultaneously. Most importantly, the performance of the
proposed approach is better than GA, MA with sequential local
search and other existing algorithms cited in the literature. Fur-
ther, our study on various local search strategies, local search
length and intervals allow us to identify a suitable balance tradeoff
between genetic and local search in the memetic search. This al-
lows us to maximize the effectiveness and efficiency of the pro-
posed hybrid filter and wrapper feature selection algorithm for
classification problem using a memetic framework.
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