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�e increasing use of solar power as a source of electricity has led to increased interest in forecasting its power output over short-
time horizons. Short-term forecasts are needed for operational planning, switching sources, programming backup, reserve usage,
and peak load matching. However, the output of a photovoltaic (PV) system is in�uenced by irradiation, cloud cover, and other
weather conditions. �ese factors make it di	cult to conduct short-term PV output forecasting. In this paper, an experimental
database of solar power output, solar irradiance, air, and module temperature data has been utilized. It includes data from the
Green Energy O	ce Building in Malaysia, the Taichung �ermal Plant of Taipower, and National Penghu University. Based on
the historical PV power and weather data provided in the experiment, all factors that in�uence photovoltaic-generated energy are
discussed. Moreover, 
ve types of forecasting modules were developed and utilized to predict the one-hour-ahead PV output.�ey
include the ARIMA, SVM, ANN, ANFIS, and the combination models using GA algorithm. Forecasting results show the high
precision and e	ciency of this combination model. �erefore, the proposed model is suitable for ensuring the stable operation of
a photovoltaic generation system.

1. Introduction

Taiwan generally imports more than 97% of its energy; 88%
of all energy is generated by burning fossil fuels. Additionally,
Taiwan’s power grid is mainly a centralized power grid, which
can cause insu	cient peak power supply and lacks diversi
ed
energy sources and distributed peak-load auxiliary power.
Growing domestic and foreign environmental awareness
has made the development of clean power increasingly
important. Wind and solar energy are the most common
natural energies. In metropolitan areas with weak winds,
solar energy has become the dominant renewable energy.
Notably, many developed countries have invested heavily in
R&Dandprovided incentives that promote the use and devel-
opment of photovoltaic (PV) systems. During 2000–2013,
the compound growth rate of the global solar cell market
reached 35.5%, indicating that the PV industry is growing
rapidly. However, due to the fact that solar irradiance and
climate factors can in�uence solar power output, variation

in power generation capacity may be a nonsteady random
process. Additionally, the types and installation locations of
PV panels by users and utilized in local power generation
systems may vary markedly. Hence, PV panels may impact
a power system once integrated into the power grid. To
reduce the uncertainty associated with PV power generation
capacity and to incorporate energy storage systems into
power systems, analyzing and predicting PV power output
have become essential.

Many factors, such as the sun’s elevation angle, atmo-
spheric conditions, hours of sunshine, and the season, a�ect
solar irradiance. �is results in signi
cant randomness in
solar power generation. As meteorology has progressed,
many studies of solar irradiance have applied several mod-
els, such as the clear-sky solar irradiance model [1], for
example, the American Society of Heating, Refrigerating and
Air-Conditioning Engineers (ASHRAE) energy model, the
semi-sinusoidal model, and the Collares-Pereira and Rabl
model. �ese models do not consider variations in surface
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solar irradiance due to complex weather and environmental
e�ects, typically resulting in large di�erences between calcu-
lation results and actual values. Additionally, although huge
databases of weather forecasts exist, determining surface
solar irradiance accurately and predicting power output
accurately are di	cult tasks. �erefore, one must consider
using arti
cial intelligence and statistical theory to make
short-term predictions about the amount of power generated
by PV systems.

Among themany solar energy-related studies, the predic-
tion of solar irradiance remains a basis for most predictions
of PV power generation [2–7]. Many solar irradiance fore-
casting models have been developed. �ese models can be
divided into two main groups: statistical models and NWP
models. Statistical models are based upon the analysis of
historical data.�ey include time-series models, satellite data
based models, sky images based models, ANN models, and
wavelet analysis basedmodels. NWPmodels are based on the
reproduction of physical phenomenon. From the practical
point of view, di�erent data sources and forecasting tech-
niques vary signi
cantly with the time scope of forecasting.
Generally, statistical models are typically used for the short-
term forecasting, that is, from few minutes to hours. NWP
models results tend to have large error for the very short
horizons. However, the longer-term forecasts will depend
much more heavily on the NWP models. Additionally, cloud
imagery and a hybrid model can improve the results of
forecasting when solar irradiance presents a strong variability
like in many of insular territories.

In Taiwan, a Weather Research and Forecasting (WRF)
based data assimilation systemwas implemented to con
gure
the operational numerical weather prediction system (NWP)
at Central Weather Bureau (CWB) of Taiwan. �e NWP sys-
tem consists of the Advanced Research WRF dynamical core
model and the three-dimensional variational data assimila-
tion (3DVAR) system.�e triple nested model domains were
centered over Taiwan Island with horizontal resolution of 45-
, 15-, and 5-km and 45 levels in the vertical. �e outermost
domain covered most of the Asian and west Paci
c area
in order to better describe the evolution of the subtropical
high over the Paci
c Ocean and avoid the dilution from
the lateral boundary problem due to the Tibetan Plateau.
�e operational NWP system was running 4 times a day
and provided hourly output up to 84-hr forecast length. �e
short wave radiation parameterization chosen is based on the
Goddard shortwave radiation scheme, which is two-stream
multiband scheme that accounts for both di�use and direct
solar radiation. �is scheme provides the downward short
wave radiation �ux as used in this study. A standard Monin-
Obukhov similarity theory was applied in the model surface
layer to interpolate the wind 
eld at 10-m AGL.

In recent years, several research works have discussed
direct prediction of PV power output [8–17]. �ese studies
mainly used various neural network-based prediction tech-
niques [8–10], time-series analysis [11], andhybrid forecasting
models [14–17]. Various hybrid models for the PV power
forecasting have become more popular. For instance, refer-
ence [14] proposed a power forecasting system that combines
three forecastingmodules: two numerical weather prediction

models (one global and one at mesoscale) and an arti
cial
intelligence based model. Reference [15] proposed a two-
stage method where 
rst the clear-sky model approach is
used to normalize the solar power and then adaptive linear
time-series models are applied for prediction. Reference [17]
combines two well-known methods: the seasonal autore-
gressive integrated moving average method (SARIMA) and
the support vector machines method (SVMs) to predict the
short-term PV power.�e aim of those hybridmodels for PV
power forecasting is to bene
t from the advantages of each
model and obtain globally optimal forecasting performance.
For instance, several statistical and AI-based methods are
utilized to determine the optimum weight between online
measurements and meteorological forecasts. An accurate
measurement can signi
cantly improve the accuracy of PV
power generation predictions.

�ere are several di�erences between renewable energy
forecasting and load forecasting. �e load forecasting is
highly dependent on the historical data because load curve is
periodical and seasonal. However, most of renewable energy
output is not periodical; therefore, the input valuables of
the PV forecasting module need not only historical PV
measurement data butweather-related variables, such as solar
irradiance and temperature.

�e main objective of this study is to propose a novel
hybrid model for PV power forecasting.�e proposed model
combines theARIMA, SVM,ANN, andANFISmethodswith
GA algorithm.�e detail about the hybrid forecasting model
is illustrated in the following sections.

2. System Monitoring and Database

In this study, PV power generation systems at three di�erent
locations were considered as our case studies for 1-hour-
ahead prediction of PV output; the locations of PV systems
are Malaysia’s Green Energy O	ce (GEO) Building, Taiwan’s
Taichung �ermal Power Plant, and an academic building
at the National Penghu University (NPU). Although the
environment in which each building is located di�ers slightly,
monitoring records for these locations are similar, including
power generation data, atmospheric temperature, solar irra-
diance, andmodule temperature. Table 1 lists the characteris-
tics and related parameters for these three PV systems.

By the end of 2013, the total installed capacity of PV
systems in Taiwan is up to 333.4MW. To encourage solar PV
installations in Taiwan, drive economic growth, and facilitate
the development of the solar PV industry, the Bureau of
Energy, Ministry of Economic A�airs (BOE, MOEA), has
launched the “Million Solar Roo�op Program.” �e target of
installed capacity of the PV systems is 6200MW by 2030 in
Taiwan.

In view of abundant agriculture residue, sunshine, and
rainfall, the most signi
cant sources of renewable energy
in Malaysia are biomass, solar, and small-hydropower. Cur-
rently, the installed capacity of renewable energy in Malaysia
stands at less than 1% (55MW) of total power generation
capacity, including 1.5MW of cumulative grid-connected PV
installations. Nevertheless, renewable energy is expected to
grow with the implementation of an FiT scheme, in which
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Table 1: PV database utilized in this study.

Data sources Installed capacity Sampling data Measurement item Total number of data

PTM Green Energy
O	ce (GEO) Building
Pusat Tenaga Malaysia

45.36 kWp
Average values for

15-minute

(i) PV generation
(ii) Atmospheric temperature
(iii) Solar irradiance (W/m2)
(iv) PV module temperature

9009

Taichung�ermal
Power Plant

72 kWp
Average values for

60-minute

(i) PV generation
(ii) Atmospheric temperature
(iii) Solar irradiance (W/m2)
(iv) PV module temperature

6830

An academic building at
the National Penghu
University (NPU)

70 kWp
Average values for

10-minute

(i) PV generation
(ii) Atmospheric temperature
(iii) Solar irradiance (W/m2)
(iv) PV module temperature

17280

individuals can sell the power generated to utility companies
such as TNB and Sabah Electricity Sendirian Berhad (SESB)
at a 
xed premium rate for speci
c period.

Although daily PV output power varies, by observing
time-series characteristics, a regular daily pattern can be
identi
ed. If two similar days with similar solar irradiance
and cloud distribution are compared, the patterns of power
output on those two days should be very similar. However,
due to dramatic variations in cloud cover and the di	culty
in making accurate predictions, the actual curve of PV
power generation is a fundamental waveform with random
�uctuations. For instance, the PV system power output curve
of Malaysia’s GEO Building has large �uctuations, mainly
because data are sampled at 15-minute intervals (Figure 1).
Short-term variations in the amount of solar irradiance
and cloud cover also produce di�erent daily �uctuations
in its power curve. Figure 2 shows time-series data of PV
power generation by the Taichung �ermal Power Plant for
one week in July using a three-dimensional (3-D) graphic
representation. �is daily variation curve has a fundamental
curved waveform with some increasing and decreasing ran-
dom �uctuations. Figure 3 compares PV power generation
curves of the Taichung �ermal Power Plant in summer
and winter. �e power output in summer (solid line) is
markedly higher than that in winter (dashed line); however,
dramatic �uctuations within a pattern occur in both summer
and winter. Additionally, variation in power output during
roughly 13-14 hours of sunshine generally corresponds to the
variation in solar irradiance (Figure 3). However, when a day
suddenly changes from a sunny day into a rainy day or from a
very cloudy day into a partially cloudy day, irradiance changes
dramatically, resulting in an inaccurate prediction of power
output.�erefore, using hourly weather forecast information,
such as sunny day, cloudy day, rainy day, and average cloud
cover, as input variables for a prediction model can increase
its prediction accuracy for sudden changes in day type.

3. Determination on Input Variables for
the PV Power Forecasting Model

Generally, su	ciently accurate solar irradiance data can
be input into a formula to derive predicted output power.
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Figure 1: Photovoltaic power generation recorded at PTM Green
Energy O	ce (GEO) Building in Malaysia.

Predicting power output from renewable energies is closely
related toweather forecast predictions. To predict the amount
of solar irradiance or power generated, various environmen-
tal factors, such as solar irradiance, cloud cover, atmospheric
pressure, and temperature, along with the conversion e	-
ciency of PV panels, installation angles, dust on a PV panel,
and other random factors must be considered. All these
factors a�ect PV system output. Hence, in choosing input
variables for a prediction model, one should consider deter-
ministic factors strongly correlated with power generation.
Additionally, time-series data for PV power generation are
strongly autocorrelated and therefore these historical data
should be the input data of the forecastingmodel. An accurate
prediction of PV power generation must be accompanied
by a stable and detailed monitoring system to record all
related information that may aid in solar energy prediction.
Many large renewable energy systems with a large number
of weather stations and highly stable monitoring systems
exist worldwide. �is infrastructure is very important to
predicting PV power output.

One must choose model input variables carefully, as they
are essential to accurate predictions and include weather data
that can a�ect PV power output. However, these detailed
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Figure 2: Photovoltaic power generation recorded at Taichung
�ermal Power Plant in Taiwan.
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Figure 3: PV power generation curves at Taichung �ermal Power
Plant in di�erent seasons.

data are not recorded by existing systems that monitor
atmospheric data for various PV power generation systems.
For small-capacity PV systems in small areas, typical data
collected are limited to solar irradiance, power output, atmo-
spheric temperature, and module temperature [18]. Notably,
most systems cannot monitor cloud cover accurately. Addi-
tionally, typical meteorological centers usually predict hourly
average cloud cover inaccurately, such that predicting PV
power output accurately becomes extremely di	cult. In this
study, correlation analysis of measured data for the selected
PV systems was applied to the three PV systems to identify
variables that are strongly correlated with PV power output.
Figure 4 shows the correlation analysis of power output with
respect to module temperature of the Malaysian PV system.
Analytical results indicate that these two variables, power
output and module temperature, are strongly and positively
correlated.

Figure 5 shows correlation analysis of power output with
respect to solar irradiance for the Malaysian PV system.
Although some data deviate slightly from the straight line
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Figure 4: Correlation analysis of power output with respect to
module temperature at the PTM Green Energy O	ce (GEO).
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Figure 5: Correlation analysis of power output with respect to solar
irradiance at the PTM Green Energy O	ce (GEO).

with a correlation coe	cient of 1, the overall trend indicates
that these two variables remain strongly correlated.

In this study, correlation coe	cients of power output
with respect to the other three external variables for these
three PV systems are calculated (Table 2). Hourly power
output and hourly solar irradiance produce the strongest
correlations, and hourly power output has an extremely weak
correlation with hourly atmospheric temperature. Power
generation module temperature is also strongly correlated
with power output. However, module temperature should
not be utilized as an external variable for a prediction
model because it is unpredictable and weakly correlated
with atmospheric temperature. Furthermore, solar irradiance
can be estimated using a physical model with appropriate
correction. �erefore, solar irradiance in this study is used
as an external variable in the prediction model for PV
power output. Further, the time-series data of power output
are autocorrelated. Table 2 shows correlation coe	cients of
independent variables for the three PV systems. Table 2 also
lists the 
rst three correlation coe	cients of independent
variables. �is study calculates correlation statistics for the
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Table 2: Comparative analysis on correlation coe	cients between PV generation and external variables.

Data sources

External variables Independent variable

Solar
irradiance

Module
temperature

Atmospheric
temperature

�(� − 1) �(� − 2) �(� − 3)
PTM Green Energy O	ce (GEO)
Building
Pusat Tenaga Malaysia

0.817 0.75 0.13 0.714 0.399 0.044

Taichung�ermal Power Plant 0.978 0.68 0.05 0.786 0.538 0.213

An academic building at the
National Penghu University (NPU)

0.840 0.85 0.18 0.864 0.598 0.279

Note: �(� − 1)means one-hour-ahead PV power output.


rst three entries and autocorrelations for the 
rst 4–40
entries. Calculation results demonstrate that historical data
with high correlation coe	cients are data from the previous
entry and the previous and next entries of the previous two
cycles. �ese correlation analyses will be a very important
reference when choosing input variables to construct any
prospective model.

4. Description of the Proposed PV Power
Forecasting System

�is work utilizes four statistical and arti
cial intelli-
gence methods, including the autoregressive integrated
moving average (ARIMA) model, least-squares support
vector machines (LS-SVMs) model, arti
cial neural net-
work (ANN), and adaptive neurofuzzy inference systems
(ANFISs). Furthermore, a novel two-stage model combining
these models with the GA is applied to predict short-term
wind power.

Several approaches exist for time-series modeling. In an
ARIMA model, the future value of a variable is assumed
a linear function of several past observations and random
errors. An ARIMA model has three iterative steps for model
identi
cation, parameter estimation, and diagnostic. �e
autocorrelation function (ACF) and the partial ACF (PACF)
of sample data are utilized as basic tools to identify the
best order of the ARIMA model; this involves selecting the
most appropriate lags for the AR and MA parts, as well as
determining whether a variable requires 
rst di�erencing
to induce stationarity. Once a tentative model is speci
ed,
estimation of model parameters is straightforward, usually
involving the use of a least-squares estimation process. �e
last step in model building is diagnostic assessment of model
adequacy. �is three-step model construction process is
typically repeated several times until a satisfactory model
is 
nally selected. �is selected model can then be utilized
for prediction purposes. Compared to other forecasting
techniques, the ARIMA time-series model does not require
the meteorological forecast of solar irradiance that is o�en
complicated. Due to its simplicity, the ARIMA model has
been widely discussed as a statistical model for forecasting
power output from a PV system. An ARIMA model is a
single-variable time-seriesmodel; the basic description of the
ARIMA model is illustrated by the following equation:

�� (�)Φ (��) ∇�∇�� 
� = �� (�)Θ (��) �, (1)

where ��, Φ; ��, Θ are autoregressive and seasonal-moving

average parameters of the ARIMA model, ∇� and ∇�� are
trend and seasonal di�erence equations, and � is a backshi�
operator that de
nes 
(� − 1) = �
(�). By the di�erence
equations and both ACF and PACF plots, the signi
cant
historical data in certain time lags were chosen as input
variables.

�eANN techniques have been used widely to solve fore-
casting problems. An ANN is a mathematical tool originally
based on the way the human brain processes information.
An ANN, whichmay be considered amultivariate, nonlinear,
and nonparametric method, should be able to model com-
plex nonlinear relationships much better than conventional
linear models. In this work, the multilayer feed-forward
back-propagation network is used as the training algorithm
because it has been the most frequently used method for
training networks of PV power forecasts; furthermore, a
Levenberg-Marquardt approach is applied to train the ANN
model. �e accuracy of ANN solutions relies heavily on
chosen input variables. Many methods for identi
cation of
ANN input variables have been developed. Most utilized
correlation analysis is accompanied by heuristics and an
operator’s experience. In this work, signi
cant exogenous
variables and actual measured historical data have been
utilized as input for the ANNmodel.

Fuzzy systems and neural networks are complementary
tools when building intelligent systems; however, fuzzy sys-
tems lack the ability to learn and cannot adjust themselves.
Merging a neural network with a fuzzy system into an inte-
grated system would be a promising approach for building
wind predictionmodels.�eANFIS system, a fuzzy inference
system based on the Sugeno model, incorporates the self-
learning ability of an ANN with the linguistic expression
function of fuzzy inference, whose membership functions
and fuzzy rules are acquired from a large lot of existing data
instead of by experience or intuition. �e classical network
structure is a 
ve-layer feed-forward neural network, which
includes a fuzzi
cation layer, rule layer, normalization layer,
defuzzi
cation layer, and a single summation neuron. In this
work, the Gaussian function is the membership function.

A support vector machine (SVM) is a machine learn-
ing algorithm based on statistical learning theory and the
principle of structural risk minimization. Various SVM tech-
nologies have been applied successfully for such purposes
as pattern recognition, nonlinear regression estimation, and
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time-series forecasting. �e least-squares support vector
machines LS-SVM is an extension of the standard SVM. Let(�	, �	) be independent data pairs with each �	 ∈ R


 denoting
a vector belonging to an input space and let each �	 ∈ R

be its corresponding target value in an output space, where� = 1, 2, . . . , �, and � is the number of data pairs. In a
SVM, data are nonlinearly mapped from the input space to
a high dimensional feature space using �(�). �e forecasting
function can be introduced as �(�) = � ⋅ �(�) + �, where� is
the connection weight vector and � is bias. �e optimization
problem for the standard SVM is represented as

Minimize
12��� + � �∑

	=1
�	

Subject to �	 [��� (�	) + �] ≥ 1 − �	, �	 ≥ 0,
(2)

where �	 is a slack variable and � is a positive real constant
for determining penalties for forecasting errors. �e above
formula can be modi
ed for the LS-SVM; the 
nal LS-SVM
model can be represented as

� (�) = �∑
	=1

(�	 − �∗	 ) ⋅ � (�	, �) + �, (3)

where �	 and �∗	 are Lagrange multipliers. �e Kernel func-
tion, which is an inner product of two �(�) functions, is
incorporated into computations. �is work uses the radial
basis function (RBF) kernel.

Each single prediction model has advantages and dis-
advantages. For instance, some prediction models have a
better response capability for rapid changes in a waveform,
while other models may be better at capturing steady-state
periodical variations. A novel hybrid model combining these
predictionmodels is proposed in this work. It includes a two-
stage forecasting process: in the 
rst stage, the PV power is
predicted individually by four models; then the forecasting
results become the inputs of the second-stage model. In the
second stage, the objective of the proposed second-stage
hybrid forecastingmodel is to assign theweight coe	cient for
each 
rst-stage individual model and form the 
nal hybrid
model. In this work, weight coe	cients are acquired using
an adaptive GA. �is weighted-variable hybrid forecasting
model consisting of � prediction models can be denoted as
follows:

�� = �1 ⋅ �1 + �2 ⋅ �2 + ⋅ ⋅ ⋅ + �
 ⋅ �
, (4)

where �1 + �2 + ⋅ ⋅ ⋅ + �
 = 1 and  is the number of
forecasting models. In this work,  = 4, indicating that four

rst-stage forecasting models are used, that is, the ARIMA,
ANN, ANFIS, and SVMmodels.

�e GA in this work, which is based on natural selec-
tion, is a parallel, stochastic, and adaptive search algorithm.
�e GA simultaneously optimizes the entire populations of
designs, among which initial populations can be produced
randomly. New populations are produced by such operations
as selection, crossover, and mutation based on the 
tness of
the object function, which controls the survival of di�erent

Start

forecasting data

Create the race number

Compute the value in the �tness function

�e optimization 
solution

�e termination 
condition is satis�ed

Yes

No

�e mapping 
process

�e crossover 
process

�e mutation 
process

(weight value of various forecasting methods)

Input the combination

Figure 6: Flowchart of the proposed hybrid GA-based model.

samples in o�spring and continuously improves the object’s
property in the next generation to generate the best results.
Figure 6 shows the �owchart of the proposed hybrid GA-
based model. Additionally, the complete model block dia-
gram is shown in Figure 7.

Actually, there are many methods to construct the com-
binational forecasting model. For example, the immune
algorithm (IA) can also be utilized, which mimics a basic
immune systemdefending against bacteria, viruses, and other
disease-related organisms. Additionally, the coding structure
for an IA is similar to that of a GA but adds the diversity and
a	nity calculation strategy. In this paper, the GAwas utilized
to combine the 
rst-stage forecasting models because it is
routinely used to generate useful solutions to optimization
and search problems, including the forecasting works.

5. Forecasting Results and Discussions

In this study, 
ve prediction models, including four indi-
vidual models and one combination model, are used for a
1-hour-ahead prediction of power output by the three PV
systems. Among these models, the ARIMA model uses a
single input variable, in which the autocorrelation coe	cient
of time-series data is used to identify important historical lead
times; the ANN prediction model uses two input variables,
including PV power output with high correlation coe	cients
and the anticipated value of hourly solar irradiance; the LS-
SVM and ANFIS prediction models use the previous entry
of PV power output and the current entry of predicted solar
irradiance. Although the LS-SVM and ANFIS models can
use additional input variables, estimation and prediction time
for model parameters will increase. �us, this study mainly
uses two input variables to reduce the time required for a
prediction. �e proposed hybrid prediction model, which is
based on the genetic algorithm, uses evolutionary theory to
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Combinational forecasting model determined
by GA

Start to predict PV power

�e second stage

�e �rst stage

NWP data
(solar irradiance)

Historical measurement data

(PV power output)

Figure 7: �e complete model block diagram for the proposed
forecasting model.
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Figure 8: Forecasting results for PV power at NPU by using ANN
and ANFIS.

estimate the weight of each single prediction model in the
hybrid model; these weights are then used to predict PV
power output during the next hour.

Figures 8, 9, and 10 present prediction results by applying
each prediction model to the PV system installed at NPU.
Due to the length limitation for this paper, only the predicted
power within a certain week in a predicted month is shown.
In this case, the ANFIS and LS-SVM predictions are the most
accurate, and predicted curves 
t the actual power output
curve well. However, some peaks and turning points for the
PV output are not predicted accurately. �e ARIMA model
generates a relatively less accurate prediction. Particularly,
when the pro
le of the daily PV curve varies markedly,

tting the curve with a linear mathematical function is
very di	cult. According to anticipated prediction results, the
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Figure 9: Forecasting results for PV power at NPUby usingARIMA
and SVM.
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Figure 10: Forecasting results for PV power at NPU by using the
hybrid combination model.

prediction PV power time series obtained by the ARIMA
model normally follows the time sequence pro
le from the
previous cycle. �erefore, values from the previous cycle or
even the previous two cycles are used as input variables for
this model, such that prediction results can exhibit a memory
e�ect fromprevious cycles. Figure 10 shows prediction results
by the hybrid model using the genetic algorithm. �e time-
series data correspond to actual data; however, some incon-
sistencies fail to generate a very accurate result.

�e performance of the proposed forecastingmodel must
be evaluated. �ere are several evaluation criteria for PV
forecasting models, such as mean absolute error (MAE), root
mean square error (RMSE), and others. In this work, the
normalized root mean square error (NRMSE) was utilized
because it can provide the comparative analysis for di�erent
PV installed-capacity cases. It is de
ned as follows:

NRMSE = 100 ⋅ √ 1�
�∑
	=1

(�	� − �	��install )
2

%, (5)
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Table 3: Comparative analysis on PV power forecasting errors by using di�erent methods.

PV data sources
PTM Green Energy
O	ce (GEO) (%)

Taichung�ermal
Power Plant (%)

An academic building at the National
Penghu University (NPU) (%)

Forecasting model

ARIMA 9.52 16.49 13.48

LS-SVM 6.42 4.78 12.03

ANN 7.78 4.75 16.77

ANFIS 7.93 6.82 12.32

Hybrid model 5.64 3.43 6.57
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Figure 11: Forecasting results for PV power at Taichung �ermal
Power Plant by using the hybrid combination model.

where �install, ��, �� indicate PV installed capacity, actual PV
power output, and PV power forecasting value, respectively,
and � is the total number of samples. Table 3 summarized
the forecasting results at three PV systems by using di�erent
forecasting models. It is obvious that the proposed hybrid
model is superior to other traditional statistical or arti
cial
intelligent methods because its forecasting error is the mini-
mum.

Figure 11 shows the prediction of hourly power output by
the PV system at the Taichung �ermal Power Plant. �is

gure presents the predicted value, which is compared with
actual data, and the analyzed time series was taken only for
a certain week in the predicted month. Although the actual
pro
le of time-series data of PV power output varied greatly
due to varying weather conditions, applying the relatively
more accurate hybrid prediction model still provides a much
more accurate 1-hour-ahead prediction of power output.

6. Conclusions

As the construction scale and capacity of the PV power sys-
tems continue expanding, PV power prediction techniques
can reduce the e�ect of randomness on PV power output.
In this study, 
ve prediction models were applied for short-
term prediction of power output by three PV systems, and
actual predictions have been performed for these PV systems

in Taiwan and Malaysia. In terms of input variables used
by prediction models, the correlation analyses of related
external variables have been carried out and historical power
output data and solar irradiance intensities are used as
input variables by the prediction models. Analytical results
demonstrate that the hybrid prediction model generates the
most accurate predictions in most cases; however, it still
needs additional and accurate data to monitor the prediction
process for large variations in time-series data of PV power
output. Speci
cally, the classi
cation of any daily prediction
with respect to theweather forecast data should be performed

rst. �ese data are used to predict weather patterns for that
day. �e amount of cloud cover is also an input variable
for the PV prediction model. However, this requires long-
term and precise observational records, and an obvious,
individual exception sample should be excluded prior to
analysis. Furthermore, for yearly predictionmodels, date and
time should also be considered as input variables.
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“Short-term power forecasting system for photovoltaic plants,”
Renewable Energy, vol. 44, pp. 311–317, 2012.

[15] P. Bacher, H. Madsen, and H. A. Nielsen, “Online short-term
solar power forecasting,” Solar Energy, vol. 83, no. 10, pp. 1772–
1783, 2009.

[16] S. K. H. Chow, E. W. M. Lee, and D. H. W. Li, “Short-term
prediction of photovoltaic energy generation by intelligent
approach,” Energy and Buildings, vol. 55, pp. 660–667, 2012.

[17] M. Bouzerdoum, A. Mellit, and A. Massi Pavan, “A hybrid
model (SARIMASVM) for short-term power forecasting of a
small-scale grid-connected photovoltaic plant,” Solar Energy,
vol. 98, pp. 226–235, 2013.

[18] G. Ciulla, V. lo Brano, and E. Moreci, “Forecasting the cell tem-
perature of PVmodules with an adaptive system,” International
Journal of Photoenergy, vol. 2013, Article ID 192854, 10 pages,
2013.



Submit your manuscripts at

http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Inorganic Chemistry
International Journal of

Hindawi Publishing Corporation 

http://www.hindawi.com Volume 2014

 International Journal of

Photoenergy

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Carbohydrate 
Chemistry

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Chemistry

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Advances in

Physical Chemistry

Hindawi Publishing Corporation
http://www.hindawi.com

 Analytical Methods 
in Chemistry

Journal of

Volume 2014

Bioinorganic Chemistry 
and Applications
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Spectroscopy
International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Medicinal Chemistry
International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Chromatography  
Research International

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Applied Chemistry
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Theoretical Chemistry
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Spectroscopy

Analytical Chemistry
International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Quantum Chemistry

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Organic Chemistry 
International

Electrochemistry
International Journal of

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Catalysts
Journal of


