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Abstract: DNA computing based image encryption is a new, promising field. In this 

paper, we propose a novel image encryption scheme based on DNA encoding and 

spatiotemporal chaos. In particular, after the plain image is primarily diffused with the 

bitwise Exclusive-OR operation, the DNA mapping rule is introduced to encode the 

diffused image. In order to enhance the encryption, the spatiotemporal chaotic system is 

used to confuse the rows and columns of the DNA encoded image. The experiments 

demonstrate that the proposed encryption algorithm is of high key sensitivity and large  

key space, and it can resist brute-force attack, entropy attack, differential attack,  

chosen-plaintext attack, known-plaintext attack and statistical attack. 
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1. Introduction 

With the rapid development of Internet and communication technologies, image communication 

plays a very important role in information transmission, and thus the image encryption has attracted 

more and more attention. Digital images have intrinsic properties that are different from texts, such as 

bulk data capacity and strong correlation among pixels, which make some traditional data encryption 
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techniques are not very suitable for digital image encryption [1,2]. Therefore, some interesting and 

promising theories, such as chaos [1,2] and phase retrieval algorithm [3,4], have been applied in the 

image encryption. 

Chaos has many good properties, such as ergodicity, high sensitivity to initial conditions and 

control parameters, and low computational complexity, so the chaos has been shown significant 

potential in digital image encryption. Since Matthews [5] suggested that a one-dimensional chaotic 

map could be used as one time pad for encrypting messages, various image encryption algorithms 

based on the chaotic systems have been proposed. Pareek [6] introduced an image encryption approach 

based on two chaotic Logistic maps, in which the initial condition of the second Logistic map was 

modified from the numbers generated by the first Logistic map. Wang [7] developed a color image 

encryption based on the Logistic map. Liu [8] presented the image encryption based on one-time keys 

and two robust chaotic maps. Wang [9] introduced an encryption algorithm by using high-dimension 

Lorenz chaotic system and perceptron model. Liu [10] proposed a color image encryption method by 

combining spatial bit-level permutation and high-dimension chaotic system. 

It has been demonstrated that the communication with the spatiotemporal chaos based on coupled 

map lattice (CML) is more secure than that with a single map [10]. The spatiotemporal chaotic system 

possesses much better properties than the simple chaotic system, such as larger parameter space, more 

positive Lyapunov exponents, higher randomness and more chaotic sequences, so that it is more 

difficult to predict the chaotic series generated by the spatiotemporal chaotic systems. Therefore, the 

spatiotemporal chaos is more suitable for data protection. However, the CML system is often based on 

the mapping function ( ) (1 )f x x x= µ −  and (0, 4]µ ∈ . The parameter μ still has periodic windows in 

the bifurcation diagram of some lattice, so the range of parameter μ is much smaller than ]4,0(  [10]. 

Thus, the NCA (Nonlinear Chaotic Algorithm) map based spatiotemporal chaos [11] is introduced for 

the image encryption. 

Since Adleman studied the DNA computing to solve the combinational problem [12], the DNA 

computing technique has attracted more attention. In recent years, DNA technology has been applied  

to cryptography field due to its excellent characteristics such as massive parallelism, huge storage and 

ultra-low power consumption [13–15]. DNA cryptogram utilizes DNA as information carrier and takes 

the advantage of biological technology, which has been shown promising results in the image 

encryption. Gehani et al. [16] presented a DNA-based cryptography based on one-time-pads that are in 

principle unbreakable. Because such experiments need nature DNA sequences to encoding the 

information, it can only be done in a well-equipped lab and needs high cost. Zhang et al. [17] proposed 

an image encryption scheme by combining the chaotic system with the DNA sequence addition 

operation and complement operation, in which the chaotic sequence is generating by the Logistic map. 

Liu [15] developed an image encryption method using DNA complementary rule and piecewise linear 

chaotic map. These results demonstrated that the good encryption result could be achieved with  

DNA computing. 

Taking the advantages of spatiotemporal chaos and DNA computing into account, the paper 

proposes an image encryption algorithm using the spatiotemporal chaotic system based on NCA map 

and the DNA complementary rule. The rest of this paper is organized as follows. The related works are 

presented in Section 2. Section 3 introduces the proposed image encryption algorithm. The 
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experimental results and security analysis are conducted in Sections 4 and 5 respectively. Finally, the 

conclusions are drawn in the last section. 

2. Related Work 

2.1. DNA Coding and Complementary Rule 

A DNA sequence contains four nucleic acid bases A (Adenine), C (Cytosine), G (Guanine) and T 

(Thymine), where A and T, C and G are complementary pairs. In the binary system, 0 and 1 are 

complementary, 00 and 11, 10 and 01 also are complementary. If 00, 11, 10 and 01 are encoded with 

nucleic acid bases A, C, G and T, we can get 24!4 =  kinds of encoding schemes. Due to the 

complementary relation between DNA bases, there are eight kinds of encoding combinations satisfying 

the principle of complementary base pairing, which are shown in Table 1. 

Table 1. Eight kinds of DNA map rules. 

 1 2 3 4 5 6 7 8 

A 00 00 01 01 10 10 11 11 

T 11 11 10 10 01 01 00 00 

G 01 10 00 11 00 11 01 10 

C 10 01 11 00 11 00 10 01 

For a grayscale image, each 8 bit pixel value can be encoded into a nucleotide string whose length is 

4. For example, there is a pixel with the grayscale value 148 that can be converted into a binary 

sequence “10010100”, if the DNA encoding rule 1 is adopted, the binary sequence can be expressed as 

the DNA sequence “CGGA”. Inversely, the DNA sequence can be decoded into a pixel value. When 

the wrong DNA encoding rule, for example, the rule 8 (the last column of Table 1), is used to decode 

the DNA sequence “CGGA”, we get the wrong binary sequence “01101011”, and then the wrongly 

decoding grayscale value 107. This method can be applied to the image encryption algorithm to achieve 

the image diffusion. 

2.2. NCA Map 

The NCA map is constructed on the basis of Logistic map. Logistic map is defined as 

1 (1 )n n nx x x+ = µ − , ,2,1=n  (1)

where 0 4< µ ≤ , )1,0(∈nx . When 3.57 4≤ µ < , the map appears chaotic behavior. By introducing the 

power function and tangent function in the Logistic map, Gao [18] proposed a NCA map 

4

1 (1 ) ( (1 )) (1 1 ) ( ) (1 )n n nx ctg tg x x− β β
+ = − β ⋅ α + β ⋅ + β ⋅ α ⋅ −  (2)

where )1,0(∈nx , (0,1.4]α ∈ , [5, 43]β∈ , or )1,0(∈nx , (1.4,1.5]α ∈ , [9, 38]β∈ , or )1,0(∈nx , 

(1.5,1.57]α ∈ , [3,15]β∈ . The NCA map is a chaotic system with good properties of balanced 0–1 

ratio, zero co-correlation and ideal nonlinearity. 
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2.3. Spatiotemporal Chaotic System 

The two-way coupled map lattice system can be defined as 

1( ) (1 ) ( ( )) { [ ( 1)] [ ( 1)]} 2

( ) (1 )

n n n nx i f x i f x i f x i

f x x x

+ = − ε + ε − + +


= µ −
 (3)

where Li ,,2,1 =  is the lattice site index, ,2,1=n  is the time index, (0,1)ε ∈  is a coupling 

constant, and )1,0()( ∈ixn . Here )(xf  is the Logistic map with 3.57 4≤ µ < , 10 << x  and 

1)(0 << xf . The periodic boundary condition is )()0( Lxx nn = . 

Song [11] replaces the Logistic map in Equation (3) with the NCA map, and then the CML is 

1

4

( ) (1 ) ( ( )) { [ ( 1)] [ ( 1)]} 2

( ) (1 ) ( (1 )) (1 1 ) ( ) (1 )

n n n n

n

x i f x i f x i f x i

f x ctg tg x x

+

− β β

= − ε + ε − + +


= − β ⋅ α + β ⋅ + β ⋅ α ⋅ −
 (4)

Figure 1 shows the spatiotemporal chaos with L = 1024, 0.3ε = , 1.57α =  and 3.5β = . We can see 

from Figure 1 that the system exhibits chaotic properties both in the time and space domains. 

 

Figure 1. Spatiotemporal chaos. 

Lyapunov exponents provide a qualitative evaluation of the dynamical system. A dynamical system 

with chaotic behavior possesses at least one positive Lyapunov exponent. The Kolmogorov-Sinai 

entropy density h of a spatiotemporal chaotic system is the sum of positive Lyapunov exponents. The 

positive value of Kolmogorov-Sinai entropy density indicates the system in chaotic behavior [19,20]. 

Without loss of generality, we set the size of lattices L = 100 in the CML system for determining 

Kolmogorov-Sinai entropy densities, which are shown in Figure 2 for different spatiotemporal chaos 

maps. The results suggest that the spatiotemporal chaos based on CML and NCA is suitable for  

image encryption. 
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(a) (b) 

(c) 

Figure 2. Kolmogorov-Sinai entropy densities. (a) Spatiotemporal chaos based on Logistic 

chaos; (b) Spatiotemporal chaos based on an NCA map ( 1.51 to 1.57α = , 3.2β = );  

(c) Spatiotemporal chaos based on NCA map ( 1.51 to 1.57α = , 3.5β = ). 

3. Proposed Image Encryption Algorithm 

The proposed image encryption algorithm is based on the spatiotemporal chaotic system and the 

DNA complementary rule. The plain image is diffused with the bitwise Exclusive-OR operation, and 

then the diffused image is encoded with the DNA mapping rule. According to the sequence generated 

by the spatiotemporal chaotic system, the DNA encoded image is confused again. Finally, the cipher 

image is obtained after the DNA decoding. Therefore, The introduced method provides a secure 

encryption scheme by using the bitwise Exclusive-OR operation based diffusion, DNA encoding 

controlled with Logistic chaos, and the spatiotemporal chaos based DNA sequence confusion, in which 

the spatiotemporal chaos maps and DNA encoding improves the security, compared with the 

traditional algorithm. The introduced image encryption scheme is shown in Figure 3. 

 

Figure 3. Image encryption scheme. 
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Without loss of generality, we assume that the size of a plain image is HW × . The proposed image 

encryption algorithm can be summarized as follows. 

Step 1: Convert the image matrix M into a one-dimensional array },,{ 21 HWmmmA ×=  , and then 

diffuse the array A according to the following formula, 





−×=′⊕=′

⊕=′

+

×

1,,2,1,1

11

HWjmmm

mmm

jjj

HW


 

where ⊕  is the bitwise Exclusive-OR (XOR) operation. We get the diffused array },,{ 21 HWmmmA ×
′′′=′  . 

Convert A′  to a matrix M ′  with the size of HW × . 

Step 2: x0 is adopted as the initial value of the Logistic map. Choose the K0th element )( 0Kx from the 

Logistic map sequence, and get an integer ( )8)( 0 ×= KxfloorI DNA  that belongs to [0, 7]. According to 

IDNA we can determine the rule of DNA encoding. For example, IDNA = 0 corresponds to the first DNA 

mapping rule in Table 1, and IDNA = 1 corresponds to the second DNA mapping rule, and so on. 

Step 3: Convert the matrix M ′  to a binary value matrix M ′′  with the size of HW 8× . Encode the 

primary diffused matrix M ′′  with the selected DNA mapping rule in Step 2, and thus we get a encoded 

matrix MD with the size of HW 4× . 

Step 4: Choose the (N0+1)-th element to the (N0+4H)-th element from the Logistic chaotic sequence in 

order to avoid the harmful effect of the transition procedure, and form a new sequence 

},,{ 421 HaaaA = , which is adopted as the initial values of the spatiotemporal chaos. Generate the 

spatiotemporal chaotic matrix X with size of HW 4×  according to Equation (4). 

Step 5: Sort each row of X in ascending order, and then we obtain W position sequences 

WnRIX n ,,2,1, = , whose element RIXn(i) is the position where the i-th sorted element is located in 

the n-th row of the chaotic matrix X. Permute each row of the DNA encoded matrix MD according to 

RIXn, and get the confused matrix MD′ ( [ ] [ ] )(,, iRIXnin n
MDDM =′ , Wn ,,2,1 = , Hi 4,,2,1 = ). 

Step 6: Sort each column of X in ascending order and obtain 4H position sequences 

HiCIX i 4,,2,1, =  in a similar way as Step 5. Then confuse columns of the matrix MD′, and get a 

matrix MD′′ ( [ ] [ ] inCIXin i
DMDM ),(,

′=′′ , Wn ,,2,1 = , Hi 4,,2,1 = ). 

Step 7: Calculate DNADNA IID −= 8  to determine the DNA decoding rule, with which the matrix MD′′ 

is decoded into a binary value matrix with the size of HW 8× . Finally, the binary matrix is converted 

to a gray scale image C with the size of HW × . 

Output: Cipher image C. 

The decryption process is the inverse process of the encryption. 

4. Experimental Results 

In this section, we evaluate the performance of the proposed image encryption algorithm. Three 

benchmark gray scale images with the size of 256 × 256 are shown in the first column of Figure 4. 

When }100,1024,3.0,5.3,57.1,50,7.3,6434179.0{=KEY , the encrypted images are listed in the 

second column of Figure 4. The third column gives the decrypted images. From the decrypted results, 

we can see that the plain-image can be decrypted without distortion. 
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(a) (b) (c) 

 
(d) (e) (f) 

 
(g) (h) (i) 

Figure 4. Experimental results. (a) Plain image Lenna; (b) Cipher image of (a);  

(c) Decrypted image of (b); (d) Plain image Peppers; (e) Cipher image of (d); (f) Decrypted 

image of (e); (g) Plain image Boats; (h) Cipher image of (g); (i) Decrypted image of (h). 

5. Security Analysis 

5.1. Gray Histogram Analysis 

Histogram can reflect the information distribution of pixel values of an image. The histogram of the 

cipher image should be uniform enough to resist statistical attack, and otherwise the attackers may 

deduce useful information of the plain image by analyzing the histogram of the encrypted image [21]. 

Figure 5a shows the histogram of the plain image “Lenna” shown in Figure 4a, and the histogram of 

the cipher image shown in Figure 4b is given in Figure 5b. From Figure 5 we can see that the 

histogram of the cipher image becomes fairly uniform. 
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(a) (b) 

Figure 5. Histogram analysis. (a) Histogram of the plain image; (b) Histogram of the  

cipher image. 

5.2. Information Entropy Analysis 

Information entropy is an important feature of randomness. Based on Shannon’s theory [22], the 

entropy of a source s is defined as follows, 


−

=

−=
12

0

2 )(log)()(

N

i

ii sPsPsH  

where P(si) represents the probability of symbol si, and N is the number of bits to represent symbol  

si∈s. According to the equation we can get the ideal entropy for a random image with 256 gray levels 

is 8. For the image “Lenna”, the entropy of the encrypted image shown in Figure 4b is 7.9967, which is 

close to 8 and demonstrates that the cipher image is close to a random image. We also conduct the 

entropy analysis on other benchmark images, and the calculated results are listed in Table 2, which are 

very close to the theoretical value of 8 and higher than many existing algorithms [23,24]. This means 

that the information leakage in the encryption process is very little, and the image encryption scheme is 

secure enough to resist the entropy attack. 

Table 2. Results of information entropy analysis. 

 Lenna House Couple Airplane Peppers Camera Aerial Boats 

Entropy 7.9967 7.9933 7.9975 7.9974 7.9973 7.9958 7.9974 7.9973 

5.3. Correlation Analysis 

Randomly select 1000 pairs of adjacent pixels in horizontal, vertical and diagonal directions from 

the plain image and cipher image respectively, and calculate the correlation coefficients according to 

the following formula: 

)()(

),cov(

yDxD

yx
rxy =  


=

−−=
N

i

ii yyxx
N

yx
1

))((
1

),cov(  
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where xi and yi are gray values of two adjacent pixels, and N denotes the number of selected pixel 

pairs. The correlation distributions of adjacent pixels of plain image “Lenna” along horizontal, vertical 

and diagonal directions are shown in Figure 6a,c,e, respectively, and Figure 6b,d,f give the 

corresponding distributions of the cipher image. The correlation coefficients of adjacent pixels along 

different directions for different bench mark images are listed in Table 3. The results suggest that the 

strong correlations of adjacent pixels of the plain image are greatly reduced in the cipher image. The 

comparison results are shown in Table 4, from which it can be seen that our method is almost better 

than some existing algorithms. 

 

(a) (b) 

 
(c) (d) 

Figure 6. Cont. 
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(e) (f) 

Figure 6. Correlation analysis. (a) Correlation distribution of the plain image along the 

horizontal direction; (b) Correlation distribution of the encrypted image along the  

horizontal direction; (c) Correlation distribution of the plain image along the vertical 

direction; (d) Correlation distribution of the encrypted image along the vertical direction;  

(e) Correlation distribution of the plain image along the diagonal direction; (f) Correlation 

distribution of the encrypted image along the diagonal direction. 

Table 3. Correlation coefficients of two adjacent pixels. 

 Horizontal Vertical Diagonal 

Lenna 
Plain image 0.9787 0.9502 0.9332 

Cipher image −0.0021 −0.0032 0.0037 

House 
Plain image 0.9792 0.9746 0.9602 

Cipher image 0.0616 −0.0067 −0.0072 

Couple 
Plain image 0.9402 0.9171 0.8693 

Cipher image −0.0055 0.0317 −0.0108 

Airplane 
Plain image 0.9269 0.9322 0.8792 

Cipher image 0.0169 −0.0212 0.0086 

Peppers 
Plain image 0.9757 0.9468 0.9133 

Cipher image 0.0054 0.0060 −0.0094 

Camera 
Plain image 0.9547 0.9308 0.8942 

Cipher image −0.0082 −0.0012 −0.0179 

Aerial 
Plain image 0.7706 0.8096 0.6619 

Cipher image −0.0223 −0.0069 0.0285 

Boats 
Plain image 0.9483 0.9263 0.8883 

Cipher image −0.0201 0.0021 0.0046 

Table 4. The comparison of the correlation coefficients of “Lenna”. 

Correlation Horizontal Vertical Diagonal 

Plain Lenna image 0.9787 0.9502 0.9332 

Ref. [17] 0.0023 0.0036 0.0039 

Ref. [15] 0.0004 0.0021 −0.0038 

Ref. [11] 0.0055 0.0041 0.0002 

Proposed algorithm * (Figure 3b) 0.0007 0.0015 0.0014 

* We select the best result from several rounds. 
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5.4. Differential Analysis 

A secure image encryption scheme must be sensitive to the plaintext. That is to say, a slight change 

of a pixel of the plain image can cause great change in the cipher image. For example, the gray-level at 

the position (115, 50) in the plain image “Lenna” is changed from 68 to 69, and the resulting cipher 

image C′ is shown in Figure 7a, and the differential image between the original cipher image C shown 

in Figure 4b and Cipher image C′ is given in Figure 7b. It can be seen that the slight change causes 

significant difference between the two cipher images. Such difference can be measured by means of 

two criteria, namely the number of pixels change rate (NPCR) and the unified average changing 

intensity (UACI) [25], 

%100
),(

, ×
×

=


HW

jiD
NPCR

ji
 

%100
255

),(),(1

,

×






 ′−

×
= 

ji

jiCjiC

HW
UACI  

where W and H represent the width and height of the image, respectively. ),( jiC  and ),( jiC′  denote  

the pixel values of the ith row and jth column of images C and C′, respectively. ),( jiD  is determined  

as follows, 





′≠

′=
=

),(),(1

),(),(0
),(

jiCjiC

jiCjiC
jiD  

In addition to the Lena image, we also test the performance of differential analysis on several 

benchmark images. The NPCRs and UACIs are listed in Table 5, which demonstrates the algorithm is 

very sensitive to the plaintext. The comparison with other algorithms is shown in Table 6. 

 

(a) (b) 

Figure 7. Differential analysis on “Lenna” image. (a) Cipher image C′; (b) Differential image. 

Table 5. The number of pixels change rate (NPCR) and unified average changing intensity 

(UACI) for the cipher images. 

 Lenna House Couple Airplane Peppers Camera Aerial Boats 

NPCR 0.9958 0.9957 0.9958 0.9961 0.9956 0.9961 0.9964 0.9960 

UACI 0.3349 0.3343 0.3347 0.3327 0.3323 0.3338 0.3342 0.3348 
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Table 6. The comparison of NPCR and UACI for the cipher image of “Lenna”. 

 NPCR UACI 

Ref. [17] 0.9961 0.3800 

Ref. [15] 0.9960 0.2814 

Ref. [11] 0.9965 0.3362 

Proposed algorithm 0.9958 0.3349 

5.5. Key Sensitivity Analysis 

The key sensitivity of the algorithm is tested with the following basic expectation: (i) when a slight 

different key is adopted to encrypt the same image, and a completely different cipher image is 

obtained; (ii) the proper image cannot be decrypted when a slight difference exits between the 

encryption and decryption keys. 

When a slightly changed key 1.570000000000001α =  is used to encrypt the plain image “Lenna”, 

and the cipher image is shown in Figure 8a. The differential image between Figure 8a and the original 

cipher image C shown in Figure 4b is given as Figure 8b, from which we can see the two cipher 

images are totally different. 

 
(a) (b) (c) 

Figure 8. Key sensitivity analysis. (a) Cipher image ( 1.570000000000001α = );  

(b) Differential image; (c) Decrypted image with the wrong key ( 0.300000000000001ε = ). 

The second experiment for the key sensitivity is to change the decryption key ε from 0.3 to 

0.300000000000001. The corresponding decrypted image is shown in Figure 8c, from which it can be 

seen that the plain image cannot be decrypted with the wrong decryption key. 

5.6. Key Space Analysis 

From the cryptographical point of view, in order to resist the brute-force attack, the size of key 

space should be at least 2100 [26]. In our introduced algorithm, the key is 

0 0 0{ , , , , , , , }KEY x K L N= µ α β ε , where x0 and μ are parameters of the Logistic map, , ,α β ε  and L are 

parameters of the spatiotemporal chaotic system, N0 is to determine what part of the Logistic chaotic 

sequence is selected as the initial values of the spatiotemporal chaos, and K0 is the value chosen from 

the Logistic map to determine DNA encoding rule index IDNA and DNA decoding rule index IDDNA. 

According to the IEEE floating-point standard, the computational precision of the 64-bit double 
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precision number is 10−15 [23,27], it can be estimated that the total key space at least can reach to
 

93

000 10εβαμ8 ≈××××××××= NLKxS . From Table 7, we can find that it is larger than that of 

Zhang’s method [17] and Song’s method [11], and smaller than that of Liu’s algorithm [15]. 

Therefore, the encryption scheme is secure enough to make the brute-force attack infeasible. 

Table 7. Key spaces of different algorithms. 

Algorithms Key Space 

Ref. [17] 1072 

Ref. [15] 1.92 × 10126 

Ref. [11] 1065 

Proposed algorithm 1093 

6. Conclusions 

This paper proposes a novel image encryption scheme based on DNA encoding and spatiotemporal 

chaotic system. The DNA mapping rule is introduced to encode the diffused image, and the 

spatiotemporal chaotic system is used to confuse the DNA encoded image. Experimental results show 

that the cipher image has very low neighboring pixel correlation, approximately uniform histogram 

distribution and can be considered as a nearly random image. The security analyses also demonstrate 

that the scheme is sensitive to the plain image and the encryption key, and has enough large key space. 

Therefore, the encryption scheme is of high security and can resist against common attacks. However, 

we have found from the simulation experiments that the parameter intervals of the spatiotemporal 

chaos may be different from that of the NCA map for ensuring the chaotic behavior. Thus, it is 

necessary to carry out in-depth research on the spatiotemporal chaos based NCA map. Meanwhile, we 

will apply the spatiotemporal chaos in other fields, such as image processing, color image encryption 

and chaotic map based key agreement protocol [28]. 
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