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In recent years, depression not only makes patients suffer from psychological pain such as self-blame but also has a high disability
mortality rate. Early detection and diagnosis of depression and timely treatment of patients with different levels can improve the
cure rate. Because there are quite a few potential depression patients who are not aware of their illness, some even suspect that
they are sick but are unwilling to go to the hospital. In response to this situation, this research designed an intelligent depression
recognition human-computer interaction system. The main contributions of this research are (1) the use of an audio depression
regression model (DR AudioNet) based on a convolutional neural network (CNN) and a long-short-term memory network
(LSTM) to identify the prevalence of depression patients. And it uses a multiscale audio differential normalization (MADN)
feature extraction algorithm. The MADN feature describes the characteristics of nonpersonalized speech, and two network
models are designed based on the MADN features of two adjacent segments of audio. Comparative experiments show that the
method is effective in identifying depression. (2) Based on the research conclusion of the previous step, a human-computer
interaction system is designed. After the user inputs his own voice, the final recognition result is output through the recognition
of the network model used in this research. Visual operation is more convenient for users and has a practical application value.

1. Introduction

Depression is a hidden mental illness, and it also involves
mental health problems. Symptoms may be manifested in
emotional and emotional disorders and physical discomfort.
Depression not only harms patients [1, 2] but also brings a
heavy economic burden to patients’ families and society.
Depression can lead to increased expenditure on medicines,
psychotherapy, rehabilitation, and other aspects, and it can
also make patients inefficient or even unable to work. The
report in Reference [3] pointed out that in 2002, the United
States suffered as much as 44 billion U.S. dollars in economic
losses due to depression causing workers to be unable to
work normally or reducing work efficiency. Although there
is no relevant data in China, the huge economic losses caused
by depression can still be seen from the above figures.

Although depression is hugely harmful, it is a disease that
can be effectively treated and improved. In clinical practice,

medication can promote the recovery of depression patients.
In addition, psychotherapy and physical therapy can also
achieve better results. However, a considerable part of the
patient population has not been diagnosed in time. More
than half of the people affected by depression at home and
abroad have not received treatment. There are many reasons,
such as insufficient precision in quantifying the prevalence of
depression [4–6]. In addition, the diagnosis of depression is
misdiagnosed. For example, depression and bipolar disorder
are two relatively similar mood disorders. The depressive
periods of depression and bipolar disorder are often difficult
to distinguish [7]. Global Burden of Disease (GBD) con-
ducted multiple epidemiological surveys for middle school
students in 2016 [8]; the number of depressive symptoms
in middle school students ranges from one-fifth to one-half.

The key to the treatment of depression is the preliminary
diagnostic screening. If it is possible to quickly diagnose
whether an individual is suffering from depression under rel-
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atively safe conditions without too much privacy involved, it
will greatly reduce the difficulty of clinical screening for
depression and encourage patients to receive treatment as
soon as possible. Voice is a noninvasive, clinically accessible
information. At present, there have been a large number of
studies on speech and depression [9, 10], which provides
the possibility to explore speech as a tool for automated diag-
nosis of clinical depression. According to existing studies, the
speech of patients with depression has the following char-
acteristics: slower speaking rate, frequent pauses, long
pauses [11, 12], reduced changes in voice characteristics
[13], lack of circumflex and frustration, and dull voice
[14]. Compared with normal individuals, individuals in
the depression group have more pronounced breath
sounds [15]. From the perspective of prosody characteris-
tics, the changes in fundamental frequency (F0) of depres-
sion patients decrease, such as bandwidth, amplitude, and
energy [16], which indicates that the changes in voice fre-
quency of depression patients decrease. The spectral char-
acteristics are also related to the degree of depression of
the patient. Studies have found that the degree of change
in the sound spectrum energy below 500Hz and 500-
1000Hz is related to the severity of depression [17]. It
can be seen that feature extraction of speech helps to bet-
ter understand depression.

This research is based on speech data to recognize
depression. In the early stage, the speech signal characteris-
tics of the 2014AVEC dataset were extracted, and algorithmic
modeling was used to identify the degree of depression of the
subject. The model with relatively good experimental effect is
selected to realize the human-computer interaction system in
the later depression recognition. Finally, the experimental
subject of research and application of speech-based depres-
sion recognition is completed. The work of this research
includes the following:

(1) TheMADNmethod is used for speech feature extrac-
tion. Since the extracted conventional speech features
include the sample’s own personalized speaking fea-
tures, this personalized speaking feature will affect
the training of the depression recognition model,
resulting in poor generalization of the trained model.
Therefore, this study selects the MADN method for
feature extraction, and the features extracted based
on this method have better adaptability

(2) The purpose of traditional depression recognition is
to identify whether you have depression. The purpose
of this study is not only to identify whether you have
depression but also to determine the degree of
depression. Only by identifying the specific degree
of depression can the most appropriate treatment
plan be given. The depression recognition model
used in this study is DR AudioNet

(3) Design a human-computer interaction system where
users can input audio data online to identify depres-
sion. The system can help users understand their
own depression status and can also assist doctors in
initial examinations

2. Speech-Based Depression Recognition

In order to identify depression more conveniently and
quickly, this paper designs a set of human-computer interac-
tion system. First, the system will collect voice data. Secondly,
the sample set is preprocessed and feature extracted at the
front end. Again, machine learning algorithms [18, 19] and
deep learning algorithms [20, 21] are used to model the sam-
ples in the backend. Finally, the trained model is used to
obtain the recognition result of the test sample, thereby
obtaining the final depression recognition result. The
speech-based depression recognition process is shown in
Figure 1.

The detailed process of identifying depression is as
follows:

(1) Perform preprocessing and feature extraction on the
original data. The extracted features include Mel fre-
quency cepstrum coefficients (MFCCs), zero-
crossing rate, energy, and other speech features.
These feature data will be used for model training

(2) The front end is used for feature data collection
(back-end auxiliary data processing). The data pro-
cessing models mainly include deep learning algo-
rithms such as CNN and deep convolutional neural
network (DCNN), and you can also choose a suitable
machine learning algorithm

(3) The results identified by the back-end can be output
to the visual display page according to the interaction
requirements and displayed to doctors and patients.
Doctors and patients have a preliminary understand-
ing of the condition based on the output of the system

Although the research on the recognition of depression
based on speech signals has achieved good research results
at this stage, it is inevitable that there are still challenges in
this research field.

Mainly reflected in the following aspects:

(1) Effectiveness of voice feature selection: the classifica-
tion of depression and nondepression based on
speech signals is based on the premise that the speech
features with significant differences between the two
can be extracted. Different people have different
characteristics in terms of tone, loudness, and energy
of voice signals. The key point is to be able to find the
characteristics that distinguish depressed individuals
from nondepressed individuals in order to achieve
better recognition results. However, relevant research
results show that this effective voice feature has not
been found yet. The most effective speech features
on different speech datasets may be different

(2) The accuracy of the results of depression recognition:
due to different data characteristics, experimental
algorithms, and hardware equipment conditions, rec-
ognition results with different accuracy will naturally
be obtained. To improve the accuracy of the recogni-
tion results of depression by continuously improving
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the experimental conditions in terms of software and
hardware is a problem to be solved in this research

(3) The authority of the depression speech dataset: at the
present research stage, there is no unified standard
dataset as the speech source material for depression
recognition. Some of the datasets used for the
research are the voices of the subjects collected by
the experimental researchers themselves, and some
use the international open source voice datasets.
The voice file collection process is also affected by
the field environment, the denoising effect of the
equipment, and the immediate state of the subjects.
For this reason, seeking a unified standard for the
integration of speech data related to depression is
one of the challenges facing this field

3. Voice-Based Depression Recognition
Method Used

3.1. Depression Recognition Model Used. The network model
used in this study integrates CNN and LSTM. The type of
data processed is voice data, and the output is whether it is
a depression patient. The deep learning model used is DR
AudioNet, and its network structure is shown in Figure 2.

As can be seen from Figure 1, the DR AudioNet network
mainly consists of 2 convolutional layers, 1 pooling layer, 2
LSTM layers, and 1 fully connected layer. The input of the
network is voice feature data. The construction process of
speech feature data is as follows: extract MFCCs, zero-
crossing rate, energy, and other features for each frame of
speech in each speech, and select 60 consecutive frames of
speech characteristics in each speech to construct a two-
dimensional matrix. The X axis of the matrix is time, and

the Y axis is frequency information. The role of the convolu-
tional layer is to extract the semantic information of Gao.
The role of the pooling layer is to reduce the dimension of
features. The two-dimensional matrix is converted into
one-dimensional data after passing through the convolu-
tional layer and the pooling layer. The LSTM layer is used
to extract long-term dependency information. The fully con-
nected layer is used to encode changes in speech on the X axis
and give prediction results.

In order to make full use of speech information to
improve the recognition rate, this paper uses an improved
network model based on the DR AudioNet network. The
improved network mainly contains 3 models, namely, M1,
M2, and M3. These 3 models are all DR AudioNet networks.
The execution process of the improved network is to first
extract the feature V1 of the current speech segment. Feature
V1 mainly includes MFCCs, short-term energy, short-term
zero-crossing rate, and formant frequency. Input feature V1
into the M1 model. Considering that the personalized inter-
ference information mixed in each sample will affect the rec-
ognition effect of the model, the feature V2 of the previous
segment of the current speech segment is used to train M2.
Feature V2 is obtained using the MADN method. In order
to further reduce the interference of the personalized infor-
mation carried by the sample, the feature V3 of the last seg-
ment of the current speech segment is used to train M3.
Feature V3 is obtained using the MADN method. The struc-
ture of the improved network is shown in Figure 3.

3.2. Multiple Feature Extraction

3.2.1. Mel Frequency Cepstrum Coefficients (MFCCs).MFCCs
are one of the most widely used and basic voice features.
Equation (1) gives the conversion relationship between ordi-
nary frequencies and MFCCs.

fmel = 2595 log 1 + f Hz
700

� �
, ð1Þ

where fmel represents Mel frequency scale and f Hz stands for
normal frequency. Use P filters to calculate MFCCs. The cen-
ter frequencies of these filters can be evenly arranged accord-
ing to the Mel frequency, and the frequencies of the two
bottom points of each filter are the center frequencies of the
two adjacent filters. The output is LðpÞ, p = 1, 2,⋯, P after fil-
tering. Let lðpÞ be the lower limit frequency, cðpÞ be the center
frequency, and hðpÞ be the upper limit frequency of the p-th
triangle filter. Then, the relationship between them is as fol-
lows:

c pð Þ = h p − 1ð Þ = l p + 1ð Þ: ð2Þ

The output of the filter is transformed as follows to obtain
MFCCs.

Cn = 〠
P

p=1
logL pð Þ cos p − 0:5ð Þ hπ

P

� �
 h = 1, 2,⋯,H, ð3Þ
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Figure 1: Depression recognition process.
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where H represents the number of MFCCs, H ∈ f12, 13, 14,
15, 16g, 20 ≤ P ≤ 40.

3.2.2. Resonant Peak, Energy, and Zero Crossing Rate. Energy
usually refers to the average energy of a frame of speech sig-
nal, which represents the changing trend of the signal. It is
possible to analyze whether the voice signal contains sound
through energy analysis. By analyzing the voice characteris-
tics of depression patients, it can be observed that the voice
characteristics of depression patients mostly include inter-
mittent, unclear speech, and long pauses. Therefore, energy
characteristics can be used to identify depression. The
so-called zero crossing rate refers to the number of times
the signal value passes through the zero value per second.
The zero-crossing rate feature has been widely used in the
fields of speech recognition and music information
retrieval and is a key feature for classification of percussive
sounds. The combination of this feature and energy fea-
ture is one of the most commonly used feature combina-
tions in speech recognition.

3.3. MADN Method. In the actual scene, each person has a
different tone color and voice size, some people have a high
pitch, and some people have a low voice. The existence of this
voice feature reduces the accuracy of depression recognition,
and the personalized speech feature will weaken the general-
ization ability of the depression recognition model. This is
because many features such as MFCCs extracted from each
frame of audio include not only depression-related features
but also static characteristics of voice personality. In response
to this, this article uses the MADN algorithm to identify and
remove personalized features of depression. The calculation
process of the above MADN algorithm is as follows:

(1) Read the original audio

(2) Preprocess all audio

(3) Extract features such as MFCCs, denoted by Vðk, sÞ, s
is the number of frames of speech, and each frame
contains k elements

(4) Dðk, sÞ is obtained by differential calculation through
the feature Vðk, sÞ of two adjacent audio segments,
and the differential processing is used to eliminate
the personalized information in the voice. Dðk, sÞ
represents the time sequence change of audio, and
the distribution of its characteristic value is relatively
stable. The calculation is described as follows: S is the
total number of frames of speech

D k, sð Þ =V k, s + 1ð Þ − V k, sð Þ, s = 1, 2,⋯, S − 1 ð4Þ

(5) Normalize different scales for different features

F k, sð Þ = D k, sð Þ −Dmin k,Wk : Skð Þ
Dmax k,Wk : Skð Þ −Dmin k,Wk : Skð Þ , k = 1, 2,⋯, K

ð5Þ
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Figure 2: DR AudioNet network structure.
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Figure 3: Structure diagram of the network used in this research.
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windows, and the calculation formula is

Wk =
max 0, k − 5ð Þ k = 1, 2,⋯, 12,
max 0, k − 10ð Þ k = 13, 14,
max 0, k − 15ð Þ k = 15, 16, 17,

8>><
>>:

ð6Þ

Sk =
min 60, k + 5ð Þ k = 1, 2,⋯, 12,
min 60, k + 10ð Þ k = 13, 14,
min 60, k + 15ð Þ k = 15, 16, 17

8>><
>>:

ð7Þ

(6) Output normalized features Fðk, sÞ of various scales

4. Simulation Experiment and Analysis

4.1. Experiment-Related Settings. In order to analyze the
superiority of the network used in identifying depression,
the evaluation indicators used are Mean Absolute Error
(MAE) [22] and Root Mean Square Error (RMSE) [22].
The experiment mainly conducts research from two aspects;
one is the influence of different feature extraction methods
on the results. The second is to use different regression algo-
rithms. The feature extraction methods used include separate
MFCCs and multifeature combination. Comparison algo-
rithms are logistic regression (LR) [23], CNN [24], and
DCNN [25]. The parameter settings of the network used in
this research are shown in Table 1.

4.2. Experimental Results and Analysis

4.2.1. Performance Comparison of 3 Models in the Network
Used. In order to verify whether the three models in the used
network have the expected optimization function, this study
conducted experiments on the 2014AVEC test set. Figure 4
gives the recognition results of the three models on the voice
data in the network. In Figure 4, fromM1 toM3, the values of
RMSE and MAE are gradually decreasing, which shows that
after the optimization of the previous model, the perfor-
mance of the latter model has indeed been improved. The
reason for the gradual improvement of the recognition per-
formance of the three models is that on the basis of the DR
AudioNet network; the upper-level model is optimized using
the features of adjacent voices, thereby improving the recog-
nition effect.

4.2.2. Comparison of the Recognition Effect of Different
Models on Depression. After comparing the performance of
the three models in the improved network, we will further
explore the effects of other features and models in the recog-
nition of depression. Through comparative experiments, to
demonstrate the effectiveness of the feature V1 and DR
AudioNet network used in this article, Table 2 shows the
depression recognition effect of different features and differ-
ent models.

From the experimental results of the LR, CNN, and
DCNN models, it can be seen that although the V1 feature
is a combination of multiple features, the experimental

results on the V1 feature are not better than the MFCCs
alone. On DCNN, the recognition effect of the two features
is not much different. On the AudioNet model, the results
of the V1 feature are significantly better than the MFCCs
alone. Furthermore, the network used in this paper recog-
nizes the three characteristic data of V1, V2, and V3; the rec-
ognition result is obviously improved; and the performance
advantage is obvious. Through comparative experiments, it
can be concluded that the characteristics of the network used
in this article V1 and the DR AudioNet network can effec-
tively predict the degree of depression. When extracting fea-
tures, different scales are used to normalize features, which
effectively merges different features and retains audio depres-
sion features. At the same time, V2 and V3 are used to jointly
optimize DR AudioNet, which effectively integrates the non-
personalized depression characteristics of the MADN feature
to the speaker.

4.2.3. Comparison of Noise Immunity. Noise immunity is a
key indicator to measure the performance of an algorithm,
because the actual data will inevitably be mixed with some
noise data. These noisy data are bound to have a certain
impact on the recognition results. An algorithm with good
performance should have good noise immunity. In order to
explore whether the algorithm in this paper is susceptible to
noise, here, we add different amounts of Gaussian white
noise to the dataset. During the experiment, this study added
Gaussian white noise with a mean value of 0 and a variance of
0.01, 0.02, 0.03, 0.04, and 0.05 to the original dataset. Each
model uses V1 features, and the evaluation indicators still
use MAE and RMSE. The recognition results of each model
on the noisy dataset are shown in Table 3.

The data in Table 3 shows that as the noise variance
increases, the recognition performance of all models shows
a downward trend. This is consistent with the theory. Among
them, the performance decline trend of LR, CNN, and
AudioNet is obvious. DCNN is not significantly affected by
noise, and its noise immunity is the best overall. When the
variance is less than 0.03, the network used is not sensitive
to noise and has strong robustness. However, as the variance
gradually increases, the performance of the network used
begins to decline, and the downward trend is obvious, result-
ing in a lower performance than the DCNN model. In sum-
mary, the network used is suitable for processing
micronoise data. Although the network used has certain anti-
noise performance, its antinoise performance needs to be fur-
ther improved.

5. Design of Human-Computer Interaction
System for Intelligent
Recognition of Depression

In order to assist doctors in the preliminary diagnosis of
patients with suspected depression, based on the above
research results, this paper designs a human-computer inter-
action system for intelligent recognition of depression. The
overall design requirements of the system are shown in
Figure 5.
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The depression recognition system designed in this paper
is mainly divided into three modules: user voice recording
module, depression recognition module, and About Us.
The functional module is shown in Figure 6. Different mod-
ules corresponding to different functional requirements are
as follows:

(1) User voice recording module: the main function of
this module is to realize the function of recording
and storing the user’s own voice files. The corre-
sponding functional operations can be realized by
clicking different button controls. This module is
mainly to realize the collection of user voice signal
materials for subsequent depression recognition

(2) Depression recognition module: after the user selects
the voice file to be recognized, the selected voice file is
recognized for depression based on the trained algo-
rithm model and the result is returned to the inter-
face. The module also realizes the function of
playing the selected voice file, so that the user can
clearly know the sound content of the selected voice
file

(3) About our module: this part is mainly for product
introduction and function description of the
speech-based depression recognition application sys-
tem. It is the software manual to help users under-
stand the main functions and practical uses of the
system

Table 1: Parameter settings.

Parameter Value

Feature size 17 ∗ 60
Batch size 32

The number of convolution kernels in the convolution layer 64

Convolution kernel size 3 ∗ 1
The number of cells in the LSTM layer 128

Number of nodes in the first fully connected layer 128

The last fully connected layer 1

Model (M1) Model (M2) Model (M3)
0

1

2

3

4

5

6

7

8

9

10

V
al

ue

MAE
RMSE

Figure 4: The recognition results of the three models in the network.

Table 2: Comparison of experimental results.

Model Feature MAE RMSE

LR
MFCCs 8.112 10.314

V1 8.240 10.453

CNN
MFCCs 7.984 10.168

V1 8.067 10.282

DCNN
MFCCs 7.922 9.978

V1 7.913 9.966

AudioNet
MFCCs 7.785 9.801

V1 7.504 9.717

Network used V1+V2+V3 7.230 9.215
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6. Conclusion

This paper designs an intelligent depression recognition sys-
tem. First, an improved network is used to recognize depres-
sion in voice data. The network uses the MADN feature
extraction method to reduce the impact of the personalized
voice characteristics carried by the sample on the sample.
And use the adjacent voice features of the current voice seg-
ment to optimize the upper-level model to improve the rec-
ognition ability and generalization of the entire network.
Experiments have verified that the network used can achieve
a better recognition effect, and it is feasible and effective. Sec-
ondly, based on this basic research, this paper designs a
depression recognition human-computer interaction system.
After inputting the user’s voice data, the result of depression

recognition is output. The visual interface improves the
patient’s satisfaction with the visit and can effectively assist
the doctor in the diagnosis. In the near future, we will con-
tinue to study the role of other modal data in the recognition
of depression to further improve the accuracy of identifying
depression. And we will also consider to use multiview learn-
ing, transfer learning, and the other advanced machine learn-
ing technologies to further develop the performance of the
proposed intelligent recognition of depression system.

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Table 3: Recognition results of noisy datasets by models.

Noise\model Index LR CNN DCNN AudioNet Network used

Mean 0, variance 0.01
MAE 8.382 8.764 8.226 8.251 7.976

RMSE 11.103 11.180 10.375 10.469 9.893

Mean 0, variance 0.02
MAE 8.921 9.082 8.886 9.335 8.007

RMSE 11.872 12.127 10.932 10.903 10.432

Mean 0, variance 0.03
MAE 9.644 9.828 9.273 10.272 8.865

RMSE 12.824 12.794 11.412 11.583 11.224

Mean 0, variance 0.04
MAE 10.720 10.532 10.023 11.091 9.942

RMSE 13.983 13.627 12.349 12.622 12.180

Mean 0, variance 0.05
MAE 11.365 11.284 10.892 12.022 10.957

RMSE 14.921 14.532 13.200 14.177 13.284

Function
realization

Recognition
result

User interface

Obtain

Operating Feedback

Figure 5: Analysis of system design requirements.
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Depression
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Figure 6: System function module.
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