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Abstract: We propose a novel text classification model, which aims to improve the performance
of Arabic text classification using machine learning techniques. One of the effective solutions in
Arabic text classification is to find the suitable feature selection method with an optimal number of
features alongside the classifier. Although several text classification methods have been proposed for
the Arabic language using different techniques, such as feature selection methods, an ensemble of
classifiers, and discriminative features, choosing the optimal method becomes an NP-hard problem
considering the huge search space. Therefore, we propose a method, called Optimal Configuration
Determination for Arabic text Classification (OCATC), which utilized the Particle Swarm Optimiza-
tion (PSO) algorithm to find the optimal solution (configuration) from this space. The proposed
OCATC method extracts and converts the features from the textual documents into a numerical
vector using the Term Frequency-Inverse Document Frequency (TF–IDF) approach. Finally, the PSO
selects the best architecture from a set of classifiers to feature selection methods with an optimal
number of features. Extensive experiments were carried out to evaluate the performance of the
OCATC method using six datasets, including five publicly available datasets and our proposed
dataset. The results obtained demonstrate the superiority of OCATC over individual classifiers and
other state-of-the-art methods.

Keywords: text classification; feature selection; feature extraction; particle swarm optimization

1. Introduction

Recently, the internet has witnessed a massive accumulation of valuable information
growing exponentially every day. Most of this information is an unstructured text which
creates challenges for humans to manage and process this information and extract proper
knowledge [1]. A new research field in text mining called text classification (TC) emerged
to overcome this problem. TC is a machine learning challenge that tries to classify new
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written content into a conceptual group from a predetermined classification collection [1].
It is crucial in a variety of applications, including sentiment analysis [2,3], spam email
filtering [4,5], hate speech detection [6], text summarization [7], website classification [8],
authorship attribution [9], information retrieval [10], medical diagnostics [11], emotion
detection on smart phones [12], online recommendations [13], fake news detection [14,15],
crypto-ransomware early detection [16], semantic similarity detection [17], part-of-speech
tagging [18], news classification [19], and tweet classification [20].

Several primary stages are needed to build TC systems [21], namely, the preprocessing
stage (tokenization, stop word removal, normalization, and stemming), document modeling
stage (feature extraction and feature selection), and the final document classification and
evaluation stage.

Compared to other languages, such as English, TC in Arabic is resource-poor. However,
Arabic is the world’s fifth most widely spoken language, with around 4.5% of its population
using it as their first language [1]. The Arabic alphabet consists of 28 letters and directions
from right to left. As Arabic words do not begin with a capital letter like they do in English,
distinguishing correct names, acronyms, and shortcuts can be challenging. There are also
diacritics, which are symbols put above or below letters to give different sounds and
grammatical formulations that can alter the definition of a sentence [22]. The shape and
construction of the same letter vary depending on where it appears in the sentence [23].
The Arabic language requires a variety of preprocessing methods before classification due
to several obstacles, including the Arabic language’s strong affixation character and the
scarcity of freely available Arabic datasets [23], as well as the scarcity of standard Arabic
morphological analysis software.

The ATC system uses a robust feature selection (FS) method and classifier (CA) to
enhance the performance [24]. The former executes a classification process, whereas the
former select useful features to decrease the high dimensionality of the feature space.
Additionally, incorporating FS in TC systems will help reduce classification complexity and
processing demands [25,26]. Over the past years, researchers have been challenged with
finding robust FS methods, relevant features and classifiers to enhance the performance of
the TC system. This problem occurs due to many available FS methods and techniques in
the literature.

Obviously, executing this trail is a complicated and time-consuming task. Therefore,
this necessitates the development of a technique to find an optimal solution, among others.

Recently, optimization techniques such as Particle Swarm Optimization (PSO) [27]
have been used to solve selected problems across several domains [28]. These techniques are
known to emulate natural evolution in their operations. PSO is a comparative evolutionary
algorithm (EA) based on swarm intelligence, which is considered one of the most efficient
search methods over various proposed method in the literature. Moreover, it is not very
expensive and can converge faster in comparison with other EA [29]. This is the main
motivation behind using the PSO method. Additionally, it has been successfully applied
in feature selection [30], ensemble learning [31], and clustering [32]. Therefore, this work
provides a new technique for ATC that uses a meta-heuristic algorithm to find the best
answer from a variety of feature selection methods and classifiers using a set of features.
This configuration is determined using the PSO [33].

The proposed method, called OCATC, consists of three phases covering data prepara-
tion, experiment, and testing and evaluation. In the first phase, OCATC starts by preparing
a given Arabic dataset using several preprocessing tasks, including tokenization, normal-
ization, stop word removal, and stemming, then extracts features from the dataset using the
TF–IDF approach. In the second phase, the dataset is divided into train and test sets using
10-fold cross-validation, whereby the training set is used during the learning of PSO to find
the optimal configuration. This step is considered the main contribution, where the PSO
begins by generating a set of solutions, and each solution represents a configuration of three
elements: the feature selection method, number of features, and classifier. Then, the fitness
function for each solution is computed to determine the best configuration. After that, it
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updates the position and velocity of each solution until the prerequisites for stopping are
met. Finally, the testing set is used to evaluate the quality of the best configuration to build
the classification system using the optimal FS method (first element), the optimal number
of features (second element), and the optimal classifier (third element). The recommended
approach, to the best of our knowledge, aims to find an effective solution for the ATC
system to automatically select the optimal solution from a set of elements such as feature
selection methods, features, and classifiers, which has not been applied before.

The purpose of this study is to suggest an alternate way, namely OCATC, based on
a PSO algorithm to come up with the best solution for the ATC job. OCATC finds the
optimal solution among three elements sets, including feature selection methods, number of
features, and classifiers. Then, we evaluated the proposed method using publicly available
datasets. Finally, a series of experiments were performed to show the effectiveness of the
proposed method.

The key contributions of this research might be summarized as follows:

• Classification is presented as a single objective optimization problem where the search
region is divided into three elements set covering feature selection methods, number
of features, and classifiers. The optimal combination of elements from these separate
classes can be retrieved by PSO algorithm;

• An alternative method (OCATC) is proposed using improved Particle Swarm Opti-
mization (PSO) algorithm to find the optimal combination (solution) for ATC;

• The optimal solution for a set of publicly available datasets is presented.

The remainder of the paper is laid out as follows. The precise research goals are stated
in Section 2. Section 3 contains the literature review. The suggested work’s technique is
presented in Section 4. The Section 5 discusses experimental work and assessment. In
Section 5, we come to a conclusion regarding our findings.

2. Literature Review

Several studies have looked at the issue of automatic TC, providing various methodolo-
gies and answers. This is primarily true for English, but it also applies to other languages,
such as Arabic, it is still in an early stage [1]. The authors of [34] used a variety of categoriza-
tion techniques to investigate the impact of removing stop words on ATC. They discovered
that a support vector machine (SVM) classifier with little sequential optimization had the
best error rate and accuracy. In [35], the Naive Bayes (NB) classifier is used to examine
the impact of a light stemmer, Khoja stemmer, and root extractor on Arabic document
categorization. The authors came to the conclusion that a root extractor combined with a
position tagger would yield the most outstanding results.

Chi-square (Chi2), Information Gain (IG), NG-Goh-Low (NGL), and Galavotti–
Sebastiani–Simi Coefficient (GSS) coefficients were used to determine the essential features
and the influence of feature reduction approaches on Arabic document categorization [22].
They also employed feature weighting approaches based on inverse document frequency
(IDF), such as Term frequency (TF–IDF), the location of a word’s first occurrence (FAiDF),
and the compactness of the word (WCF) (CPiDF). The classification model was established
using the SVM classifier. Thus, when the TF–IDF, CPiDF, and FAiDF feature weighting
methods were combined, the GSS outperformed the other feature selection strategies.
The feature selection approach for ATC by [36] was binary practical swarm optimization
with a KNN classifier (BPSO-KNN). The Alj-News dataset was utilized to develop the
classification model, and the best results were obtained utilizing SVM and NB classifiers.

On Arabic document classification, Sabbah et al. [37] tested a number of feature
selection approaches, including Chi2, IG, Correlation (Corr), and SVM-based Feature
Ranking Method (SVM-FRM). The classification model was constructed using an SVM
classifier. In their research, they used the BBC [38] and Abuaiadah [39] databases. They
arrived at the conclusion that SVM-FRM performs well in a balanced dataset, but not so
well in an imbalanced dataset.
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A novel feature selection method, namely, improved chi-square (ImpCHI), was pre-
sented by [40] to enhance the ATC. Three standard features selection methods, namely, IG,
Chi2, and Mutual Information (MI), were compared with ImpCHI. SVM and DT classifiers
were used to evaluate the performance using CNN dataset [38]. Experimental results
demonstrate that the most beneficial result was obtained using the ImpCHI FS method
using the SVM classifier.

In [41], the authors presented the Frequency Ratio Accumulation Method, a revolu-
tionary text categorization technique for the Arabic language (FRAM). The characteristics
were extracted using a bag of words (BoW). Chi2, MI, Odds Ratio (OR), and GSS-coefficient
were among the feature selection approaches used to exclude unnecessary characteristics
(GSS). According to the results, the FRAM outperformed the NB, Multi-variant Bernoulli
Naive Bayes (MBNB), and Multinomial Naive Bayes models (MNB) classifiers. The macro-
f-measure value was 95.1 percent for the unigram word-level representation approach.

The Polynomial Networks (PNs) classifier used by [42] on Arabic text classification
using the Alj-News dataset. They compared the performance of the PNs classifier with other
classifiers, such as SVM, NB, and DT classifiers. Their results showed that the performance
of the PNs classifier was not the best for all the categories in the dataset, but was very
competitive. The authors in [43] claimed to be the first to utilize Logistic Regression (LR)
in Arabic Text categorization with the Alj-News dataset. The results of the experiments
showed that Logistic Regression is beneficial for ATC.

The effects of eight supervising learning algorithms on Arabic document classification
Studied by [44]. Several feature representation approaches were used to extract features
from the Abuaiadah dataset [39]. The authors concluded that superior results were obtained
when gathering an LSVM classifier with the IDFT approach.

Abdelaal et al. [45] proposed an automatic classification model for Hadith. The pro-
posed model was used to organize Arabic text Hadith into related categories: Sahih, Hasan,
Da’if, and Maudu. Several classifiers, such as LSVC, SGD, and LR, were investigated to
build a classification model. IG, Chi2, and Gain Ratio (GR) are feature selection methods
to remove irrelevant features. The outcomes showed that LSVC outperforms other classi-
fiers. Moreover, in [46], the authors evaluated the Hadith dataset using DT, RF, and NB
classifiers, and they isolated redundant features using IG and Chi2. Binary boolean algebra
and TF–IDF were used to extract features. Experimental results demonstrated that the best
classifier investigated was DT.

Elnagar et al. [1] performed an extensive analysis to evaluate the effectiveness of Deep
Neural Networks (DNN) models and a word2vec embedding model on new constructed
large corpora for Arabic document classification. The corpus was SANAD (Single-label-
Arabic- News- Articles Dataset), collected by Einea et al. [47]. The evaluation experiments
showed the effectiveness of the proposed models on single-label categorization and multi-
label categorization.

Alhaj et al. [48] studied the effects of stemming strategies on ATC. Several classifiers,
including NB, KNN, and SVM, were used to build the classification model. Chi2 was used
to extract essential features in different sizes. An available public dataset, namely, CNN,
was used to evaluate the classification model. The outcomes demonstrated that the SVM
classifier gathered with ARLStem stemmer outperforms other classifiers when increasing
the features. Moreover, in [49], the authors studied the effects of stop word removal in
several classifiers and feature extractions using the CNN public dataset. Chi2 was applied
as a feature selection method. The TF–IDF and BoW methods were used to extract features.
They concluded that the best results were achieved when removing stop words gathering
with TF–IDF and the VM classifier.

Researchers reported several classifiers and feature selection methods to improve the
ATC system from the literature. Therefore, our approach is used to automatically find
an effective solution to improve the ATC system among this literature, such as choosing
the optimal feature selection method with an optimal number of features alongside the
classifier using supervised machine learning. Furthermore, to clear up the differences
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between existed works with our approach, we conclude these differences in Table 1. This
table includes preprocessing, normalization, stop word removal, stemming technique,
feature selection, and classification algorithms, abbreviated as PR, NR, SR, ST, FS, and
CA, respectively.

Table 1. Comparison with previous studies.

Study PR FS Dataset CA

[34] SR Not reported In-house Collected NB, SVM, DT

[35] SR, NR, ST Term Frequency BBC NB

[22] SR, NR, ST Chi2, IG, NGL, GSS In-house Collected SVM

[36] SR BPSO-KNN Alj-News SVM, NB, DT

[37] SR, ST Chi2, IG, Corr,
SVM-FRM Abuaiadah, BBC SVM

[40] SR, NR, ST IG, Chi2, MI,ImpCHI CNN SVM

[41] SR, NR, ST Chi2, MI, OR , GSS In-house Collected FRAM, NB,
MBNB, MNB

[42] SR, ST Chi2 Alj-News PNs

[43] SR, ST Chi2 Alj-News LR

[44] SR, ST Not reported Abuaiadah
KNN, NB,LSVM,

DT, BN, RF, RT, RC

[45] NR, SR, ST IG,Chi2,GR In-house Collected LSVM, SGD, LR

[46] NR, SR, ST Chi2,IG In-house Collected DT, BN, RF

[1] NR word2vec SANAD (Arabiya) DNN

[48,49] NR, SR, ST Chi2 CNN KNN, NB, SVM

Proposed method NR, SR, ST PCA, SVD, IG CNN, BBC, Alj-News LR, RF, KNN, DT
Chi2, RFF SANAD (Arabiya) SVC, LSVC, SGD

Abuaiadah ,our dataset NN

3. Methodology
3.1. Arabic Text Classification

Preprocessing, document structuring, and document categorization are the three key
steps of the ATC system. Document conversion, tokenization, normalization, stop word
removal, and stemming methods are all part of the preprocessing step. Feature extraction
and feature selection are part of the document modeling step. Finally, the document
classification phase. All the phases are explained in detail as follows.

3.1.1. Preprocessing

Preprocessing is considered the vital part of TC [23], which starts by dividing the
text into sequences of tokens. Secondly, normalization transforms the characters into a
standard format, remove (all non-Arabic characters, diacritics, numbers, and punctuation).
Then, 1057 stop words lists were prepared to be removed from all the documents [49].
Finally, stemming was applied by reducing the word into their root/stem [50] using a novel
stemmer [51].

3.1.2. Document Modeling

This procedure is known as feature extraction (representation) and it comprises the
following stages.

The method of extracting features from text is known as feature extraction and repre-
sents it as a numerical matrix value to be suitable for machine learning algorithms. The
rows in this matrix relate to documents, and the columns to terms (words). There are
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several methods for deciding each matrix element’s value. One of the known schemes
is TF–IDF [52]. The relevance of a word within a document is measured by TF, whereas
the global significance of a term within a dataset is measured by DF [53]. Specficially, we
consider a group of documents D containing N documents, such that D = d0, . . . , dn − 1
every document that contains a group of terms t is going to be depicted as a vector in vector
space model (VSM) as follows.

d1j = (ti1, . . . , tiy), j = 1, . . . , y (1)

where y is the total number of certain words within the given document (di).
The TF−−IDF strategy employs two main techniques, TF and DF, to determine the

importance (weight) of a term in a document by using Equations (2) and (3):

IDF(d, t) = log
N

DF(d, t)
(2)

TF_IDF = TF(t, d) ∗ IDF(d, t) (3)

where TF(t, d) represents the number of times word t appears in document d, DF(d, t)
represents the number of documents that include term t, and N represents the total number
of documents in the training set.

3.2. Feature Selection (FS)

Feature selection can be called attribute selection or variable selection, which is defined
as the procedure of selecting a subset of relevant features to construct the classification
model [54]. Moreover, it is known as reducing dimensionality by creating new combinations
of attributes. For various reasons, including the performance of classification algorithms
that are adversely affected when dealing with the large number of dimensions features,
VSM has a large number of terms (dimensions) that are irrelevant to the classification
assignment and can be removed without affecting classification accuracy. Furthermore,
the over-fitting problem may occur when the classification model is trained on all features.
Finally, some features are standard and happen in all or most classes. Thus, feature selection
methods are important to minimize the feature dimensions to improve the machine learning
models. In reality, utilizing feature selection or reduction is the key to improving the
classifiers’ performance. Several feature selection and reduction methods are used in TC; it
is tough to say which approach is typically better for others because the method’s success
is dependent on several factors. As a result of this research, a set of feature selection
approaches such as chi-square testing were used (Chi2) [55], Information Gain (IG) [56],
Relief (RFF) [57], Singular Value Decomposition (SVD) [58], Principal Component Analysis
(PCA) [59] are addressed and described as follows:

3.2.1. Chi-Square (Chi2)

Chi-square analysis χ2 is a unique data hypothesis testing technique from statistics
that assess whether variables are correlated or associated by measuring the correlation
among them. Chi-square statistics show how important each element is to the category.
Equations (4) and (5) can be used to determine the value of χ2 for each characteristic t in a
category c.

χ2(tk, ci) =
|Tr| · [p(t̄k, c̄i) ∗ p(tk, ci)− p(t̄k, ci) ∗ p(tk, c̄i)]

2

p(tk) ∗ p(t̄k) ∗ p(ci) ∗ p(c̄i)
(4)

Moreover, is estimated using

χ2(t, µ) =
N ∗ (αω− µβ)2

(α + µ) ∗ (β + ω) ∗ (µ + ω) ∗ (α + β)
(5)

where:
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α = The recurrence of t and µ occurrences;
β = The recurrence of t occurrences without µ;
µ = The recurrence of µ without t;
ω = The recurrence of non-occurrence of both µ and t and N is the quantity of document.

3.2.2. Information Gain (IG)

In machine learning, information gain (IG) is commonly used as a feature quality
standard. By identifying the existence or absence of a phrase in a document, IG evaluates
the quantity of information obtained for category prediction [22]. The goal of IG is to
establish which attributes reveal the most information about the category. The following is
the definition of the IG feature t:

IG(t, ci) =
i=m

∑
i=1

p(t, c)·log
p(t, ci)

p(ci)·p(t)
+

i=m

∑
i=1

p(t̄, ci)·log
p(t̄, ci)

p(t̄)·p(ci)
(6)

Moreover, it is estimated using:

IG(t) =
i=m

∑
i=1

α·log
α

(α + β)(α + µ)
+

i=m

∑
i=1

β·log
β

(α + β)(β + ω)
(7)

3.2.3. Relief (RFF)

Relief (RFF) is a frequently used feature ranking method that determines the signifi-
cance of features based on how effectively they evaluate and distinguish the sampled item
from its nearest hit (an instance of the same category) and nearest miss (an instance of a
different category) (different categories). The Relief feature selection method picks feature
instances at random from the training data. For every sampled occurrence, the nearest hit
and miss are identified. Suppose a characteristic differs across various classes and has a
comparative assessment for examples of the same classes. In that case, it is given a valuable
weight. It tries to obtain the most accurate assessment from the probability below to use as
the weight for each word feature f [57].

3.2.4. Singular Value Decomposition (SVD)

Singular Value Decomposition (SVD) is a well-known approach in the information
retrieval study area developed in [58] to lower the dimensionality in applications such as
text classification, where documents are presented with vectors.

From a linear algebra-based theorem, the SVD technique can decompose a matrix A
of size m× n into the product of three matrices: an m×m orthogonal matrix u, an m× n
diagonal matrix S, and the transpose of an orthogonal matrix V of size n× n. SVD formula
is usually presented as the following:

An×m = Um×m × Sm×n × VT
n×n (8)

Dimensionality reduction is applied to the data to remove the noise done by deleting
rows from the bottom of matrices U and S. The left columns from matrices S and VT are
also removed.

3.2.5. Principal Component Analysis (PCA)

PCA is a widely used technique to perform dimensionality reduction for reducing
the number of features considerably in massive data sets while preserving much of the
information from the original data set. PCA is often applied as the first step before moving
to another technique, such as multiple regression, cluster analysis, and/or discriminant
analysis. The data are initially centered in PCA by subtracting the mean (in practice, the
mean is estimated as the average value of the vector in a sample). The vector is then turned
into a new array, maybe of a smaller dimension, where the development work members
are uncorrelated, using a linear transformation. The differences of the data projections on
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the new coordinate axes are increased, with the first axis corresponding to the greatest
variance. The second axis represents the greatest variation opposite to the first axis.

In mathematical terms, an orthonormal basis vector is generated using PCA, which
maximizes the scatter of objects. Considering X = [x1, x2, . . . , xN ] represents the set of
vectors, where N is the number of objects. The next step in PCA is to normalize the X
to become a unit norm. Then, the average is subtracted to produce a new set of vectors
Y = [y1, y2, . . . , yN ]. The next step is to compute the covariance matrix of Y as:

∑
Y

=
1
N

YYT (9)

After that, the eigenvalue and the eigenvector are computed as in the following equation:

∑
Y

Φ = ΦΛ (10)

where Φ and Λ represent the eigenvector and eigenvalue, respectively. Then, the eigenvalue
is sorted and select the most relevant eigenvectors Φr are selected which correspond to the
best eigenvalues and reduce the data as in the following:

Tar = ΦT
r Y (11)

where T represents the reduced dataset.

3.3. Document Classification

Document classification is known as the process which builds and evaluates the model
of classification. In this study, a set of classifiers were utilized, namely, Logistic Regression
(LR) [60], Random Forest(RF) [61], k-nearest neighbors algorithm (KNN) [61], Decision
Tree (DT) [62], Neural Networks (NN) [63], Support Vector Machine (SVM) [61], Linear
Support Vector Machine (LSVM) [64], and Stochastic Gradient Descent (SGD) [65].

Particle Swarm Optimization (PSO)

Particle Swarm Optimization Algorithm (PSO) is generally known as a population-
based intelligence algorithm which was suggested by [33]. PSO is grounded on the interac-
tion and the elementary behavior among agents (swarm individuals) to find the optimal
solution and solve complex problems. PSO begins with a swarm of random particles.
Through the optimizing procedure for a particular challenge with N variables, the i-th par-
ticle has a specific velocity vector, and a position vector presented as Vi = [Vi1, Vi2, . . . , ViD]
and Xi = [Xi1, Xi2, . . . , XiN ], respectively. The vector Xi is considered as a candidate solu-
tion to solve the given problem while the vector Vi is considered as the particle’s search
direction and step size. During the process of optimization every particle decides its trajec-
tory according to its personal historical best position Pbi = [Pbi1, Pbi2, . . . , PbiN ] and the
global best-so-far position Gb = [gb1, gb2, . . . , gbN ]. In the canonical PSO, the update rules
of Vi and Xi are defined as (12) and (13), respectively.

Vt+1
ij = Y×Vt

ij + c1 × rnd1 × (pbt
ij − Xt

ij) + c2 × rnd2 × (gbt
j − Xt

ij) (12)

Xt+1
ij = Xt

ij + Vt+1
ij (13)

where Y is an inertia weight presenting how the previous velocity is preserved; c1 and c2
are known as two acceleration coefficients determining relative learning weights for Pbi
and Gb, referred to as “self-cognitive” and “social learning”, respectively; rnd1 and rnd2
are two random numbers uniformly distributed over [0, 1].

Algorithm 1 presents the pseudo-code of PSO.
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Algorithm 1 Pseudo-code of the PSO algorithm.

Begin
Initialize parameters: Y = 0.9, c1 = c2 = 2.0;
Generate initial population’s positions Xi and velocity Vi where i = 1, 2, . . . , N;
Evaluate all Xi by computing the fitness function (fit);
Determine Pbi and Gb according to the fitness function values;
While (not meet the stop conditions)

For i = 1 : N
Update Vi and Xi according to Equations (12) and (13), respectively ;
If fit (Xi) < fit (Pbi)

Pbi = Xi ; fit (pbi) = fit (Xi);
If fit (Xi) < fit(Gb)

Gb = Xi ; fit (Gb) = fit(Xi);
End If

End If
End For

Y = 0.9− 0.5
End While
Return Gb
End

3.4. Proposed Method

Figure 1 depicts the overall conceptual model of OCATC, divided into three phases.
Preprocessing procedures are used to prepare the dataset in the initial phase (as discussed
in Section 1). The features from the collection are then extracted using TF–IDF. Using 10-fold
cross-validation, the extracted features from the dataset are partitioned into different sets
in the second stage. After that, the training set is used by PSO during the search for the
best configuration. At this phase, PSO generates a set of random solutions where each one
of them represents one configuration. The quality of each configuration is evaluated by
computing its objective, which is defined based on the accuracy of the classification and the
number of selected features. Then, the best personal solution and best global solution to
update the solutions in the next iterations in the next step are determined. The process of
updating the quality of the solution is repeated until the stopping conditions are met. In the
third phase, the testing set assesses the best solution that represents the best configuration.
The OCATC phases are discussed in the following.

Phase 1: Data preparation.

OCATC receives the raw dataset as input to the preprocessing module that applies
tokenization, normalization, stop word removal, and stemming technique to prepare the
raw dataset. Then, the dataset is represented into the numerical vectors using the TF–IDF
approach.

Phase 2: Optimal Select configuration using PSO.

PSO is used to determine the best configuration from a set of feature selection methods,
classifiers, and the number of selected features where this method contains the following
steps.

(a) Initialization step

The PSO starts by constructing a set of N solutions/configurations X using the follow-
ing Equation:

Xij = f loor(LBj + rand× (UBj − LBj)), j = 1, 2 . . . , J (14)

where LBj and UBj represent the lower and upper boundaries of the jth dimension of the
current solution Xi. In this study, we set J = 3, since only three elements (dimension)
are selected to construct the configuration, the first dimension is a classifier, the second
dimension is the feature selection method. In contrast, the last dimension is the number
of selected features. Therefore, the value of the lower boundary at the first dimension is
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one LB1 = 1 (also for the second dimension LB2 = 1), while the third dimension is set to
zeros (LB3 = 0). The UB1 = NC, UB2 = NFS and UB3 = D , where NC, NFS, and D are
the number of classifiers, feature selection methods, and dimensions of the given dataset,
respectively. For further clarification, the representation of each solution is listed in Table 2
where we consider NC = 4, NFS = 6 and the dimension for the given dataset is D = 1500.

Dataset

Start

Training set Testing set

Preprocessing
Feature 

Extraction

Phase 1

Data 

preparation

Select 
classifier

Select feature
selection 
method

Search for optimal configuration based on PSO

Best 

Configuration

Evaluation Documents assigned 
to category

Phase 2

Experiment 

and testing

Phase 3

Evaluation

End

Select
number of 

features

Figure 1. General Framework of OCATC.

Table 2. Representation of the solution.

Xi1 Xi2 Xi3

Configuration1 X1 2 4 1000
Configuration2 X2 3 2 500
Configuration3 X3 1 5 20

From Table 2, it can see that the first configuration X1 uses the second classifier and the
fourth feature selection method, and 1000 features. The second configuration X2 uses the
third classifier, second feature selection method, and 500 features. In the third configuration,
X3 uses the first classifier, the fifth feature selection method, and selects 20 features.

(b) Updating step

In this step, the fitness function of each solution is computed using the
following Equation:

Fit = α × YXi1 + (1− α)× Xi3
D

(15)

where YXi1 represents the accuracy of the used classifier in Xi1, α is a random number that
balances between the accuracy and the number of selected features.

(c) Best Solution Approach step

This step finds the best personal solution Pbi and the global best solution Gb (best
configuration). Then, the set of solutions X is updated using the Equations (12) and (13)
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and sets the value of each dimension inside its boundary. After that, the fitness function
for each solution is computed again, and the process of updating X is repeated until the
terminal conditions are reached.

Phase 3: Evaluation of the best configuration

This stage starts by using the testing set to evaluate the quality of the selected best
configuration. Here, the testing set features are reduced to the selected number of features
represented by the third value of Gb using the feature selection method determined by
the second value in Gb. The first value of Gb represents the selected classifier applied to
predict the labels of the testing set and compute the performance using different measures.

4. Experimental Results

The section presents experiments conducted using OCATC for Arabic text classification.

4.1. Dataset Description

Five datasets have been used to evaluate the performance of OCATC. These datasets,
including DatasetA, which was created by Abuaiadah et al. [39], contain 2700 documents
distributed over nine categories. In our experiments, we used the same distribution for
DatasetA as in [44]. DatasetB, collected by Saad et al. [38] and known as CNN dataset, con-
tains 5070 documents and six main categories. DatasetC, also known as the BBC dataset and
created by Saad et al. [38], contains 4763 documents and seven main categories. DatasetD
(Alj-News dataset), collected by Al-Tahrawi et al. [42], contains 1500 documents distributed
across five categories. DatasetE (Alarabiya dataset) was collected by Einea et al. [47] and
we selected the same distribution of [1], in which every category contains 3700 documents
distributed into five categories. In addition, we manually collected 1000 documents from
different newspaper websites, and classified them into six categories to construct DatasetF.
It is worth noting that DatasetA, DatasetD, and DatasetF are balanced datasets where
DatasetA, DatasetD contain 300 documents, and DatasetF contains 3700 documents. Other
datasets’ document distributions are shown in Figure 2. Furthermore, we set the maximum
number of features to be extracted from each dataset using TF–IDF to 1000 to avoid the
existence of too many rare words.

4.2. Evaluation Criteria

Ten-fold cross-validation is used in our studies, which splits the dataset into ten
subgroups (folds). Each fold includes a tenth of the documents in the collection. The
remaining folds are used as training sets, while one is utilized as a test set. The findings are
reported using micro-f1 (also known as F1) and macro-f1 measurements.

Micro-averaging considers all categorization judgments in the dataset without dis-
criminating between classes. If a dataset’s categories are skewed, large categories will
outnumber tiny ones. The following formula is used to calculate this metric:

F1 =
2× P× R

P + R
(16)

where a pair of (rk,pk) represents the recall and precision of categories k, respectively.
Macro-averaging is calculated for each category among the dataset, and so the average

overall categories are found. In this manner, equal weight is assigned to each category
without considering the categories distributions. The equation of macro-f1 can be written as

F1 =
∑c

j=1 Fj

C
, Fj =

2× P× Pj × rj

Pj + rj
(17)

where a pair of (rk,pk) represents recall and precision of class k, respectively.
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Figure 2. Document distribution for: (a) DatasetB; (b) DatasetC; (c) DatasetE.

4.3. Parameters Setup of PSO and Classification Algorithms

PSO uses various parameters during its configuration. During the experiments, the
number of particles is set to 50, and the number of iterations is set to 100. “c1” and “c2”,
which are PSO acceleration coefficient values, are set to 2. Moreover, classifiers’ training
parameters were configured according to the default parameters, and as listed in Table 3.
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Table 3. Classification algorithms parameters.

Classifier Parameters

LR random_state = False.
RF n_estimators = 50, random_state = False.

KNN n_neighbors = 6.
DT random_state = False.
NN solver = ’lbfgs’, alpha = 1e−5 , hidden_layer_sizes = (15), random_state = False.
SVC random_state = False, kernel = ‘linear’, C = 1, gamma = 1, degree = 5.

LSVC random_state = False, max_iter = 5.

4.4. Experimental Series 1: Comparison with Single Classifiers

In this subsection, the performance of OCATC on different datasets is compared to
classifiers including LR, RF, KNN, DT, NN, SVC, LSVM, and SGD. The results are listed in
Tables 4 and 5. For instance, Table 4 presents the optimal configurations for each dataset
obtained by OCATC, where CA stands for the selected classifier, FS method represents the
feature selection method, and FN represents the number of features. Table 5 reports the
results of OCATC and comparison of different evaluated single classifiers.

Table 4. Results of the optimal configurations obtained by OCATC.

Dataset CA FS Method FN Micro-f1 Macro-f1

DatasetA LSVM RFF 876 0.975 0.975
DatasetB LSVM PCA 436 0.936 0.929
DatasetC RF IG 36 0.972 0.925
DatasetD SVC SVD 289 0.967 0.967
DatasetE SVC Chi2 942 0.975 0.975
DatasetF LSVM PCA 189 0.962 0.909

As shown in Table 4, the LSVM classifier shows the best performance across three
datasets, namely, DatasetA, DatasetB, and DatasetF. On the other hand, PCA seems to work
well with LSVM in selecting the optimal features and boosting the performance of LSVM
on DatasetB and DatasetF. Considering the selected number of features (FN) per dataset,
the IG algorithm only selected 36 relevant features for DatasetC from a total number of
1000 features. In contrast, RFF, PCA, SVD, and Chi2 selected a relatively larger number
of features for the rest of the datasets, which seems to provide the highest performance
alongside SVM-based classifiers.

Table 5. Comparison of OCATC (optimal configurations) and single classifiers.

Dataset Measure OCATC LR RF KNN DT NN SVC LSVM SGD

DatasetA micro-f1 0.975 0.971 0.96 0.948 0.847 0.971 0.973 0.973 0.968
macro-f1 0.975 0.971 0.96 0.948 0.847 0.971 0.973 0.973 0.968

DatasetB micro-f1 0.936 0.927 0.893 0.902 0.769 0.912 0.934 0.933 0.932
macro-f1 0.929 0.918 0.872 0.89 0.738 0.903 0.927 0.925 0.922

DatasetC micro-f1 0.972 0.865 0.95 0.841 0.94 0.878 0.887 0.896 0.876
macro-f1 0.925 0.714 0.869 0.763 0.891 0.834 0.848 0.844 0.821

DatasetD micro-f1 0.967 0.963 0.945 0.921 0.827 0.956 0.957 0.959 0.935
macro-f1 0.967 0.963 0.945 0.921 0.826 0.956 0.958 0.959 0.935

DatasetE micro-f1 0.974 0.973 0.961 0.948 0.901 0.963 0.974 0.973 0.973
macro-f1 0.974 0.973 0.961 0.948 0.901 0.963 0.974 0.973 0.973

DatasetF micro-f1 0.962 0.928 0.934 0.931 0.835 0.935 0.955 0.956 0.948
macro-f1 0.909 0.791 0.817 0.87 0.764 0.872 0.887 0.897 0.889

From the balanced datasets perspective, as shown in Table 5, DT did not perform
well on balanced datasets such as DatasetA, DatasetD, and DatasetF, compared with other
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classifiers and OCATC. In single classifier training, it should be noted that the total number
of 1000 features were used. LR and DT show the worst performance in terms of macro-f1
on DatasetC and DatasetF, respectively. The same low performance in terms of macro-f1
can be noticed for DT when classifying DatasetB. Thus, it can be concluded that LR and DT
suffer from low performance when dealing with imbalanced datasets in this case. Overall,
OCATC shows the best results in micro-f1 and macro-f1 compared with all single classifiers
over all datasets.

Figure 3 shows the average of precision, recall, and f1-score overall ten folds for each
dataset obtained by OCATC. Concerning DatasetA and DatasetD, which are balanced
datasets, the Politics category in both datasets had the lowest classification results. In
the case of DatasetA, politics documents have been misclassified into Law and Economic
categories. Whereas, in DatasetD, Politics documents have been misclassified into Economy
and Art categories. Moreover, in the balanced dataset, DatasetE, the lowest classification
results were in the Finance category. Entertainments, Highlights, and Medicine categories
possess the lowest classification results in terms of recall and f1-score in DatasetB, DatasetC,
and DatasetF, receptively. For the Entertainments category in DatasetB, their documents
have been misclassified over the rest of the categories. In DatasetC, documents in the
Highlights category have been misclassified into Middle East News and World News
categories with a percentage of almost 24% and 16%, respectively. In DatasetF, almost 52%
of Medicine documents have been misclassified into the Science category.

4.5. Experimental Series 2: Comparison with Other Models

To further show the effectiveness of OCATC, we provide a comparison between
OCATC and state-of-the-art methods, as shown in Table 6.

Table 6. OCATC results compared to state-of-the-art methods.

Dataset Study
Previous Study OCATC

Classifier FS Method FS Accuracy Classifier FS Method FS Accuracy

DatasetA [37] SVM SVM-FRM 4000 0.974 LSVM RFF 876 0.975

DatasetB
[48] NB, SVM,

KNN Chi2 1000 0.933
LSVM PCA 436 0.936

[49] NB, SVM,
KNN Chi2 1000 0.909

[40] SVM ImpCHI 900 0.905

DatasetC [37] SVM Chi2 3000 0.875 RF IG 36 0.972

DatasetD
[43] LR Chi2 1% 0.865

SVC SVD 289 0.967[36] SVM BPSO-KNN 2967 0.931
[42] PNs Chi2 1% 0.90

DatasetE [1] DNN Word embedding 128 0.974 SVC Chi2 942 0.975

From Table 6, we observed that OCATC gives highly competitive results compared
with state-of-the-art methods over all datasets. OCATC shows higher performance for
DatasetC when compared to the previous study in [37] on this dataset. Thus, OCATC
has a better advantage in selecting the suitable classifier, FS method, and the number of
features for all datasets, especially for DatasetC. Moreover, the selected number of features
by OCATC for all datasets is lower than those in other methods, which helps to achieve
better results and saves computation resources. Selecting the correct number of features
by discarding redundant and irrelevant features improves the classifier’s training and
performance. Furthermore, SVM-based classifiers were selected by most of the previously
conducted studies and by OCATC. This proves the ability of OCATC to automatically
select the most suitable classifier for each dataset without human intervention. Overall,
OCATC yields the best results compared to single classifiers and state-of-the-art approaches.
During the analysis, we showed the importance of adopting PSO as an optimization



Future Internet 2022, 14, 194 15 of 18

algorithm to solve the problem of TC and select the optimal configuration that maximizes
the classification performance. Overall, the proposed method obtained better results in
comparison with other similar methods, which proved the highest ability of the proposed
method in resolving complicated text problems.
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Figure 3. Precision, recall, and f1-score for: (a) DatasetA; (b) DatasetB; (c) DatasetC; (d) DatasetD;
(e) DatasetE; and (f) DatasetF.

5. Conclusions

The internet has recently seen an extensive collection of useful knowledge rising
exponentially daily. Most of these data are unstructured language, making it difficult for
people to manage and analyze it and extract valuable knowledge. A new text mining field,
called text classification (TC), was introduced to solve a machine learning problem in which
new textual material is classified into a theoretical group using a specified classification
dataset.

This paper introduces an alternative method for Arabic text classification based on a
meta-heuristic algorithm. The proposed method, called Optimal Configuration Determina-
tion for Arabic Text Classification (OCATC), uses the Particle Swarm Optimization (PSO)
algorithm to find the optimal solution from three elements, namely, feature selection meth-
ods, machine learning classifiers, and a pool of features. The PCA, SVD, IG, Chi2, and RFF
were used as feature selection methods. Additionally, we used LR, RF, KNN, DT, NN, SVC,
LSVC, and SGD as machine learning classifiers. Our proposed method has investigated the
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optimal configuration (solution) for several Arabic text classification datasets. Compared
with single classifiers and other state-of-the-art approaches, experimental findings show
that the suggested method is more successful.

In future work, other stochastic optimization strategies might be investigated, as well
as establishing how the suggested technique performs for text categorization in different
domains and languages. Additionally, the proposed method can be investigated to solve
various problems in the domain of computer science and language engineering.
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