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Abstract—Sine wave packs are used in nondestructive evalua- of the received signal, its amplitude and its time of arrival [1].
tion of materials, most commonly in the form of ultrasonic waves. |n order to detect such features of the received noisy signal,
An example of such methods is the use of electromagnetic acoustic;; ; ; ; ; TR
transducers (EMATS) in the evaluation of metallic structures. Re- |t||s PQC(Tssqry toTllmprove the' S|gn?l quality P)&el!mln?tlon of
flected EMAT signals are often highly polluted by noise. Elimina- electrical noise. Ime ave_raglng 0 _a repeated signa cgn re-
tion of noise and extraction of peak amplitude are important signal - duce random electrical noise. Its main problem, however, is the
processing tasks associated with the analysis of EMAT signals. This long measurement time needed which limits its applicability to
paper presents a method of noise elimination and information ex- real-time NDE [2]. Narrow band filtering is used as the primary
traction for pulsed sinusoids. The functionality of the proposed method to improve signal quality. A notch filter with a sharp

method is exemplified through noise reduction and peak detection : N . .
of EMAT signals. The proposed method offers a simple and robust notch is effective in eliminating the electrical noise, but renders

technique of signal analysis which is suitable for real-time indus- the equipment sensitive to potential frequency drifts. Moreover,
trial applications since it requires a relatively low level of compu- the output signal of such a filter has to be analyzed for detection
tational resources. of the peak and its arrival time. Fourier transform analysis could

Index Terms—Electromagnetic acoustic transducers (EMATs), be used but, in this case, all the time information about the peak
noise elimination, peak detection, pulsed sine waves, ultrasonic position will be lost [1].

nondestructive evaluation (NDE). Preliminary results of the application of a recently intro-
duced time-domain method of extraction of sinusoidal signals
I. INTRODUCTION of time-varying nature buried under noise to EMAT signal

_ ) quality enhancement were presented in [9] by the aid of com-
RANSMISSION of bursts of ultrasonic waves into a&uter simulations. This paper presents an improved method of
medium is a well-known technique for acquisition ohgise elimination for pulsed sine wave signals. The aim is to de-
useful information about the structure of the medium undgs:t the arrival time of the envelope peak which is necessary in
study. Ultrasonic waves are often used in nondestructiyeyer 1o make accurate travel time measurements of ultrasonic
evaluation of materials. Various techniques for generation @fyqes. The structure of the proposed method is presented and
ultrasonic waves for NDE of metallic structures exist amongs pehavior is demonstrated by the aid of computer simulations.
which electromagnetic acoustic transduction has attractednerimental verification of the performance of the proposed

considerable attention over the years due to its favorablgsinod is then exemplified by the refinement and information
noncontact testing feature. However, this method suffers frofQraction of EMAT signals.

serious shortcomings due to the poor quality of the received
signals which are often highly polluted by noise [1], [2]. A
significant amount of literature deals with the various methods _ ] ) ] o
of improvement of the quality of received electromagnetic 1hiS section reviews the core algorithm which is employed
acoustic transducer (EMAT) signals. Coil design consideratiolfsthe structure of the proposed method of analysis of highly
constitute a major research trend in this regard [3]. Electroma‘gjl”Uted signals presented in Section Ill. Consider a smusmd_al
netic field computation has been used to assist the designSinal polluted by some noise of unknown frequency composi-
coil geometry [4]. Also, there has been considerable interestiin and expressed by
adapting signal processing methods for noise elimination [5], u(t) = Asin(wt + 8) + n(t) 1)
[6] and flaw identification [7], [8]. _ _ _
In the NDE of materials using bursts of ultrasonic energy/heren(t) represents the totality of the imposed noid&ndw
i.e., pulsed sine waves, it is often desirable to detect the pe¥{R Potentially time-varying amplitude and frequency of the sine
wave, respectively, andlis the constant phase of the sinusoid.
, _ _ The total phase of the sine wavefis= wt+ 6. If time-variations
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in u(t) without any assumption on the composition of the im-#(® +C\e(t) 40
posed noise: _Z/ o1 X f —"

A =piesin (,% (2 y®
w :;Lgefi cosé) 3 2 X T
b =0+ pad )

b4l

where errore(t) represents the difference between the inpu
signal polluted by noise and the extracted sinusoid, i.e.

e(t) = u(t) — Asin . (5)

In the above equationﬁ,, $, and® are estimated values of am-
plitude, total phase and frequency of the extracted sinusoid
signaly(t), respectively. Parameters, u2, andug are posi-
tive numbers which determine the speed of the algorithm in th
estimation process as well as in tracking variations in the char
acteristics of the input signal over time.

‘@. 1. Employed core algorithm in a block diagram representation.

1

The following theorem, proved in [11], deals with the exis- 05
tence, unigueness and stability of a periodic orbit for the dy- 2
namical system described by (2)—(5). 50

Theorem 1: Assume thatu(t) is given by (1) wherein all
the parameters are unknown but bounded. The dynamici
system represented by (2)—(5) has a locally unique and hype »
bolically stable periodic orbit(¢) in a close neighborhood of -5 0 05 1
Yo = (Amwo-/(/’o)-

This theorem guarantees i) the convergence of the solutio
of the dynamical system to the periodic orbit associated witt s}
the sinusoidal signal in(¢) and ii) the tracking of its variations 3
over time. In terms of the signal processing performance of thg °
algorithm, it extracts a sinusoidal component of its input signal -os|
directly estimates its amplitude, phase and frequency, and ada
tively tracks their variations over time. o 01 0z 03 o4 05 06 07 08 o3 1

. . . Time (normalized)

The structure of the core algorithm is very simple and con-
sists of only a few arithmetic operations. Fig. 1 shows a bloglky. 2. iiustration of the convergence of the core algorithm. The input signal is
diagram representation of the algorithm. The initial point of theunit-amplitude sine wave. The top graph shows convergence of the dynamics
flow of the dynamics is set by the values of initial conditioné‘)hg;vesrt’ﬁg?gvcv ‘;][2'; eaziﬂgriﬁig I"rf'tﬂ é?ﬁneexgggzi‘:]_s'”uso'd; the bottom graph
of integrators generating amplitudg(t), phasep(t), and fre-
qu_encyw(t). In the presence of mu_lt|ple sine waves, each sin nit-amplitude sinusoid. Fig. 2 shows convergence of the algo-
soidal component is specified by its frequency. Therefore, t

nitial diti fthe f - 1 h licitly i thm in response to such an input signal. The pre-set initial fre-
initial condition of the frequency integrator (shown explicitly in uency in Fig. 2 is the same as the frequency of the incoming

. . . . ) ) q
Fig. 1) is of particular importance; the algorithm extracts that Shnusoid. To show the frequency retrieval property of the algo-

nuso!QaI signal whose frquency Is closest to_ the.pre-set m'tllﬂhm, in another numerical experiment the initial frequency of
condition of the frequency integrator. Numerical implementa;:

i : . 0 i
tion of the core algorithm is straightforward. For example, tr?he algorithm is deliberately set to be about 50% off the fre
following is the discretized form of the governing equations

the algorithm in which a first order approximation is assume

1

uency of the incoming sinusoid. Fig. 3 shows convergence of
3_ e algorithm in frequency.

" The core algorithm exhibits a high degree of immunity with
Aln + 1] =A[n] 4 T, pe[n] sin ¢[n] respect to noise. Fig. 4 shows this property. The noise present in
the input signal is of about the same energy as the polluted sinu-

win + 1] =wln] + Tapzeln] Afn] cos $ln] soid (i.e.,SNR = 0 dB). The convergence is achieved in a few
¢ln + 1] =¢[n] + Tsw(n] + Tspzpse[n] An] cos ¢[n] cycles with a steady state error of about 5% in this experiment.
y[n] =A[n]sin $[n] The estimation accuracy is a function of the degree of the pollu-
e[n] =u[n] — y[n). tion in the input signal on the one hand and the desired conver-

gence speed on the other hand. For example, the estimation error
whereT is the sampling time and is the time step index. in the experiment of Fig. 4 can be reduced to 0.5% by reducing
The Matlab Simulink™ programming environment is used tthe values of parameteys, uo by a factor of about 10. This

produce the graphs presented in this paper. In the first numegsults in a convergence time of about 10 X longer. Therefore,
ical experiment, the input signal(¢) consists only of a pure the estimation accuracy is fully controllable by the adjustment
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) ) ) ~ Fig.5. Performance of the core algorithm in the extraction of a pulsed sinusoid
Fig. 3. lllustration of the frequency tracking property of the core algorithmyng its amplitude, present in a noisy input signal.
The top graph shows convergence of the algorithm to the periodic orbit
associated with the extracted sinusoid; the bottom graph shows the same
phenomenon in the time domain.
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for the output, and dash-dotted line for the amplitude) is used consistently in all
Fig. 4. Performance of the core algorithm in the extraction of a sinusoid atfte figures of this paper.
its amplitude, present in a highly noisy input signal.

of parameterg:q, 2, andps in a trade-off with convergence The presented core algorithm performs very well when the si-
speed. For each particular application, one can choose a suitatisoidal component of the input signal is amplitude modulated.
set of parameters. In general, as the frequency of the operafidre algorithm basically looks for a sine wave; in its absence,
increases, proportionally higher values of parameige@ndu, i.e., when its amplitude is zero, it returns zero for the estimated
have to be used to retain the same convergence speed in teamplitude and generates a zero-amplitude signal. Fig. 5 illus-
of the required number of cycles for convergence. Thereforetiates this point. Notice that the output signal follows the sinu-
is reasonable to divide the values of these two parametersdmydal component of the input signal with a delay which is due
the nominal frequency of the input signal when expressing théir the convergence time of the algorithm. This effect is more
values. A typical set of parameters, used in the simulations @éarly illustrated in Fig. 6 where the algorithm is excited by a
this chapter, ig.; = 10, uo = 200 andusz = 0.08, where the short-time (half cycle of a sine wave) signal. Observe that the de-
values ofu; andu, are normalized with respect to the nominatected place of the peak is delayed. This time delay is a complex
frequency of the incoming signal. It is noteworthy that the afunction of parameterg, p», 13 and the values of initial con-
gorithm is very robust with respect to variations in the valuatitions; fortunately, it is a relatively flat function of frequency;
of parameters; variations of up to 50% of magnitude in the pBor each parameter setting this delay is a constant number. The
rameters have been observed to have negligible effect on tadue of this delay, most conveniently measurable by simulation
performance. as done in Fig. 6, can be used to correct the arrival time of the
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Filter Characteristics
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I1l. PROPOSEDMETHOD Time (us)

The proposed method of time-domain signal analysis consigig 9. performance of the proposed method in noise elimination and peak
of a) the elimination of noise from the input signal by passinggtection of a highly noisy EMAT signal. The top graph shows the input signal.
it through the core algorithm, b) the estimation of amplitude 1he refined EMAT signal and its amplitude are shown in the bottom graph.
the extracted sinusoid, and c) the comparison of instantaneous
amplitude with a defined threshold to determine the peak. Nc@énerating high current/voltage signals to feed the EMAT trans-
that b) is accomplished without further effort since the noig@itter produces a smoothly curved pulsed sinusoidal signal at
elimination algorithm automatically provides a direct estima@bout 1.8 MHz. The received EMAT signal is amplified and
of the amplitude. The time of arrival of the peak is convenientl§ent to a digital oscilloscope to measure the voltage across the
detectable by time-gating of the peak detection scheme; the ekgreiver coil. Digitization is done at a high sampling frequency
mated arrival time is then to be reduced by a constant time delé}02.4 MHz) to preserve signal integrity.

In order to further enhance the noise immunity of the algo- Fig. 9 shows the performance of the proposed method for
rithm, the use of a simple second order band pass filter at ta&et of 1024 points of recorded data. The received sine wave
input of the core algorithm is proposed. This filter is implepack is reflected back from the bottom of a metallic cube under
mented in digital form. If the nominal frequency of the inpuexamination. In order to produce a worst-case scenario, no at-
signal isf, = w,/2r, the transfer function of the band pas¢empt was made to obtain good signal quality while recording

filter is given by the EMAT signals. The SNR of the input signal is estimated to be
—10dB. Itis observed that the proposed method is fully capable
F(s) = 100 ) of removing the electrical noise. However, the ripples detected

5% +100s + w? during the periods of absence of the pulsed sine wave are some-

e . . . . what undesirable. They are not electrical noise as will be later
This filter improves the signal to noise ratio (SNR) of the input "~ ) .
. . . . ustified by reference to the frequency spectra; such ripples may
signal of the core algorithm. However, it also introduces undg- : ) Lo
sired attenuation and phase delay (see Fig. 7), especially if e due to the pulse generator, with a possible contribution of ul-
P y g. 1), €sp y a}/sonlc echoes from small flaws in the test specimen. Fig. 10

: : ' T
drift from the nominal frequency occurs, which may happen és mpares the frequency spectrum of the input signal to that of its

a result of equipment aging and other reasons. Due to the e . . .
pability of the algorithm to estimate all the parameters of t refined variant. It is clear that the algorithm does not affect the

extracted sinusoid, both these effects can be compensated foraa-cney content of the desired signal and acts on the electrical
demonstrated in F,ig 8 noise only. Therefore, it is justified that what is passed through

the signal refiner is in fact of sinusoidal shape at the EMAT op-
erating frequency, whatever its interpretation may be.

In an attempt to provide a “correct” version of the received
Data from an experimental setup for conducting EMAEMAT signal, the signal received by the EMAT receiver has
tests are used to demonstrate the performance of the propdseeh averaged 2048 times by a digital oscilloscope. The resul-
method in signal refinement and analysis. The modulattant averaged signal has 1024 data points. This averaged signal

IV. EXPERIMENTAL VERIFICATION
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V. CONCLUSION

The effectiveness of a novel time-domain method of signal
analysis is presented by demonstrating elimination of noise, es-
timation of arrival time, and detection of peak amplitude value
for EMAT signals. However, the methodology is general and
may be employed in signal conditioning and information ex-
traction of any pulsed sinusoidal signal which is highly polluted
by noise and whose frequency may also vary with time. The
main features of the proposed method are its high noise im-
munity and robustness while demanding limited computational
resources due to the simplicity of its structure. These features
render the proposed algorithm favorable for industrial applica-
tions where real-time operation is desirable.
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Performance of the proposed method in further noise elimination and

peak detection of an EMAT signal which has been averaged 2048 times. The top
graph shows the input signal and the output signal and its detected amplitude.
The frequency spectra of the input and output signals are shown in the bottom

graph.
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