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Abstract

low SNR regimes.

In this article, a novel voice activity detection (VAD) approach based on phoneme recognition using Gaussian
Mixture Model based Hidden Markov Model (HMM/GMM) is proposed. Some sophisticated speech features such as
high order statistics (HOS), harmonic structure information and Mel-frequency cepstral coefficients (MFCCs) are
employed to represent each speech/non-speech segment. The main idea of this new method is regarding the
non-speech as a new phoneme corresponding to the conventional phonemes in mandarin, and all of them are
then trained under maximum likelihood principle with Baum-Welch algorithm using GMM/HMM model. The Viterbi
decoding algorithm is finally used for searching the maximum likelihood of the observed signals. The proposed
method shows a higher speech/non-speech detection accuracy over a wide range of SNR regimes compared with
some existing VAD methods. We also propose a different method to demonstrate that the conventional speech
enhancement method only with accurate VAD is not effective enough for automatic speech recognition (ASR) at

1 Introduction

Voice activity detection (VAD), which is a scheme to
detect the presence of speech in the observed signals auto-
matically, plays an important role in speech signal proces-
sing [1-4]. It is because that high accurate VAD can
reduce bandwidth usage and network traffic in voice over
IP (VoIP), and can improve the performance of speech
recognition in noisy systems. For example, there is a grow-
ing interest in developing useful systems for automatic
speech recognition (ASR) in different noisy environments
[5,6], and most of these studies are focused on developing
more robust VAD systems in order to compensate for the
harmful effect of the noise on the speech signal.

Plentiful algorithms have been developed to achieve
good performance of VAD in real environments in the
last decade. Many of them are based on heuristic rules
on several parameters such as linear predictive coding
parameters, energy, formant shape, zZero crossing rate,
autocorrelation, cepstral features and periodicity mea-
sures [7-12]. For example, Fukuda et al. [11] replaced
the traditional Mel-frequency cepstral coefficients
(MFCCs) by the harmonic structure information that
made a significant improvement of recognition rate in
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ASR system. Li et al. [12] combined the high order sta-
tistical (HOS) with the low band to full band energy
ration (LFER) for efficient speech/non-speech segments.

However, the algorithms based on the speech features
with heuristic rules have difficulty in coping with all
noises observed in the real world. Recently, the statisti-
cal model based VAD approach is considered an attrac-
tive approach for noisy speech. Sohn et al. [13]
proposed a robust VAD algorithm based on a statistical
likelihood ratio test (LRT) involving a single observation
vector and a Hidden Markov Model (HMM) based
hang-over scheme. Later, Cho et al. [14] improved the
study in [13] by a smoothed LRT. Gorriz et al. [15]
incorporated contextual information in a multiple obser-
vation LRT to overcome the non-stationary noise. In
these studies, the estimation error of signal-to-noise
ratio (SNR) seriously affects the accuracy of VAD. With
respect to this problem, the utilization of suitable statis-
tical models, i.e., Gaussian Mixture Model (GMM) can
provide higher accuracy. For example, Fujimoto et al.
[16] composed the GMMs of noise and noisy speech by
Log-Add composition that showed excellent detection
accuracy. Fukuda et al. [11] used a large vocabulary with
high order GMMs for discriminating the non-speech
from speech that made a significant improvement of
recognition rate in ASR system.
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To obtain more accurate VAD, these methods always
choose a large number of the mixtures of GMM and
select an experimental threshold. But they are not suita-
ble for some cases. To handle these problems, using the
GMM based HMM recognizer for discriminating the
non-speech from the speech not only can reduce the
number of mixtures but also can improve the accuracy
of VAD without the experimental threshold.

In this article, the non-speech is assumed as an addi-
tional phoneme (named as ‘usp’) corresponding to the
conventional phonemes (such as zh’, ‘ang’ et al.) in
mandarin. Moreover, the speech features, such as har-
monic structure information, HOS, and traditional
MEFCCs which are combined together to represent the
speech, are involved in the maximum likelihood princi-
ple with Baum-Welch (BW) algorithm in HMM/GMM
hybrid model. In the step of discriminating speech from
nonspeech, Viterbi algorithm is employed for searching
the maximum likelihood of the observed signals. As a
result, our experiments show a higher detection accu-
racy compared with the existing VAD methods on the
same Microsoft Research Asia (MSRA) mandarin speech
corpus. A different method is also proposed in this arti-
cle to show that the conventional noise suppression
method is detrimental to the speech quality even giving
precise VAD results at low SNR regimes and may cause
serious degradation in ASR system.

The article is organized as follows. In Section 2, we
first introduce the novel VAD algorithm. And then, a
different VAD method based on the recursive phoneme
recognition and noise suppression methods is given in
Section 3. The detail experiments and simulation results
are shown in Section 4. Finally, the discussion and con-
clusion are drawn in Section 5 and Section 6
respectively.

2 The VAD algorithm

2.1 An overview of the VAD algorithm

As well known, heuristic rules based and statistical
model based VAD methods respectively have advantages
and disadvantages against different noises. We combine
the advantages of these two methods together for mak-
ing the VAD algorithm more robust. The method pro-
posed in this article is shown in Figure 1. We divide this
method into three submodules, such as noise estimation
submodule, feature extraction submodule and HMM/
GMM based classification submodule.

In our study, the MSRA mandarin speech corpus are
employed for training the HMM/GMM hybrid models
at different SNR regimes (as SNR = 5 dB, SNR = 10 dB
et al.) under maximum likelihood principle with BW
algorithm firstly. Then, in the VAD process, the SNR of
the noisy speech is estimated by the noise estimation
submodule, and the corresponding SNR level of HMM/
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GMM hybrid model is selected. After that, the speech
features such as MFCCs, the harmonic structure infor-
mation and the HOS are extracted to represent each
speech/non-speech segment. Finally, the non-speech
segments are distinguished from the speech segments by
the phoneme recognition using the trained HMM/
GMM hybrid model.

Note that, in this article, the typical noise estimation
method named minima controlled recursive averaging
(MCRA) is employed for the realization of noise estima-
tion submodule, referring to [17] for details.

2.2 Feature extraction
Different features have their own advantages in ASR sys-
tem. And it is impossible to use one feature to cope
with all the noisy environments. Combining some fea-
tures together for discriminating the speech from non-
speech is a popular strategy in recent years. In this arti-
cle, three useful features such as harmonic structure
information, HOS and MFCCs are combined together
to represent the speech signals, since harmonic structure
information is robust to high-pitched sounds, HOS is
robust to the Gaussian and Gaussian-like noise, and
MFCCs are the important features in phoneme
recognizer.
2.2.1 Harmonic structure information
Harmonic structure information is a well known acous-
tic cue for improving the noise robustness, which has
been introduced in many VAD algorithms [11,18]. In
[11], Fukuda et al. only incorporated the GMM model
with harmonic structure information, and made a signif-
icant improvement in ASR system. This method
assumes that the harmonic structure of pitch informa-
tion is only included in the middle range of the cepstral
coefficients. The feature extraction method is shown in
Figure 2.

First, the log power spectrum y,(j) of each frame is
converted into the cepstrum p,(i) by using the discrete
cosine transform (DCT).

pi(i) = 2 Ma(irj) - v (), (1)

where M,(i, j) is the matrix of DCT, and i indicates
the bin index of the cepstral coefficients.

Then, the harmonic structure information ¢, is
obtained from the observed cesptra p, by suppressing
the lower and higher cepstra

qi(i) =p(i) Dp <i<Dp,
qe(i) = Ape(i)

where A is a small constant.
After the lower and higher cepstra suppressed, the
harmonic structure information ¢,(i) is converted back

2)

otherwise,
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Figure 1 An overview of the proposed VAD algorithm.
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to linear domain w,(j) by inverse DCT (IDCT) and
exponential transform. Moreover, the w,(j) is integrated
into b,(k) by using the K-channel mel-scaled band pass
filter.

Finally, the harmonic structure-based mel cepstral
coefficients are obtained when b,(k) is converted into
the mel-cepstrum ¢,(n) by the DCT matrix M(n, k).

a(n) = kz My(n, k) - by(k), 3)

2.2.2 High order statistic

Generally, the HOS of speech are nonzero and suffi-
ciently distinct from those of the Gaussian noise. More-
over, it is reported by Nemer et al. [19] that the

skewness and kurtosis of the linear predictive coding
(LPC) residual of the steady voiced speech can discrimi-
nate the speech from noise more effective.
Assume that {x(n)}, n = 0, £1, £2,... is a real stationary
discrete time signal and its moments up to order k exist,
then the kth-order moment function is given as follows:

mp(t1,72... —1) = E[x(n)x(n + t1) ... x(n + 7—1) J4)

where 71, 75,..., k.1 = 0, £1, £2,..., and E[-] represents
the statistical expectation. If the signal has zero mean,
then the cumulant sequences of {x(n)} can be defined:

Second-order cumulant

Cz(l’l) = mz(l'l).

(5)

Noisy speech|  Log power >  DCT Obtain harrponic
spectrum information
coe DCT Mel filter bank < Convert to. linear < IDCT
process domain
Figure 2 Harmonic structure feature.
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Third-order cumulant

Cs(t1, 12) = m3(71, 12). (6)
Fourth-order cumulant

C4(Tll T2, T3) = m4(T1, T2, T3) - mz(Tl) : mz(fz - T3)7

(7)

—le(‘[z) . mz(l’3 — ‘L']) — THQ(Tg) . mz(l’l — T3).

Let 71, 72,..., 7.1 = 0, then the higher-order statistics
such as variance },, skewness ys, kurtosis y,, can be
expressed as follows respectively:

v2 = E[x*(n)] = my, (8a)
ys = E[x*(n)] = m3, (8b)
va = E[x*(n)] — 3y3 = my — 3m3. (8c)

Moreover, the steady voiced speech can be modeled as
a sum of M coherent sine waves, and the skewness and
kurtosis of the LPC residual of the steady voiced speech
can be written as functions of the signal energy E; and
the number of harmonic M [12]:

3 3 I M—-1
SRR H v I ©)

and

4 7
vi=E?| M—4+ ) (10)
3 6M

2.3 VAD in HMM/GMM model

One of the most widely used method to model speech
characteristics is Gaussian function or Gaussian mixture
model. The GMM based VAD algorithm has attracted
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considerable attention for its high accuracy in speech/
non-speech detection. However, the number of the mix-
tures of GMMs must be very large to distinguish the
speech from non-speech, which increases the cost of
calculation dramatically. Moreover, N-order GMMs can
not discriminate the non-speech from speech precisely
since the boundary between the speech and non-speech
is not clear enough. In this article, we improve this
method by regarding the non-speech as an additional
phoneme (named as ‘usp’) corresponding to the conven-
tional phonemes (such as zh’, ‘ang’ et al.) in mandarin,
and using the GMMs based HMM hybrid model to dis-
criminate the non-speech from speech.

In HMM/GMM based speech recognition [20], it is
assumed that the sequence of observed speech vectors
corresponding to each word is generated by a Hidden
Markov model as shown in Figure 3. Here, a;; and b(o)
means the transition probabilities and output probabil-
ities respectively. 2, 3, 4 are the states of state sequence
X, and O; represent the observations of observation
sequence (.

As well known, only the observation sequence O is
known and the underlying state sequence X is hidden, so
the required likelihood is computed by summing over all

possible state sequences X =x(1),x(2),x(3),...,x(T),
that is
T
P(OIM) = 3" axo)x(1) [ 1 bx(r) (Or)ax(o)x(i+1)s (11)
X t=1

where x(0) is constrained to be the model entry state
and x(7T + 1) is constraint to be the model exit state.
The output distributions are represented by GMMs in
hybrid model as

M
bj(ot) = Zl ijN(ot, Mjm, Ejm)/ (12)

Figure 3 A classical Topology for HMM.
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where M is the number of mixture components, ¢, is
the weight of mth component and N (o, u, ¥) is a mul-
tivariate Gaussian with mean vector g and covariance
matrix X, that is

1
Ty -1
1 - 2 (o—u)'x (O_M), (13)

Jorys

where 7 is the dimensionality of o.

In the GMM/HMM based VAD method, we use the
same method which is usually employed in ASR system
by phoneme recognition. In first step, each phoneme
(including the conventional phonemes and the non-
speech phoneme) in GMM/HMM hybrid model are
initialized. Then the underlying HMM parameters are
re-estimated by Baum-Welch algorithm. In the step of
discrimination, Viterbi algorithm is employed for search-
ing the maximum likelihood of the observed signals,
which can be referred to [20] for details. Note that, in
our method, the triphones which are essential for ASR
are not adopted here, because we think that the mono-
phones based recognition is appropriate for discriminat-
ing the speech from the nonspeech.

N(o,u, X) =

3 A recursive phoneme recognition and speech
enhancement method for VAD

It is mentioned that the Minimum Mean Square Error
(MMSE) enhancement approach is much more efficient
than other approaches in minimizing both the residual
efficient and the speech distortion. Moreover, the non-
stationary music-like residual noise after MMSE proces-
sing can be regarded as additive and stationary noise
approximately, which ensures that some simplified
model adaption method [14].

Let Si(n), Ni(n), Zi(n) denote the kth spectral compo-
nent of the nth frame of speech, noise and observed sig-
nal, respectively. And assume Ax(n), Dy, Ri(n) are the
spectrum amplitude of Sy(n), Ni(n), Zi(n). Then the esti-

mate Ak(”) of Ax(n) can be given as [14]:

7 &k

A 1

Ar(n) = 2\/Vk(1 N gk)M(a, G x) - Ri(n), (14)
where a = -0.5, ¢ = 1, x = -%&/(1 + &), and M(a; ¢; x)

is the confluent hypergeometric function. & and ¥ are

interpreted as the a priori and a posteriori SNR, respec-

tively. The estimation of a priori and the a posteriori

can be deemed as follow:

. A2(n—
E(n) = akdi(e}i"n _11)) +(1—a)P(yp(n) —1),  (15)
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2
yi(l) = 'i’;((l]z)' ,

where the noise variance A4(k) is updated according to
the result of VAD.

Generally, we always use the VAD based speech
enhancement method for noise suppression before
speech recognition. And it seems that the denoised
speech is the optimal choice for ASR. If so, we may also
can obtain a more accurate result of change point detec-
tion when we use the VAD method in the denoised
speech. Following this idea, we propose a different VAD
method which integrate our proposed VAD method
(mentioned in Section 2) with the MMSE speech
enhancement method, as shown in Figure 4.

The main steps of the proposed method are listed as
follows (suppose the HMM/GMM models have been
constructed).

(16)

1 The robust features which are mentioned above
are extracted for representing each frame.

2 The change point detection between speech and
non-speech is estimated by the phoneme recognition
using the trained HMM/GMM model.

3 The variance of the noise is updated when the
non-speech detected, a priori and a posterior of each
frame are then calculated using the Equation (15)
and (16).

4 The estimation Ak(”) is calculated using the
Equation (14).

i Noisy speech

Features extraction

-

A4
Proposed VAD

y
STSA MMSE

Features extraction

‘ VAD result ‘

Figure 4 VAD based on the recursive of phoneme recognition

and speech enhancement.
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5 Estimate the SNR of the denoised speech to justify
whether the SNR is larger than 15 dB or not. If the
SNR is less than 15 dB, then back to step 1, else the
result estimated in step 2 is the final VAD result.

4 Experimental results

In this section, the performances of the proposed
method are evaluated. The MSRA mandarin corpus test
data that has 500 utterances with 0.74 h length is used
as the test set, and the training set from MSRA has
19688 utterances with 31.5 h length, referring to [21]
for details.

In this article, the feature parameters for the HMM/
GMM hybrid model based VAD are extracted at inter-
vals of 20 ms frame length and 10 ms frame shift length,
composed of 13th order harmonic structure information
features, 1st order skewness, 1st order kurtosis, 12th
order log-Mel spectra with energy and its A, leading to
an HMM set with 5 states.

To illustrate the statistical properties of speech signals,
we take one of the test utterances as an example, shown
in Figure 5a. As we can see, the proportion of voiced
speech to unvoiced speech is almost 3:1.

Three different types of experiments are considered
here. First, we want to find out whether the increase of
the number of the GMM mixtures can improve the
accuracy of VAD. Then, we compare the proposed VAD
method with some existing VAD methods to determine
whether the proposed method is more robust to the
noise. And in the last experiment, we use a different
method to demonstrate that the conventional noise sup-
pression method is detrimental to the speech quality
even giving precise VAD results at low SNR regimes.

4.1 Relationship between the VAD accuracy and the
number of mixtures

Figure 5b,c depicts the results of VAD by HMM/GMM
hybrid model at non-stationary noise environments. The
number of the mixtures of GMM here is 4. The non-
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stationary noise is downloaded from http://www.free-
sound.org.

From Figure 5b, we can find the proposed VAD
method is very robust to the high SNR noise since the
detection of change point is almost completely correct.
And the result of the detection accuracy is also excellent
when the SNR is low as shown in Figure 5c.

Less number of the mixtures not only can save the
time of discriminating the unvoiced speech from voiced
speech, but also can reduce the memory of storing the
GMM parameters. So, with acceptable accuracy of VAD,
the number of the mixtures are the less the better.

In order to investigate the precision of the proposed
method in different GMMs mixture number, we take all
the 500 test utterances as examples to obtain the prob-
abilities of accurate VAD detection P, at different kinds
of noise with different SNRs.

N
Py = 21: lo(i) — d())I/N, (17)
iz

where N is the total number of the corpus frames, o(i)
= 0, 1 denotes the labeled speech/non-speech segments,
and d(i) = 0, 1 denotes the estimated speech/non-speech
segments.

Figure 6 and Table 1 give the VAD results of the pro-
posed method from different mixtures of GMMs at dif-
ferent kinds of noise environments with different SNRs.

In Figure 6, the ylabel denotes the accuracy of VAD,
and the xlabel denotes the SNR regimes.

In Table 1, we give another three noise environments
as non-stationary noise environments, in-car noise
environment and city street noise environment for test
the proposed VAD algorithm, where the noise environ-
ment is named as NE for short.

Examining Figure 6 and Table 1, we note some inter-
esting points:

+ When the noise is Gaussian or Gaussian-like noise,
such as gaussian white noise in Figure 6, the

0.5

0 ) 3 ;
(a)

w0t

4
(e)

Figure 5 An example of the HMM/GMM based VAD with car passing noise. (a) Clean speech, (b) SNR = 15 dB, (c) SNR = 5 dB.

4
(b)
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performance of the proposed VAD algorithm is
excellent even at low SNR regimes. However, when
meets the non-stationary noise, the algorithm is not
robust enough at low SNRs.

+ When the number of the mixtures of GMMs
increases, the accuracy of the proposed VAD seems
to not increase by the same rules. As seen from
Table 1 and Figure 6, when the SNR is high, the
performance of low order GMMs is better than the
performance of the higher order GMM:s.

« The VAD algorithm in Gaussian white noise and
city street noise have much better performances
than in other noises. This also demonstrates the
HOS is robust to the Gaussian/Gaussian-like noise.

+ The mix4 has much stable result than any other
mixtures in most noisy environments using the pho-
neme recognition method based on HMM/GMM
hybrid model.

4.2 Comparative analysis of the proposed VAD algorithms
In order to gain a comparative analysis of the proposed
VAD performance under different environments such as
the vehicle and street, several classic VAD schemes are
also evaluated. The results are summarized in Table 2,
where the MOLRT is a method proposed by Lee [22].
The number of the mixtures in the proposed scheme is
4 according to the result of Table 1.

It is seemed that for all the testing cases, the perfor-
mance of the proposed VAD is better than that of the
G.729B VAD, the LRT by Sohn and MOLRT by Lee,
except for the case of the non-stationary noise with a
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Table 1 VAD results from different GMM orders at
different kinds of environments with different SNRs

NE SNR mix1 mix2 mix4 mix8 mix16
(dB) (%) (%) (%) (%) (%)
n-stat -5 7731 7890 7846 83.19 83.17
0 7822 8133 8228 8340 85.74
5 8137 82.66 81.65 8293 84.13
10 8545 85.97 86.47 88.70 90.66
15 8791 9133 9267 9191 92.82
20 97.01 96.78 96.49 95.94 95.21
Incar -5 94.68 94.80 94.81 9491 94.94
0 95.70 95.78 95.72 95.70 95.50
5 96.51 96.36 96.52 95.70 95.58
10 96.80 96.57 96.58 96.23 95.84
15 97.49 97.36 97.12 96.53 95.90
20 9745 9740 97.16 96.47 9591
Street -5 88.85 89.21 9142 9491 94.94
0 93.84 93.90 9433 94.49 94.36
5 95.15 95.40 95.24 9533 95.05
10 96.02 96.32 95.94 95.86 95.46
15 96.68 95.60 97.03 96.38 95.60
20 97.15 9732 97.27 96.61 95.47

SNR of -5 dB, where the performance of the proposed
VAD is slightly worse than that of the MOLRT based
VAD. In case of the stationary noise, the accuracy of the
proposed VAD is higher than 90% in any SNR level.

4.3 VAD based on the recursive method
In our study, VAD based ASR system is not studied, but
we do another experiment to find out whether the

98
B G\VIVis=1 ' ' '

B GVIMs=2
N GViMs=4
[ IGMMs=8
[ IGMMs=16

o
(=2}

w
B

o]
N
T
]

©o
o
T

Accuracy(%)

00
00
T

-15 -5 0

SNR(dB)

Figure 6 VAD accuracy by different orders of GMM of different Gaussian noise.
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Table 2 Comparison results at different kinds of
environments with different SNRs

NE SNR Proposed G.729B Sohn MoLRT
(dB) (%) (%) (%) (%)
White -5 95.64 71.64 71.71 8833
0 96.31 72.55 79.75 94.91
10 96.41 73.68 86.17 94.75
20 96.77 74.65 87.58 93.17
Non- -5 7846 70.60 81.74 80.56
stat
0 82.28 7061 83.08 8147
10 86.47 70.92 84.15 82.75
20 96.49 71.84 85.23 84.69
Incar -5 94.81 71.22 83.78 79.79
0 95.72 7231 8503 87.98
10 96.58 74.62 85.98 9241
20 97.16 75.70 85.78 91.30
Street -5 9142 76.29 79.95 84.71
0 94.33 76.28 82.32 87.65
10 95.94 7561 84.39 90.09
20 97.27 7538 85.59 90.17

integration of proposed VAD with the conventional
speech enhancement can recover the clear speech at low
SNR regimes or not.

We take Figure 5a as the speech prototype, and the
VAD results at different noise environments are shown
in Figures 7 and 8. In Figures 7 and 8a, the VAD results
are obtained according to the proposed VAD algorithm,
and Figures 7 and 8b show the VAD results based on
the integration method.

Examining Figures 7 and 8, we can conclude some
interesting points:

+ When comparing Figure 7a with Figure 8a, the
proposed VAD algorithm is much more robust to
the stationary noise than the non-stationary noise.
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« Comparing Figure 7a with Figure 7b, and compar-
ing Figure 8a with Figure 8b, we can find if the
accuracy of the VAD algorithm is very high, the
combination method can keep the VAD accuracy,
else the performance will degrade dramatically.

5 Discussion

Some VAD algorithms which have been demonstrated
robust to the noise are introduced to the ASR system,
and the performance of the speech recognition seems
not bad in high SNR level. For example, Fukuda com-
bines the VAD algorithm with Wiener filter before ASR.
However, we think that there are something more
should be done before ASR. So, we first propose a novel
VAD algorithm based on HMM/GMM hybrid model,
which is confirmed further by the following experiment
to be more robust in many noise environments. Then
we combine the proposed VAD with the speech
enhancement algorithm for change point detection to
find out what should be done before ASR.

The novel VAD algorithm proposed in this article is
based on the phoneme recognition using HMM/GMM
hybrid model, which is much different from the existing
VAD methods. In our study, different GMMs orders are
considered to improve the VAD accuracy, but it seems
that the accuracy could not be improved when the
orders become higher.

In order to gain a comparative analysis of the pro-
posed VAD performance under different environments,
several classic VAD schemes are also evaluated. And the
results show that the proposed VAD method is more
useful than the existing methods.

We propose a different detection method to indirectly
show the reason why the performance of the ASR sys-
tem are not well accepted at low SNR regimes, named
‘A recursive phoneme recognition and speech

4 6
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8

4
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Figure 7 VAD at white noise at SNR = 0 (a) based on the proposed VAD; (b) based on the combined method.
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Figure 8 VAD at non-stationary noise at SNR = 0 (a) based on the proposed VAD; (b) based on the combined method.

x 10

enhancement method for VAD’. And the experimental
result is shown in the Section 4.3. Some points are con-
cluded:

o If the accuracy of the VAD is more than 95%, the
noise can be suppressed well with the little speech
distortion. And it is helpful for ASR.

+ When the accuracy drops down, the speech can
not be recovered well in the noisy speech, despite
that the noise of unvoiced speech can be suppressed.
Apparently, the performance of speech recognition
will degrade, and become even worse than the
speech recognition without noise suppression.

From Table 1, we have found the accuracy of the
VAD is well accepted in most environment at any
SNRs. However, the VAD accuracy can not be improved
much when the noise is suppressed by the speech
enhancement method, as shown in Figure 8. It also
means the speech enhancement method damage the
speech a lot during the suppression of the noise at low
SNRs. If we could keep the quality of the source signal
by speech enhancement method, the clear speech can
be recovered.

6 Conclusion

In this article, we propose a phoneme recognition based
VAD method that follows the idea of phoneme recogni-
tion. Note that, the proposed method is much different
from others since HMM/GMM based phoneme recogni-
tion is only used for VAD here while others use pho-
neme recognition for ASR or some other applications.
Some sophisticated features are combined to represent

the speech segments. Experiments performed on MSRA
mandarin speech data set confirm the advantage. We
compare the proposed algorithm with some popular
VAD methods, and results exhibit the good performance
of the proposed algorithm. In the section of “VAD based
on the recursive method’, we also find more study
should be done in the future. First, more robust VAD
algorithm should still be pursued. Second, noise estima-
tion algorithm should be introduced to the ASR system
to forecast the noise component of noisy speech. Third,
Some limitations should be set to reduced the distortion
of speech. Last, more robust speech enhancement algo-
rithm is desired.
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