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ABSTRACT

An analysis of traveling microbursts in unidirectionally sheared environments is undertaken using a three-
dimensional numerical model with 50-m resolution in a 19 3 12 3 4 km domain. For each run, the cooling
source is centered at a height of 2 km and travels in an eastward direction of Cm, where Cm 5 3, 6, 9, 12, and
15 m s21. Environmental winds above 2 km are equal to Cm and decay linearly to 0 m s21 below 2 km. The
authors examine the kinetic energy budget of each run, focusing on the dynamic features that are not found in
a static microburst simulation. As the source speed Cm increases from 0 to 9 m s21, the magnitude of the surface
horizontal winds increase in the direction of source movement. An examination of the dynamic pressure equation
shows that rotationally induced pressure work forces are primarily responsible for increasing surface horizontal
winds for the moving-source microbursts. In a similar form to previous studies of vertical perturbations in a
sheared environment, elevated horizontal vorticity is generated by tilting of environmental vorticity and is
strengthened by stretching imposed by the downdraft. The authors’ results suggest that the magnitude of the
damaging surface winds of a microburst can be enhanced significantly when the parent cloud is moving in a
unidirectionally sheared environment.

1. Introduction

Microbursts are short-lived intense downdrafts that
are forced by thermodynamic cooling and hydrometeor
frictional drag produced by cumulonimbus clouds. Mi-
crobursts can cause tornado-strength damage on the
ground and are especially dangerous to aircraft in the
takeoff and landing phases of flight due to the combi-
nation of performance-decreasing downward winds and
low-level horizontal shear. For these reasons, micro-
bursts have been the subject of much observational and
numerical study since they were categorized by Ted Fu-
jita in 1975. Field studies such as Joint Airport Weather
Studies (JAWS) (McCarthy et al. 1982), Northern Illi-
nois Meteorological Research on Downbursts (NIM-
ROD) (Fujita 1979), and Federal Aviation Administra-
tion (FAA)–Lincoln Laboratory Operational Weather
Studies (FLOWS) (Wolfson et al. 1985) sampled hun-
dreds of microbursts with single Doppler radar and in
many cases multi-Doppler radar data of the entire mi-
croburst-producing storm (e.g., Lee et al. 1992a; Hjelm-
felt 1988; Lin and Hughes 1987; Lin and Coover 1988;
Wakimoto et al. 1994; Knupp 1996).

Field studies have shed light on many of the prop-
erties of microbursts and have spurred the development
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of numerical models to simulate microbursts and mi-
croburst-producing storms. The types of models used to
study microbursts have generally fallen into two cate-
gories: subcloud microburst models, in which some sort
of forcing, usually microphysical, is imposed in an el-
evated region of the domain (e.g., Teske and Lewellen
1977; Srivastava 1985; Proctor 1988; Proctor 1989; An-
derson et al. 1992; Straka et al. 1993; Orf et al. 1996);
and full cloud models, in which the life cycle of a mi-
croburst-producing storm is modeled (e.g., Tuttle et al.
1989; Knupp 1989; Hjelmfelt et al. 1989; Straka and
Anderson 1993; Parsons and Weisman 1993; Proctor
and Bowles 1992). Simulations of microbursts are not
limited to computer models; Alahyari and Longmire
(1995) simulated microbursts in a laboratory tank by
releasing a dense volume of fluid into a less dense am-
bient fluid and measuring the fluid dynamics using par-
ticle image velocimetry.

Fujita (1985) coined the terms ‘‘wet’’ and ‘‘dry’’ mi-
crobursts, where a dry microburst is characterized by
less than 0.01 inches of precipitation measured at the
ground below the microburst downdraft. Dry micro-
bursts typically occur where the microburst parent cloud
is in an environment with a dry boundary layer and a
deep dry adiabatic profile that extends to ;3 km AGL
or higher. Such environmental conditions are typical in
the High Plains of the western United States, and mi-
croburst-producing High Plains cumulonimbi often pro-
duce dry microbursts primarily forced by the evapora-
tion of rainwater (Wakimoto 1985). Proctor (1988) used
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an axisymmetric model with ice-phase microphysics to
simulate microburst formation by allowing hydrome-
teors to fall through the top of the model domain. He
found that thermodynamic processes such as the evap-
oration of rain and the melting of frozen hydrometeors
provide much of the negative buoyancy that forces
downdraft formation in High Plains dry microbursts.
Microbursts that occur in environments with moderately
stable, moist boundary layers are usually accompanied
by heavy rain at the surface. Proctor (1989) conducted
many modeling experiments that explored microburst
sensitivity to environment and the type/amount of pre-
cipitation, and found that, in general, microbursts oc-
curring in this type of environment were forced pri-
marily by mass loading and occurred when the precip-
itation shaft exceeded several kilometers in diameter.

Full cloud models and subcloud models have both
been used successfully to aid in the understanding of
microburst phenomena. Cloud models with detailed mi-
crophysics are useful in following the full life cycle of
a microburst-producing cumulonimbus cloud and have
been used to illustrate the physical and thermodynamical
mechanisms behind microburst initiation, as well as the
effect of the environment on microburst formation.
These cloud modeling studies and observations of mi-
croburst-producing storms have shown that microbursts
generally favor certain environments over others and
that the mechanisms behind microburst formation can
be quite different in different environments. Subcloud
models are typically run at higher resolution than cloud
models and rely on some sort of a priori forcing to
initialize the microburst. Subcloud models are generally
used to study the detailed structure of the microburst
itself rather than the entire microburst-producing storm,
and these models typically have not included environ-
mental shear.

In this study, we numerically examine the dynamics
of traveling microbursts in unidirectionally sheared en-
vironments, where a traveling microburst is defined by
Fujita (1985) as a microburst spawned by a moving
parent cloud. Observations of microburst-producing
storms illustrate that shear not only plays a key role in
the development of microburst-producing storms but
can also can affect the morphology of the microburst
itself. Unidirectional vertical wind shear in the lower
few kilometers of the atmosphere can distort the surface
outflow, leading to an asymmetric, highly divergent out-
flow pattern with very strong winds in the direction of
storm motion (Fujita 1985). Hjelmfelt (1988) observed
a microburst-producing storm that traveled at 8 m s21

and occurred over a weak surface flow. The observed
surface outflow pattern was one in which the horizontal
winds were strongest in the general direction of storm
motion and very weak in the direction opposite of storm
motion (see his Fig. 5). A microburst produced from a
moving cloud in a sheared environment can also serve
as a mechanism for the development of elevated hori-
zontal vorticity. This phenomenon was observed in a

case study done by Lee et al. (1992b) of one of the
JAWS microbursts where a storm in a nearly unidirec-
tional vertically sheared environment developed a bow-
echo radar signature and produced a strong microburst.
In this case, the morphology of the storm and the gen-
eration of horizontal vorticity was closely connected to
the environmental shear profile.

Because our subcloud model is dry, a parameterized
forcing function is used to produce the microburst
downdraft. The fact that our model contains no micro-
physics and has a vertical domain of 4 km limits the
range of realistic simulations to nonsupercell High
Plains–type traveling microbursts where the updraft of
the parent cloud is decoupled from the downdraft or is
assumed to have collapsed to form the downdraft. Be-
cause the forcing (described below) is designed only to
represent thermodynamic cooling processes, our simu-
lations exclude the effect of precipitation loading. The
lack of microphysics also excludes the effects of hy-
drometeor advection, which would produce a more re-
alistic cooling forcing especially in the case of the faster
moving source runs where there is more environmental
shear. By limiting our scope to a particular class of
microburst in an idealized environment, we are able to
focus on the detailed dynamics of traveling microbursts
without the added complexity and computational de-
mands of a model that includes microphysical processes.
However, when interpreting modeling results it must be
remembered that this modeling study is not intended to
be a rigorous, inclusive study of microbursts produced
by moving clouds, but a dynamical study of the effects
of source movement and unidirectional environmental
shear on traveling microburst morphology.

2. Model description

The model used in this study is identical to that de-
scribed in Orf et al. (1996) with the exception that the
first-order constant eddy viscosity turbulence closure
has been replaced with a two-equation prognostic k–e
model. The model is a dry, nonhydrostatic quasi-com-
pressible subcloud model run on an isotropic grid with
50-m resolution with a computational domain of 19 3
6 3 4 km, with mirror symmetry about the x axis. The
subcloud environment is neutral below 3 km and slightly
stable above. The model equation system is as follows:

]U 1 ui 5 2U · =U 2 = p 1 d gi i i3]t r u

]U] ]U ji1 n 1 (1)1 2[ ]]x ]x ]xj j i

]u ] ]u
5 2U · =u 1 Q(x, y, z, t) 1 a n (2)K1 2]t ]x ]xi i

]p ]u ]y ](rw) ] ]p
25 2c r 1 r 1 1 a n (3)s K1 2 1 2]t ]x ]y ]z ]x ]xi i
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FIG. 1. The experimental design. The cooling source moves east-
ward at speed Cm, which is the value of the unidirectional environ-
mental winds (u ) above 2 km. Environmental winds below 2 km
decay linearly to 0 m s21at the surface.

]k
5 2U · =k 2 e 2 t Sij ij]t

n ](u 1 u) ](p 1 p) ] ]kT1 a n (4)K1 2u ]x ]x ]x ]xi i i i

2]e e e
5 2U · =e 2 C t S 2 Ce1 ij ij e2]t k k

e n ](u 1 u) ](p 1 p)T1 C 2 Re3 k u ]x ]xi i

] ]e
1 a n (5)e1 2]x ]xi i

2
k

n 5 n 1 n , n 5 C , (6)0 T T m e

where all nonbarred variables represent perturbations
from the model base state. The turbulence closure meth-
od we use is the k–e model of Yakhot and Orszag (1992)
with the addition of a term in both the turbulent kinetic
energy (k) and turbulent kinetic energy dissipation (e)
equations representing the effect of buoyant generation
and dissipation of turbulent kinetic energy (Dovgalyuk
et al. 1994), which is often significant in statically un-
stable dynamically active regions of the model domain.
Values of model constants, as well as variable nomen-
clature, are identical to that of Yakhot and Orszag
(1992), with the exception of the constant Ce3, which
follows that of Dovgalyuk et al. (1994). The k–e model
is an attractive closure method because its implemen-
tation does not involve significant modifications of the
model equations, and the method provides accuracy
comparable to more complicated closure methods. We
use a value of 20.0 m2 s21 for n0, 1.0 m2 s22 for k 0,
and 0.017 m2 s23 for e 0, which leads to nT0 5 5.0 m2

s21. All model simulations were run on 144 nodes of
the Wisconsin Model Engine (WME), an in-house trans-
puter-based parallel supercomputer.

3. Methodology

As in Anderson et al. (1992), microburst forcing is
initiated by a four-dimensional cooling function that pa-
rameterizes the effects of thermodynamic cooling pro-
duced by a cumulonimbus cloud. The spatial nature of
the cooling function Q is identical for all runs and is
specified by

 1
2g(t) cos pR for R , 2

Q(x, y, z, t) 5 (7)
10 for R . ,
2

where the temporal function g(t) increases from 0 to a
maximum cooling rate of 20.030 K s21 over the first
2 min of model integration and decays after 12 min

model time. The scaled distance from the cooling source
center is R and is determined by

2 2 2x 2 x y 2 y z 2 z0 0 0R 5 1 1 , (8)1 2 1 2 1 2! h h hx y z

where (x0, y0, z0) is the spatial location of geometric
center of the cooling function. The cooling function
horizontal half-width hx 5 hy 5 1200 m and the vertical
half-width hz 5 1800 m. The forcing function param-
eters were chosen to produce similar forcing found in
microburst-producing thunderstorm simulations per-
formed by Straka and Anderson (1993), who used a
three-dimensional cloud model with detailed ice micro-
physics. The size and elevation of the cooling forcing
function also agree well with the observations of Lee
et al. (1992a). Similarly, Knupp (1989) observed that
in both his dry and wet microburst simulations using a
cloud model, downdraft initiation occurred immediately
below the melting level, which is at ;2 km AGL.

Five moving-source runs are examined, as well as a
static-source run for comparison. For each of the mov-
ing-source runs, the cooling forcing function moves in
an eastward direction with a speed of Cm, where Cm 5
3, 6, 9, 12, and 15 m s21. The environmental wind
profiles for each of these runs matches the speed and
direction of the cooling source 2 km and above, and
linearly decays to zero at the surface (see Fig. 1). We
are therefore parametrically modeling the region below
a cloud that is assumed to be moving with the environ-
mental winds and is thermodynamically forcing a mi-
croburst into the boundary layer. The unidirectional en-
vironmental winds are consistent in structure with ob-
served sheared boundary layers in which microburst-
producing storms have been observed (Lee et al. 1992a;
Knupp 1996).

Unauthenticated | Downloaded 08/24/22 05:39 AM UTC



JUNE 1999 1247O R F A N D A N D E R S O N

A primary goal of this study is to understand the re-
lationship between source velocity and downshear sur-
face wind velocity. The strong surface winds that form
when the downdraft winds turn into the horizontal plane
are one of the most tangible features of microbursts to
humans. Observations of damage patterns left by micro-
bursts often reveal strong unidirectional flow rather than
the radial flow expected from a static isolated microburst.
These ‘‘straight-line winds’’ are often unusually strong
and have been attributed to traveling microbursts (Fujita

1985). In order to better understand the relationship be-
tween storm velocity and surface wind velocity, we ex-
amine components of the u momentum equation as well
as a Lagrangian kinetic energy (K) analysis of the fastest
surface winds of all runs. Because of the dominance of
pressure forces on the acceleration of surface horizontal
winds, we perform an analysis of the diagnostic pressure
equation following Rotunno and Klemp (1982). The di-
agnostic pressure equation for a shallow, inviscid an-
elastic system is as follows:

2 2 2
]u ]y ]w ]u ]y ]u ]w ]y ]w ] u

2p ; 2¹ p 5 1 1 1 2 1 1 2 g ,1 2 1 2 1 2 1 2 1 2]x ]y ]z ]y ]x ]z ]x ]z ]y ]z u
(9)| | | | | |}}}}}}}}}}} }}}}}}}}}}}}}} }}}}}z z z

p p pdiv rot buoy

where p is the nondimensional pressure. Because we
are interested in contributions toward p of each of the
three forcing mechanisms (divergence, rotation/defor-
mation, and buoyancy), we solve a Poisson equation
using Jacobi relaxation for each of the individual forcing
terms. These equations are solved in x–z slices through
the center of the microburst downdraft, which includes
the region of strongest u surface winds. We then ex-
amine ]pdiv/]x, ]prot/]x, ]pbuoy/]x, and the sum of these
terms, ]ptot/]x. The fact that our model is quasi-com-
pressible and not steady state means that the above for-

mulation for p is not exact; however, a comparison of
(1/r)]p/]x using model diagnostic variables and ]ptot/
]x for each of these runs reveals that the error incurred
by assuming incompressibility are of second-order im-
portance.

We also examine the mechanisms behind the gener-
ation of elevated horizontal vorticity, as in Lee et al.
(1992b). The kinetic energy (K) and vertical vorticity
(z) equations, accounting for our prescribed u(z) and
neglecting of the earth’s rotation and turbulence, are as
follows:

]K ]K ]K ]K 1 u
5 2 (u 1 u ) 1 y 2 w 2 V · =p 1 gw[ ]]t ]x ]y ]z r u

(10)| | | | | |]}}}}}}}}}}}}}} ]}}}}} ]}}}z z z

advection pressure buoyancy

]z ]z ]z ]z ]w ](u 1 u ) ]w ]y
5 2 (u 1 u ) 1 y 2 w 2 z= · V 1 2 ,H H 1 2[ ]]t ]x ]y ]z ]y ]z ]x ]z

| | | | | |}}}}}}}}}}}}}} ]}}}}} ]}}}}}}}}}}}}z z z (11)
advection horizontal tilting

divergence

where K 5 |V| 2 and z 5 ]y /]x 2 ]u/]y, and all non-1
2

barred prognostics (u, y , w, u, and p) are perturbations
from the base state. The terms in the K equation are the
horizontal and vertical advection, pressure work, and
buoyancy terms. The z equation terms are horizontal
and vertical advection, horizontal divergence, and tilting
terms. The horizontal divergence term can be closely
approximated as 1z]w/]z observing continuity and dis-
regarding the contribution of sound waves.

The tilting term in (11) can be written as

]w ]w
h 1 j , (12)

]y ]x

where j 5 ]w/]y 2 ]y /]z and h 5 ](u 1 u)/]z 2 ]w/]x
are the x and y components of vorticity.

Our general philosophy for these types of fluid dy-
namics studies is to make the experiment as simple as
possible without sacrificing consistency and to make the
experiments easily reproducible by other members of
the scientific community. The cooling function and en-
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FIG. 2. The 21.5 K isosurface of u for (a) Mov00 (static source), (b) Mov03, (c) Mov06, (d) Mov09, and
(e) Mov12 model runs at 11 min model time. The cooling forcing for all runs originates at the same spatial
location in the model domain. Grid squares are 1 3 1 km.
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FIG. 3. An x–z plot of (a) u, and (b) w (in m s21) through the center of the microburst shortly after the downdraft of Mov09 impinges
the surface. Near-surface horizontal winds exceeding 30 m s21 are found at this time. Ground-relative wind vectors are plotted every third
grid point.

vironmental wind profiles are idealized yet consistent
with observations of some microburst phenomena. By
using these simplifications, we are able to focus on the
dynamics of the subcloud environment with detail that
is not feasible with a full cloud model using today’s
technology. As such, this study should be viewed as a
complement to studies that use full cloud models to
explore the morphologies of microburst-producing
storms.

4. Results

a. Physical characteristics

Our naming convention for all runs is Movxx, where
xx is Cm, the source velocity and environmental u winds
above the shear layer. Figure 2 shows the 21.5 K iso-

surface of the potential temperature perturbation u for
Mov00, Mov03, Mov06, Mov09, and Mov12 runs at 12
min model time. Because the subcloud environment is
neutrally stratified and the only source of diabatic cool-
ing is the prescribed cooling forcing, potential temper-
ature can be viewed as a tracer and can be used to
examine the physical characteristics of the wind flow.
As Cm is increased, the microburst downdraft core is
displaced eastward relative to the geometric center of
the microburst outflow for the static-source case. Sur-
face outflow velocity in the shear normal direction de-
creases with increasing Cm, while the velocity of the
outflow in the direction of source movement increases.
The increase in downshear outflow head velocity is cor-
related with stronger horizontal velocities in the direc-
tion of source movement. An x–z plot of u winds on
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FIG. 4. The x–y slice of u for Mov09, 1 km AGL at 15 min model time. Thin contours are
drawn every 2⅓ K, thick contours every 21 K. Vectors represent perturbation horizontal winds
and are plotted every other grid point.

FIG. 5. A time series of maximum values of the u component of
the horizontal wind at 25 m AGL for Mov00, Mov03, Mov06, Mov09,
and Mov12.

the mirror axis (through the center of the downdraft)
for Mov09 (see Fig. 3a) shows horizontal velocities ex-
ceeding 30 m s21 shortly after the downdraft impinges
the surface. Stronger u winds above 500 m AGL trailing
the moving downdraft core are caused by the vertical
advection of elevated horizontal winds by the down-
draft, which can also be seen in the shape of the u
isosurfaces in Fig. 2. The downdraft remains erect in
the presence of shear while the downshear horizontal
gradient of w is increased, which is a key factor in the
evolution of surface horizontal winds (see Fig. 3b). Ro-
tunno and Klemp (1982) observed a similar response
to shear by vertical circulations in their examination of
updraft structure in the presence of unidirectional shear.

Evidence of significant vertical vorticity can be be seen
in Fig. 4 and also in the shape of the lagging cold down-
draft air that flanks the downdraft core in the moving-
source runs depicted in Fig. 2. As Cm increases, the
momentum of westward-flowing near-surface winds is
weakened, as well as the magnitude of u, due to a small-
er mass flux in the upshear propagating outflow. This
asymmetry in the surface outflow is especially apparent
in the faster traveling microburst simulations.

b. The u momentum and kinetic energy budgets

Figure 5 is a time series plot of the strongest hori-
zontal winds (umax) found 25 m AGL for Mov00–
Mov12. In all moving-source cases, umax is the positive
eastward component of u and is found along the center
of the microburst outflow to the east of the downdraft
core (see Fig. 6). These winds are found in the wall jet1

region of the microburst outflow, which occurs imme-
diately above the surface friction layer. These runs ex-
hibit an initial outflow peak velocity, followed by a
leveling-off period where umax is relatively constant until
the cooling forcing is turned off. In order to understand

1 The term ‘‘wall jet’’ is used in fluid dynamics to describe the
type of shallow flow that occurs when a fluid impinges on a plane
surface at high velocity. Proctor (1988) first used this term to describe
the analogous horizontal outflow that occurs with microbursts, and
we follow this nomenclature.
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FIG. 6. Horizontal wind vectors 25 m AGL for Mov09 at 12 min model time, plotted every
other grid point. Eastward-traveling winds exceeding 30 m s21 are found at this height.

FIG. 7. Characteristics of a trajectory that passes through the strongest surface horizontal winds
for Mov00; (a) trajectory path, (b) kinetic energy, and (c) kinetic energy forcing terms along the
trajectory path.

the surface horizontal winds, it is illustrious to first ob-
serve the morphology of the microburst downdraft. The
rapidly cooling, negatively buoyant air initially builds
up as gravity works to accelerate it downward. This
leads to an initial surge of cold downdraft air, which
initiates strong vertical convergence [large values of
(]w/]z)2] forcing a high-pressure ‘‘dome,’’ which acts
to turn the downward winds into the horizontal plane.
Before the downdraft winds impinge the surface, a baro-

clinically generated rotating ring of air, or roll vortex,
forms around the descending downdraft. The downdraft
impinges the surface and diverges outward, forming the
shallow horizontal wall jet, which spreads radially out-
ward behind the roll vortex.

As is evident from Fig. 5, the relationship between
Cm and umax is not linear. The difference in peak umax

between Mov00 and Mov03 is 4.6 m s21, while the
difference for Mov06 and Mov09 is only 0.4 m s21. In
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FIG. 8. Paths of trajectories that travel through the strongest surface winds for (a) Mov15, (b)
Mov12, (c) Mov09, (d) Mov06, and (e) Mov03. The origin of the Mov15 trajectory is farther west
than depicted above.

the case of Mov12, peak umax is actually less than that
of Mov09, and the profile of umax for Mov12 does not
exhibit the same steady flow characteristics of the other
runs. In order to better understand the relationship be-
tween Cm and umax a Lagrangian analysis of kinetic en-
ergy forcing [(10)] is conducted by following a trajec-
tory that passes through the strongest surface winds of
each run. The trajectory path is calculated by using mod-
el data every 5 s and using a linearly interpolated tra-
jectory time step of 1 s. The trajectory genesis point for
all of the runs is located directly east of the downdraft
core, directly above the surface friction layer, and occurs
shortly after the downdraft impinges the surface. The
trajectory is integrated backward and forward in time
from the genesis point, and values along the trajectory
are calculated using a spatial cubic spline interpolant
weighed linearly in time between the two adjacent mod-
el time levels. We first investigate the Mov00 run. Figure
7 contains plots of the trajectory and the values of ki-
netic energy and kinetic energy forcing along the tra-
jectory path. Because the strongest u winds are found
on the mirror axis where there is no y component of
the wind, the parcels remain in the x–z plane and may
be examined in two dimensions. The Mov00 parcel orig-
inates a height of about 2 km, which is the vertical center

of maximum cooling forcing. This parcel travels down
the eastern flank of the downdraft core where it is ac-
celerated by the negatively buoyant colder air. The par-
cel decelerates as it enters the surface pressure dome
and is turned into the horizontal plane and ejected east-
ward where it receives its maximum velocity. The parcel
then gets advected into the roll vortex circulation where
it remains for the remainder of the simulation. The ki-
netic energy forcing shows that while buoyant forces
provide all of the descending parcel’s kinetic energy,
pressure forces dominate in how this kinetic energy is
redistributed. Diffusion kinetic energy is strongest near
the surface and serves only as an energy sink, and is of
second-order importance for the purpose of this com-
parative study.

The equivalent trajectory for the moving-source runs
show a similar forcing regime to the Mov00 run, al-
though there are important differences. Trajectory paths
that pass through the strongest u winds for the moving
source runs are are shown in Fig. 8. Parcel kinetic en-
ergy along each path is shown in Fig. 9 and the kinetic
energy forces acting on these parcels are depicted in
Fig. 10. As the source speed is increased, the descending
trajectory receives less deceleration as it approaches the
ground. Figure 11 suggests that this is is due to the fact
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FIG. 9. Values of kinetic energy along the trajectory paths depicted in Fig. 8: (a) Mov15, (b)
Mov12, (c) Mov09, (d) Mov06, and (e) Mov03.

that pressure kinetic forcing [see Eq. (10)] in the region
of the pressure dome is decreased with increasing source
speed. The larger values of pressure kinetic energy forc-
ing to the east of the pressure dome for the moving-
source runs are correlated with the larger values of u
(this is investigated further below). The periodic accel-
eration/deceleration pattern seen following the initial
kinetic energy peak occurs as the parcel ascends out of
and descends into the wall jet as it travels within the
roughly cyclostrophically balanced roll vortex circula-
tion. The shorter period of this oscillation as the source
speed increases is due to an increasingly smaller roll
vortex radius at the leading edge of the outflow (this
behavior bears further investigation).

As the source speed exceeds 12 m s21, the peak out-
flow velocity begins to decrease. This decrease is cor-
related with a decrease in buoyancy forcing due to the
structure of the cooling function. Because the lower half
of the cooling forcing function (which has units of K
s21) is moving faster than the environmental winds, air
below the shear level for the moving-source runs re-
ceives less cooling and therefore less total buoyancy
forcing. This decrease in buoyancy is reflected by small-
er peak downdraft values (see Fig. 12), which are es-
pecially pronounced for Mov12 and Mov15. Despite the
decrease in downdraft speed, all moving source runs

exhibit stronger surface pressure forcing than Mov00,
leading to larger peak surface u winds.

An examination of the solution to the diagnostic pres-
sure equation [(9)] reveals that rotational forces make
the strongest contribution toward the magnitude of the
pressure field in the region of strongest horizontal winds.
Nearly all of the variation in the structure of the pressure
field is also represented by the rotational term, which
is 2(]u/]z)/(]w/]x) on the mirror axis. Values of the
contribution toward the pressure field by the divergence
and buoyancy terms (not shown) are of significantly
smaller magnitude than the rotational term, and varia-
tions in these terms between runs are also comparatively
much smaller. Figure 13 depicts values of ]prot /]x pres-
sure forcing as calculated from solving the diagnostic
pressure equation. In the downshear portion of the
downdraft, ]prot/]x increases substantially as Cm in-
creases from 0 to 9 m s21. An examination of the w
field in this region suggests that the increase in mag-
nitude of this term is due to larger values of ]w/]x with
increasing Cm (see Fig. 3b). The strongest values of u
are found to the east of this region, slightly upshear of
the center of the roll vortex circulation where additional
acceleration is imposed by the cyclostrophically induced
pressure gradient. The correlation between ]prot/]x and
peak u winds is also seen in Mov15, where a decrease
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FIG. 10. Values of kinetic energy forcing along the trajectory paths depicted in Fig. 8: (a)
Mov03, (b) Mov06, (c) Mov09, (d) Mov12, and (e) Mov15.

in both terms is found. The ability of the roll vortex
circulation to contribute toward strong surface horizon-
tal winds due to pressure forcing is suggested by the
following two observations.

1) Increases in umax with increasing source speed are
directly correlated with stronger pressure kinetic en-
ergy forcing directly upshear of the center of the roll
vortex (see Fig. 11).

2) Nearly all of the contribution to the pressure forcing
is due to the rotational term in (9).

However, the unusually strong peak horizontal winds
are short lived and occur only while the roll vortex is
adjacent to the dynamically forced surface pressure
dome. This suggests that it is the combined pressure
forcing of both features in this particular geometry that
is responsible for the peak values of umax observed in
Fig. 5. The ability of roll vortices to contribute toward
accelerating horizontal winds was also observed in Orf
et al. (1996), where unusually strong elevated jet cir-
culations were found to occur adjacent to elevated roll
vortices in certain cases of colliding microburst out-
flows.

c. Vertical vorticity

Rotunno and Klemp (1982) demonstrated that an up-
draft in a unidirectionally sheared environment will im-

pose rotation about a vertical axis due to the tilting of
environmental vorticity. A downdraft in a similar en-
vironment would therefore be expected to exhibit sim-
ilar behavior, which would be reflected in the vertical
vorticity field. An example of this can be seen in the
vorticity parameters of Mov12 in Fig. 14, which is a
horizontal cross section located at 1225 m AGL for
Mov12 at 7 min model time. Largest values of z for the
traveling microburst simulations are consistently found
near this height. As the downdraft winds form at this
level, a region of strong positive j vorticity is initially
generated north of the downdraft core due to the ]w/]y
component of the tilting term in (11). Because the cool-
ing source is moving in a sheared environment, the
downdraft is asymmetric and the region of strongest j
is found where there is a strong positive ]w/]x com-
ponent. Hence, from (12) it is evident that this region
is one where z vorticity will grow by tilting of j vor-
ticity. Growth of z due to stretching becomes stronger
later in the run where there is an overlap between the
spreading vertical circulation and vertical variation in
the strength of the downdraft. Our results suggest that
local regions of significant horizontal vorticity can be
generated by a typical High Plains cumulonimbus cloud
occurring in a unidirectionally sheared environment.
These numerical results are in agreement with the ob-
servations and conceptual model of Lee et al. (1992b),
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FIG. 11. An x–z plot of pressure kinetic energy forcing [2(1/r)V · =p] through the center of the
microburst downdrafts for (a) Mov00, (b) Mov03, (c) Mov06, and (d) Mov09. Thin contours are
plotted every 2 m2 s23 and thick contours are plotted every 10 m2 s23. Arrows represent x–z wind
vectors with u (z) removed and are plotted every third grid point.

FIG. 12. Values of the peak downdraft speed as a function of time
for all runs.

who attribute a vorticity couplet to the formation of an
observed bow echo in a nonsupercell microburst-pro-
ducing thunderstorm that occurred in an environment
with a similar shear profile to that of our moving-source
experiments.

5. Summary

Five three-dimensional numerical simulations of
moving-source microbursts were performed in unidi-
rectionally sheared subcloud environments, and kinetic
energy and horizontal momentum budgets of each sim-
ulation were examined and compared to that of an iso-
lated microburst occurring in a quiescent environment.
We find that an increase in the source speed from 0 to
9 m s21 is matched with an increase in the strength of
the outflow in the direction of source movement. While
the experimental design dictates that all of the initial
kinetic energy of the simulations is due to the buoyancy
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FIG. 13. Values of the acceleration due to rotational pressure forces on the u wind, or ]prot/
]x, for (a) Mov00, (b) Mov03, (c) Mov06, (d) Mov09, (e) Mov12, and (f ) Mov15 during the
period of strongest horizontal velocity. Here, ]prot/]x is contoured every 0.1 m s22, and thick
lines represent values of u exceeding 25 m s21 in 2 m s21 intervals.
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FIG. 14. The x–y slices of (a) z, (b) ]z/]t, (c) horizontal advection of z, (d) vertical advection of z, (e) divergence of z, and (f ) tilting of
z. All plots are of the Mov12 run at 1225 m AGL at 7 min model time. Contours of z are drawn every 5 3 1023 s21, and contours of the
source terms are drawn every 50 3 1026 s22. Units for z are 1023 s21 and are 1026 s22 for the source terms.

forcing of the cooling source, it is the redistribution of
this kinetic energy by pressure forces that cause the
major variations in the wall jet winds in the direction
of the cooling source. A decomposition of the diagnostic
pressure equation shows that this behavior is dominated
by rotational pressure forces imposed by locally strong
horizontal variations in the magnitude of the downdraft

and the presence of an adjacent surface roll vortex. The
increase of peak horizontal winds with increasing shear/
source movement occurs despite a decrease in the total
buoyancy imposed by the moving cooling source in the
faster moving runs. These results support observations
that low-level vertical shear can have a significant im-
pact on the dynamics of microburst outflows, and sug-
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gest that a typical microburst-producing High Plains
cumulonimbus cloud can produce significantly stronger
horizontal winds on the ground by virtue of movement
in a unidirectionally sheared environment. The asym-
metric outflow patterns produced by these simulations
match microburst outflows in similar environments that
have been observed in the High Plains of the United
States.

As has been observed in other studies of vertical per-
turbations in a sheared environment, regions of locally
strong horizontal vorticity are generated by the tilting
of environmental vorticity by the downdraft. These re-
gions of vorticity, which are enhanced by vortex stretch-
ing, flank the downdraft in the form of a vorticity cou-
plet, which is similar in structure to an observed case
of a bow-echo microburst that occurred in an environ-
ment similar to those of our our idealized simulations.
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