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#### Abstract

A tree $T$ is labeled when the $n$ vertices are distinguished from one another by names such as $v_{1}, v_{2}, \cdots, v_{n}$. Two labeled trees are considered to be distinct if they have different vertex labels even though they might be isomorphic. According to Cayley's tree formula, there are $n^{n-2}$ labeled trees on $n$ vertices. Prüfer used a simple way to prove this formula and demonstrated that there exists a mapping between a labeled tree and a number sequence. From his proof, we can find a naive sequential algorithm which transfers a labeled tree to a number sequence and vice versa. However, it is hard to parallelize. In this paper, we shall propose an $O(\log n)$ time parallel algorithm for constructing a labeled tree by using $O(n)$ processors and $O(n \log n)$ space on the EREW PRAM computational model.
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## 1 Introduction

Atree $T$ is labeled when the $n$ vertices are distinguished from one another by names such as $v_{1}, v_{2}, \cdots, v_{n}$. Two labeled trees are considered to be distinct if they have different vertex labels even though they might be isomorphic. For example, the two trees $T_{1}$ and $T_{2}$ of Fig. 1 are labeled, but $T_{3}$ is not. Moreover, $T_{1}$ and $T_{2}$ are two different labeled trees even though they are isomorphic [7].


Fig. 1. Labeled and unlabeled trees.

According to Cayley's tree formula [4], there are $n^{n-2}$ different labeled trees on $n$ vertices. In [11], Moon introduced various proofs of Cayley's formula. In [12], Prüfer used a simple way to prove this formula. His main idea is to build a one-to-one correspondence between a labeled tree and a number sequence. He gave an algorithm which transfers a labeled tree to a number sequence and vice versa. Thus, a labeled tree can be encoded to a number sequence. This encoding scheme can be viewed as a data compression technique on trees. However, his algorithm is difficult to

[^0]parallelize. In this paper, we shall propose a parallel algorithm to transfer a number sequence to a labeled tree. Our approach uses the EREW PRAM (Exclusive-Read-ExclusiveWrite Parallel Random Access Machine) computational model. Our algorithm enables very fast parallel construction of random, uniformly distributed labeled tree.

The remainder of this paper is organized as follows. In Section 2, we introduce Prüfer's mapping. Some notations with their properties are introduced in Section 3. In Section 4, we introduce and analyze our parallel algorithm. Section 5 contains the concluding remarks.

## 2 Preliminaries

In this section, we shall briefly discuss how to obtain a labeled tree from a number sequence by using Prüfer's algorithm [6]. We shall also define some notations which will be used in the remaining sections.

A $p$-sequence is a sequence of length $n-2$ with entries from the set $\{1,2,3, \ldots, n\}$. Let $p_{1}, p_{2}, \ldots, p_{n-2}$ be a psequence. Then, sequence $s_{1}, s_{2}, \ldots, s_{n-1}$ is called an $s$ sequence if $s_{i}=p_{i}$ for $i=1,2, \ldots, n-2$ and $s_{n-1}=n$. For example, $7,4,4,7,5$ is a p-sequence, since its length is 5 and its entries are from the set $\{1,2,3,4,5,6,7\}$. And, $7,4,4,7,5,7$ is an s-sequence, but $9,2,3,4,4$ is not a p-sequence.

Now, we describe Prüfer's algorithm. In the following algorithm, the degree of vertex $v$, denoted by $\operatorname{deg}(v)$, is the number of edges incident with vertex $v$.

## Algorithm A

Input: An s-sequence $s_{1}, s_{2}, \ldots, s_{n-1}$ of length $n-1$.
Output: A labeled tree $T$.

## Method:

Step 1. Let $T$ be a graph with $n$ vertices $1,2, \ldots, n$ and no edge.

Step 2. Let $\operatorname{deg}(k)=1+$ (the number of times $k$ appears in psequence), for $k=1,2, \ldots, n$.

Step 3. For $i=1$ to $n-1$ do
Let $j$ be the least vertex such that $\operatorname{deg}(j)=1$. Construct an edge between vertices $j$ and $s_{i}$. That is, let $\left(j, s_{i}\right)$ be an edge of $T$. Set $\operatorname{deg}(j)=0$ and $\operatorname{deg}\left(s_{i}\right)=\operatorname{deg}\left(s_{i}\right)-1$.

Step 4. The resulting graph $T$ is a labeled tree.

## End of Algorithm A

The most time-consuming step of Algorithm A is Step 3. By using a heap [8], finding the least vertex with degree one can be done in $O(\log n)$ time. Hence, Step 3 takes $O(n \log n)$ time. The time-complexity of Algorithm A therefore is $O(n \log n)$.

Let us use an example to illustrate Algorithm A. Given an s-sequence $7,4,4,7,5,7$, the degree of each vertex $i, i=$ $1,2, \ldots, 7$ is shown in Table 1 . Note that $7,4,4,7,5$ is a psequence.

TABLE 1
The Degree of Each Vertex

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{deg}(k)$ | 1 | 1 | 1 | 3 | 2 | 1 | 3 |

According to Step 3 of Algorithm A, vertex 1 is the least vertex, with degree one when $i=1$. An edge is added between vertices 1 and 7. Then, the degrees of both vertices are decreased by 1 . Next, vertex 2 will be selected when $i=$ 2. Vertices 2 and 4 will be incident to each other and the degrees of both vertices are decreased by 1. After the algorithm is terminated, the resulting tree is shown in Fig. 2.


Fig. 2. The corresponding labeled tree $T$ of $p$-sequence 7, 4, 4, 7, 5.

In Step 3 of Algorithm A, a vertex $j$ will be selected in each iteration, so that an edge will be added between $j$ and $s_{i}$. We use $r_{i}$ to denote the vertex selected in iteration $i$. Clearly, there are totally $n-1$ vertices which will be selected. The sequence $r_{1}, r_{2}, \ldots, r_{n-1}$ is called an $r$-sequence. In the above example, $1,2,3,4,6,5$ is the resulting $r$-sequence. Notice that $\left(s_{i}, r_{i}\right), i=1,2, \ldots, n-1$, is an edge of the resulting tree.

## 3 Some Properties of a P-sequence

In this section, we shall define two functions $f_{1}$ and $f_{2}$ on a p-sequence which will be used in our algorithm to construct a labeled tree. Besides, we shall describe some properties of these two functions.

For each vertex $i$, let $f_{1}(i)$ be equal to the last position of vertex $i$ in the p -sequence. If $i$ is not in the p -sequence, then $f_{1}(i)=0$. It means that the degree of vertex $i$ will become one at iteration $f_{1}(i)$ of Algorithm A. It also means that the posidion of vertex $i$ in the $r$-sequence is after $f_{1}(i)$. Let $f_{2}(i)$ denote the number of $f_{1}(j)$, where $f_{1}(j) \leq f_{1}(i)$ and $j<i$. It means that
there are at least $f_{2}(i)$ vertices which appear before vertex $i$ in the r-sequence. Obviously, the position of vertex $i$ in the $r$-sequence is not equal to $f_{1}(i)+1$ if $f_{2}(i)>f_{1}(i)$. For example, let $9,6,4,10,1,5,7,7$ be a p-sequence. Then, $f_{1}(1)=5$, since the last position of vertex 1 in the p-sequence is five. The other values of $f_{1}(i), i=2,3, \ldots, 10$ can be seen in Table 2. Furthermore, $f_{2}(1)=0$, since there exists no vertex $j$ which has $f_{1}(j) \leq f_{1}(1)$ and $j<1$. However, $f_{2}(3)=1$, since there is only one vertex (vertex 2 ) which has $f_{1}(2) \leq f_{1}(3)$ and $2<3$. The other values of $f_{2}(i)$ are shown in Table 2.

TABLE 2
The Values of $f_{1}(i)$ and $f_{2}(i)$ OF The Given $p$-Sequence

$$
9,6,4,10,1,5,7,7
$$

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}(i)$ | 5 | 0 | 0 | 3 | 6 | 2 | 8 | 0 | 1 | 4 |
| $f_{2}(i)$ | 0 | 0 | 1 | 2 | 4 | 2 | 6 | 2 | 3 | 6 |

The following lemmas describe some properties of the above two functions.
Lemma 1. Given a $p$-sequence of length $n-2$, let $i$ and $j$ be two distinct vertices with $1 \leq i<j \leq n$. If $f_{1}(i) \leq f_{1}(j)$, then $i$ appears before $j$ in the corresponding $r$-sequence.
Proof. By the definition of $f_{1}$, the degrees of vertices $i$ and $j$ will become one at iterations $f_{1}(i)$ and $f_{1}(j)$, respectively, of Algorithm A. Since $f_{1}(i) \leq f_{1}(j)$, vertex $i$ is selected either at an iteration number less than or equal to $f_{1}(j)$ or it is selected after iteration $f_{1}(j)$. In the former case, $i$ is certainly selected before $j$. In the latter case, $i$ is still selected before vertex $j$, since $i<j$. Therefore, vertex $i$ appears before vertex $j$ in the corresponding r-sequence.
Lemma 2. Given a $p$-sequence of length $n-2$, let $i, 1 \leq i \leq n-1$, be a vertex with $f_{1}(i) \geq f_{2}(i)$. Then, the position of $i$ in the corresponding $r$-sequence is $f_{1}(i)+1$.
Proof. Obviously, this lemma holds when $f_{1}(i)=f_{2}(i)=0$. In the following, we consider the case where $f_{1}(i)>0$.

Let $U_{1}=\left\{u \mid 1 \leq u<i\right.$ and $\left.f_{1}(u) \leq f_{1}(i)\right\}$. Note that $\left|U_{1}\right|=f_{2}(i)$, where $\left|U_{1}\right|$ denotes the number of verties in the set $U_{1}$. By the definition of $f_{2}$, all of the vertiaces in $\left|U_{1}\right|$ will be selected before vertex $i$. Let $U_{2}$ be the set of vertices which are selected before iteration $f_{1}(i)+1$ of Algorithm A and whose labels are greater than $i$.

If vertex $i$ is selected at iteration $f_{1}(i)+1$ of Aldorithm A, then vertex $i$ must be the least vertex of degree one at iteration $f_{1}(i)+1$. For the purpose of contradiction, we assume that vertex $i$ is not the least vertex of degree one at iteration $f_{1}(i)+1$ of Algorithm A. That is, there exists at least one vertex in $U_{1}$ which is not selected before iteration $f_{1}(i)+1$. It implies that $\left|U_{1}\right|+\left|U_{2}\right| \geq f_{1}(i)+1$.

Let $j$ be the latest selected vertex among the vertices in $U_{2}$ and $k$ be its selected iteration. Clearly, $k \leq f_{1}(i)$. Let $U_{3} \subset U_{1}$ be the set of vertices which are not selected before iteration $k$. Since $k \leq f_{1}(i)$ and there exists at least one vertex in $U_{1}$ whose degree is one at iteration $f_{1}(i)+1, U_{3}$ is not an empty set. Note that there is no
vertex in $U_{3}$ whose degree is one before iteration $k$; otherwise, $j$ would not be selected at iteration $k$. Moreover, there is exactly one vertex $u \in U_{3}$ whose degree becomes one at iteration $k$, i.e., $f_{1}(u)=k$. In each iteration after iteration $k$, there is, at most, one vertex in $U_{3}$ whose degree can become one. Suppose that $v$ is the vertex in $U_{3}$ whose degree most lately becomes one. Then, $f_{1}(v) \geq f_{1}(i)+1$, since $\left|U_{1}\right|+\left|U_{2}\right| \geq f_{1}(i)+1$. It contradicts that $U_{1}$ is the set of all vertices whose labels are less than $i$ and are of $f_{1}(u) \leq f_{1}(i)$, where $u \in$ $U_{1}$. Therefore, the lemma follows.
Lemma 3. Given a $p$-sequence of length $n-2$, let $i$ and $j$ be two distinct vertices with $1 \leq i<j \leq n$. If $f_{1}(i)<f_{2}(i)$ and $f_{1}(i) \geq$ $f_{1}(j)$, then $i$ appears before $j$ in the corresponding $r$ sequence.
Proof. The case where $f_{1}(i)=f_{1}(j)$ occurs only when $f_{1}(i)=0$. It means that $i$ and $j$ are not in the given $p$-sequence and their initial degrees are one. It is clear that, in this case, $i$ appears before $j$ in the r-sequence.

We now consider the other case, where $f_{1}(i) \geq 1$. Suppose, to the contrary, that $j$ appears before $i$ in the resulting r-sequence. Let $j$ be selected at iteration $k$. Then, $k$ must be less than or equal to $f_{1}(i)$; otherwise, $j$ would not be the least vertex of degree one at iteration $k$. Let $U$ denote the set of vertices whose labels are smaller than $i$ and their initial degrees are one or will become one before iteration $f_{1}(i)$. Clearly, $|U|=$ $f_{2}(i)$. There are at most $k-1$ vertices which are eligible for selection from $U$ before iteration $k$ of Algorithm A; otherwise, vertex $j$ would not be selected on this iteration. It means that there are at least $|U|-(k-1)$ vertices that must become eligible (i.e., degree one) between iterations $k$ and $f_{1}(i)-1$. Therefore, the number of vertices in $U$, whose degrees do not become one yet before iteration $k$, is at least $|U|-(k-1)=f_{2}(i)-k$ +1 . The degrees of these $f_{2}(i)-k+1$ vertices must all become one between iterations $k$ and $f_{1}(i)-1$, i.e. $f_{1}(i)$ $-1-k+1=f_{1}(i)-k$ iterations. However, it is impossible to reduce the degrees of $f_{2}(i)-k+1$ vertices into one within $f_{1}(i)-k$ iterations since

$$
\begin{aligned}
& f_{2}(i)-k+1-\left(f_{1}(i)-k\right) \\
= & f_{2}(i)-k+1-f_{1}(i)+k \\
= & f_{2}(i)-f_{1}(i)+1 \\
> & 1 .
\end{aligned}
$$

It contradicts the assumption that the degrees of all of the vertices in $U$ will become one before iteration $f_{1}(i)$. This completes the proof.
Corollary 1. Given a $p$-sequence of length $n-2$, let $i$ be a vertex of $f_{1}(i)<f_{2}(i)$, where $1 \leq i \leq n$. Then, for every vertex $j$, $i<j \leq n, j$ appears after $i$ in the corresponding $r$-sequence.

## 4 A Parallel Algorithm for Constructing a Labeled Tree

Given an s-sequence, if $f_{1}(i) \geq f_{2}(i)$ for a vertex $i$, then, according to Lemma 2, the position of vertex $i$ in the corresponding r-sequence can be easily determined. When $f_{1}(i)<$
$f_{2}(i)$, computing the resulting position of vertex $i$ in the r-sequence is not so trivial by applying Corollary 1. In the following, we show how to obtain the resulting position of vertex $i$ in the $r$-sequence when $f_{1}(i)<f_{2}(i)$.

Let $x_{1}, x_{2}, \cdots, x_{n-1}$ be a sequence with respect to an ssequence of length $n-1$, where $x_{i}=0,1 \leq i \leq n-1$, if there exists a vertex $j$ such that $i=f_{1}(j)+1$ and $f_{1}(j) \geq f_{2}(j)$; otherwise, $x_{i}=1$. Then, $x_{1}, x_{2}, \cdots, x_{n-1}$ is called a position sequence. Let $y_{1}, y_{2}, \cdots, y_{n-1}$ be the prefix sums of a position sequence $x_{1}, x_{2}, \cdots, x_{n-1}$. That is $y_{1}=x_{1}$ and $y_{k}=y_{k-1}+x_{k}$, for $k=2,3$, $\cdots, n-1$. A vertex $v, 1 \leq v \leq n$, is called a delayed vertex if $f_{2}(v)>f_{1}(v)$. Assume that there are $m$ delayed vertices for a position sequence $x_{1}, x_{2}, \cdots, x_{n-1}$. A sequence $z_{1}, z_{2}, \cdots, z_{m}$ is called a delayed sequence with respect to an s-sequence if $z_{i}$, $i=1,2, \cdots, m$, is a delayed vertex and $z_{i}<z_{j}$ when $i<j$. Define $f_{3}\left(z_{i}\right)=k$ if $y_{k}=i$ and $x_{k}=1$ for the delayed vertex $z_{i}, i=$ $1,2, \cdots, m$, where $x_{k}$ is the $k$ th element of a position sequence and $y_{k}$ is its corresponding prefix sum.

For example, given an s-sequence $9,6,4,10,1,5,7,7,10$, its position sequence $x_{1}, x_{2}, \cdots, x_{9}$ is $0,1,0,0,1,0,0,1,0$. The prefix sums $y_{1}, y_{2}, \cdots, y_{9}$ of the position sequence are $0,1,1$, $1,2,2,2,3,3$, respectively. The delayed sequence $z_{1}, z_{2}, z_{3}$ of the s-sequence is $3,8,9$. Then, $f_{3}(3), f_{3}(8)$, and $f_{3}(9)$ are 2,5 , and 8 , respectively.

Now, we describe our algorithm for constructing a labeled tree as follows.

## Algorithm B

Input: An s-sequence $s_{1}, s_{2}, \cdots, s_{n-1}$.
Output: A labeled tree.

## Method:

Step 1. Let $T(V, E)$ be a graph with $V=\{1,2, \ldots, n\}$ and $E$ is an empty set, where $V$ and $E$ are the vertex and edge, respectively, sets of $T$.
Step 2. Compute $f_{1}(i)$ and $f_{2}(i)$, for $i=1,2, \cdots, n-1$.
Step 3. For $i=1,2, \cdots, n-1$
if $f_{1}(i) \geq f_{2}(i)$, then $r_{f_{1}(i)+1}=i$.
Step 4. For each delayed vertex $i, 1 \leq i \leq n-1$,
compute $f_{3}(i)$ and let $r_{f_{3}(i)}=i$.
Step 5. For $i=1,2, \cdots, n-1$
$E=E \cup\left(s_{i}, r_{i}\right)$. The resulting graph $T$ is a labeled tree.

## End of Algorithm B

Steps 1, 3, and 5 can be done in $O(1)$ time by using $O(n)$ processors on an EREW PRAM model. By applying parallel sorting algorithms [9], computing $f_{1}(i), i=1,2, \cdots, n-1$, in Step 2 takes $O(\log n)$ time and $O(n)$ processors. Computing $f_{2}(i)$, for $i=1,2, \cdots, n-1$, can be done in $O(\log n)$ time using $O(n)$ processors and $O(n \log n)$ space by viewing this problem in terms of the dominance counting problem [1], [2], [3], as will be described later. In Step 4, computing $f_{3}(i)$ for all of the delayed vertices can be done in $O(\log n)$ and $O(n)$ processors by using the parallel prefix technique [9], [10]. Notice that Step 4 only computes $f_{3}(i)$ for $i=1,2, \cdots, n-1$, since vertex $n$ is never selected in the sequential algorithm. Therefore, Algorithm B takes $O(\log n)$ time using $O(n)$ processors and $(n \log n)$ space on an EREW PRAM model.

We also use an example to illustrate Algorithm B. Given an s-sequence $9,6,4,10,1,5,7,7,10$, ten isolated vertices are labeled from 1 to 10 in Step 1 . Step 2 computes $f_{1}(i)$ and $f_{2}(i)$, for $i=1,2, \cdots, 9$. The values of $f_{1}(i)$ and $f_{2}(i)$ are shown in Table 2. In Step 3, the positions of vertices 1, 2, 4, 5, 6, and 7 in the corresponding $r$-sequence can be obtained directly, since all of them have $f_{1}(i) \geq f_{2}(i)$. Thus, the positions of vertices $1,2,4,5,6$, and 7 in the $r$-sequence are $6,1,4,7$, 3 , and 9 , respectively, since $f_{1}(1)=5, f_{1}(2)=0, f_{1}(4)=3, f_{1}(5)$ $=6, f_{1}(6)=2$, and $f_{1}(7)=8$. The corresponding position sequence $x_{1}, x_{2}, \cdots, x_{9}$, with respect to the s-sequence, is $0,1,0$, $0,1,0,0,1,0$. The prefix sums $y_{1}, y_{2}, \cdots, y_{9}$ of the position sequence are $0,1,1,1,2,2,2,3$, and 3 , respectively. Vertices 3 , 8 , and 9 are delayed vertices since all of them have $f_{2}(i)>$ $f_{1}(i)$. The delayed sequence $z_{1}, z_{2}, z_{3}$ with respect to the ssequence is $3,8,9$. Thus, $f_{3}(3), f_{3}(8)$, and $f_{3}(9)$ are equal to 2 , 5 , and 8 , respectively. The resulting $r$-sequence is $2,3,6,4$, $8,1,5,9,7$. In Step 5 , the edges $\left(s_{i}, r_{i}\right)$ for $i=1,2, \cdots, 9$ are obtained. The resulting labeled tree is shown in Fig. 3.


Fig. 3. The corresponding labeled tree of the s-sequence $9,6,4,10,1$, $5,7,7,10$.

The correctness of Algorithm B is described as follows.
Theorem 1. The output of Algorithm B is the same as that of Algorithm A.
Proof. By Lemmas 1, 2, and 3, Algorithm B indeed produces the same labeled tree as Algorithm A.
Now we describe how to transform the computation of $f_{2}(i), i=1,2, \ldots, n-1$, in Step 2 of Algorithm B into the dominance counting problem. A point $\left(x_{1}, y_{1}\right)$ is dominated by point $\left(x_{2}, y_{2}\right)$ in the plane if $x_{1} \leq x_{2}$ and $y_{1} \leq y_{2}$. The dominance counting problem is to count for each point the points dominated by it [2], [3]. For each vertex $i$ and $f_{1}(i), i=$ $1,2, \cdots, n-1$, we can get a corresponding point $\left(i, f_{1}(i)\right)$ in the plane. For example, see Fig. 4. The value of $f_{2}(i)$ is the number of points dominated by point $\left(i, f_{1}(i)\right), i=1,2, \cdots, n-1$.


Fig. 4. The corresponding points in the plane of s-sequence $9,6,4,10$, 1,5, 7, 7, 10.

In [1], Atallah et al. gave a parallel algorithm which runs in $O(\log n)$ time using $O(n)$ processors on a CREW (Concurrent-Read-Exclusive-Write) PRAM model to solve the dominance counting problem. In [5], Cole used the sampling technique to implement his merging procedure in the EREW PRAM model. Applying his technique on the dominance counting problem results in EREW PRAM algorithm with the same asymptotic bound as CREW PRAM model, except that the space bound for the problem becomes $O(n \log n)$.

We summarize our result as the following theorem.
THEOREM 2. Algorithm B constructs a labeled tree in $O(\log n)$ time by using $O(n)$ processors on CREW PRAM model. Algorithm B can also solve the problem in EREW PRAM model with the same asymptotic bound as CREW PRAM model, except that the space bound becomes $O(n \log n)$.

## 5 Concluding Remarks

In this paper, we propose a parallel algorithm for transferring an s-sequence to a labeled tree. It takes $O(\log n)$ time by using $O(n)$ processors and $O(n \log n)$ space on the EREW PRAM model. Another interesting problem is to design an efficient parallel algorithm for transferring a labeled tree to its corresponding number sequence. We are now trying to solve this problem.
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