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Abstract. We propose a parallel GRASP heuristic with path-relinking
for the 2-path network design problem. A parallel strategy for its im-
plementation is described. Computational results illustrating the effec-
tiveness of the new heuristic are reported. The parallel implementation
obtains linear speedups on a cluster with 32 machines.

1 Introduction

Let G = (V, E) be a connected undirected graph, where V is the set of nodes and
E is the set of edges. A k-path between nodes s, t ∈ V is a sequence of at most k
edges connecting them. Given a non-negative weight function w : E → R+ asso-
ciated with the edges of G and a set D of pairs of origin-destination nodes, the
2-path network design problem (2PNDP) consists in finding a minimum weighted
subset of edges E′ ⊆ E containing a 2-path between every origin-destination pair.
Applications can be found in the design of communication networks, in which
paths with few edges are sought to enforce high reliability and small delays.
Dahl and Johannessen [3] proved that the decision version of 2PNDP is NP-

complete. They proposed a greedy heuristic for 2PNDP, based on the linear
relaxation of its integer programming formulation. They also gave an exact cut-
ting plane algorithm and presented computational results for randomly gener-
ated problems with up to 120 nodes, 7140 edges, and 60 origin-destination pairs.
In the next section, we propose a GRASP with path-relinking heuristic for

2PNDP. An independent-thread parallelization strategy is given in Section 3.
Computational results illustrating the effectiveness of the new heuristic and the
speedups achieved by its parallel implementation on a cluster with 32 machines
are reported in Section 4. Final remarks are presented in the last section.

2 A GRASP Heuristic

GRASP is a multistart process, in which each iteration consists of two phases:
construction and local search [4]. The best solution found after MaxIterations
iterations is returned. The reader is referred to Resende and Ribeiro [10] for im-
plementation strategies, variants, and extensions. In the following, we customize
a GRASP for the 2-path network design problem. We describe the construction
and local search procedures, as well as a path-relinking intensification strategy.
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2.1 Construction Phase

The construction of a new solution begins by the initialization of modified edge
weights with the original edge weights. Each iteration of the construction phase
starts by the random selection of an origin-destination pair still in D. A shortest
2-path between the extremities of this pair is computed, using the modified edge
weights. The weights of the edges in this 2-path are set to zero until the end of
the construction procedure, the origin-destination pair is removed from D, and
a new iteration resumes. The construction phase stops when 2-paths have been
computed for all origin-destination pairs.

2.2 Local Search Phase

The local search phase seeks to improve each solution built in the construction
phase. Each solution may be viewed as a set of 2-paths, one for each origin-
destination pair in D. To introduce some diversity by driving different applica-
tions of the local search to different local optima, the origin-destination pairs are
investigated at each GRASP iteration in a circular order defined by a different
random permutation of their original indices.
Each 2-path in the current solution is tentatively eliminated. The weights of

the edges used by other 2-paths are temporarily set to zero, while those which
are not used by other 2-paths in the current solution are restored to their original
values. A new shortest 2-path between the extremities of the origin-destination
pair under investigation is computed, using the modified weights. If the new
2-path improves the current solution, then the latter is modified; otherwise the
previous 2-path is restored. The search stops if the current solution was not
improved after a sequence of |D| iterations along which all 2-paths have been
investigated. Otherwise, the next 2-path in the current solution is investigated
for substitution and a new iteration resumes.

2.3 Path-Relinking

Successful applications of path-relinking [5] used as an intensification strategy
within a GRASP procedure are reported in [1,7,11]. Implementation strategies
are investigated in detail by Resende and Ribeiro [10].
In this context, path-relinking is applied to pairs (z, y) of solutions, where

z is an initial solution randomly chosen from a pool with a limited number of
MaxElite previously found elite solutions and y is the guiding solution obtained
by local search. The pool is originally empty. Each locally optimal solution is
considered as a candidate to be inserted into the pool if it is different from every
other solution currently in the pool. If the pool already has MaxElite solutions
and the candidate is better than the worst of them, then the former replaces the
latter. If the pool is not full, the candidate is simply inserted.
The algorithm starts by determining all origin-destination pairs whose asso-

ciated 2-paths are different in the two solutions z and y. These computations
amount to determining a set of moves ∆(z, y) which should be applied to the
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initial solution to reach the guiding one. Each move is characterized by a pair
of 2-paths, one to be inserted and the other to be eliminated from the current
solution. The best solution ȳ along the path to be constructed from z to y is
initialized with the initial solution z. At each path-relinking iteration the best
yet unselected move is applied to the current solution, the incumbent ȳ is up-
dated, and the selected move is removed from ∆(z, y), until the guiding solution
is reached. The incumbent ȳ is returned as the best solution found by path-
relinking and inserted into the pool if it satisfies the membership conditions.
The pseudo-code with the complete description of procedure GRASP+PR 2PNDP is
given in Figure 1, with f(x) denoting the weight of a solution x.

procedure GRASP+PR 2PNDP;
1 Set f∗ ←∞ and Pool← ∅;
2 for k = 1, . . . , MaxIterations do;
3 Construct a randomized solution x (construction phase);
4 Find y by applying local search to x (local search phase);
5 if y satisfies the membership conditions then insert y into Pool;
6 Randomly select a solution z ∈ Pool (z �= y) with uniform probability;
7 Compute the set ∆(z, y) of moves;
8 Let ȳ be the best solution found by applying path-relinking to (z, y);
9 if ȳ satisfies the membership conditions then insert ȳ into Pool;
10 if f(ȳ) < f∗ then do; x∗ ← ȳ; f∗ ← f(ȳ); end;
11 end;
12 return x∗;
end GRASP+PR 2PNDP;

Fig. 1. Pseudo-code of the sequential GRASP with path-relinking heuristic

3 Parallel Implementation

Strategies for the parallel implementation of metaheuristics were reviewed by
Cung et al. [2]. Parallel implementations of metaheuristics are much more robust
than their sequential versions. Typical parallelizations of GRASP correspond to
multiple-walk independent-thread strategies, based on the distribution of the
iterations over the processors [8,9]. The iterations may be evenly distributed
over the processors or according with their demands, to improve load balancing.
The processors perform MaxIterations/p iterations each, where p is the

number of processors and MaxIterations the total number of iterations. Each
processor has a copy of algorithm GRASP+PR 2PNDP, a copy of the problem data,
and its own pool of elite solutions. One of the processors acts as the master,
reading and distributing the problem data, generating the seeds which will be
used by the pseudorandom number generators at each processor, distributing
the iterations, and collecting the best solution found by each processor.
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4 Computational Results

The parallel GRASP heuristic was implemented in C, using version egcs-2.91.66
of the gcc compiler and the LAM 6.3.2 implementation of MPI. The computa-
tional experiments were performed on a cluster of 32 Pentium II-400 processors,
each one with 32 Mbytes of RAM and running under version 2.2.14-5.0 of the
Red Hat implementation (release 6.2) of the operating system Linux. Since nei-
ther the instances nor the codes used in [3] were available for a straightforward
comparison with the parallel GRASP algorithm, we randomly generated 100
new test instances with 70 nodes and 35 origin-destination pairs, with the same
parameters used in [3]. Each instance was run five times, with different seeds.
We compared the results of the parallel GRASP algorithm with those ob-

tained by the greedy heuristic in [3], using two samples of solution values and
the statistical test t for unpaired observations [6]. The main statistics are sum-
marized in Table 1. These results made it possible to conclude with 40% of
confidence that GRASP finds better solutions than the other heuristic. The av-
erage value of the solutions obtained by GRASP was 2.2% smaller than that of
the solutions obtained by the other heuristic. The dominance of the former over
the latter is even stronger when harder or larger instances are considered. The
parallel GRASP was applied to problems with up to 400 nodes, 79800 edges,
and 4000 origin-destination pairs, while the other heuristic solved problems with
no more than 120 nodes, 7140 edges, and 60 origin-destination pairs.

Table 1. Statistics for GRASP (sample A) and the greedy heuristic (sample B)

Parallel GRASP (sample A) Greedy [3] (sample B)
Size nA = 100 nB = 30
Mean µA = 443.73 µB = 453.67
Standard deviation SA = 40.64 SB = 61.56

We give in Table 2 the average elapsed times in seconds over four runs of the
parallel GRASP heuristic for a fixed number of 3200 iterations on the same in-
stance of 2PNDP with 400 nodes, using 1, 2, 4, 8, 16, and 32 processors. Almost-
linear speedups are observed in all cases. We also report in this table the solution
values obtained in the first run for each number of processors. As expected from
an independent-thread parallelization strategy, solution quality slightly deterio-
rates (approximately 4%) when the number of processors increases from 1 to 32.
Preliminary results obtained with a cooperative strategy show that the latter is
able to overcome this drawback and preserves the linear speedups.

5 Concluding Remarks

We proposed in this work a parallel GRASP heuristic with path-relinking for
the 2-path network design problem. Statistical tests on instances with 70 nodes
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Table 2. Elapsed times and solution values for the parallel GRASP heuristic

Processors Elapsed time (s) Speedup Solution value
1 27599.71 1.00 2968
2 13898.29 1.99 2976
4 6987.33 3.95 2977
8 3495.03 7.90 3012
16 1760.68 15.68 3049
32 885.72 31.16 3093

showed that the GRASP heuristic compares favourably with another heuristic
reported in the literature. This dominance is even stronger when harder or larger
instances are considered. Linear speedups for up to 32 processors are observed for
the parallel implementation on a cluster. A cooperative parallelization strategy
using a centralized pool and detailed results obtained on a broader set of larger
instances will be reported elsewhere.
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