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#### Abstract

This paper presents a parallel hybrid genetic algorithm (GA) for solving the sum-of-pairs multiple protein sequence alignment. The method is based on a multiple population GENITOR-type GA and involves local search heuristics. It is then extended to parallel to exploit the benefit of multiprocessor system. Benchmarks from the BAliBASE library are used to validate the method.


## I. INTRODUCTION

Sequence alignment plays an important role in molecular sequence analysis. It can help to build a phylogenetic tree of related DNA sequences or to predict the function/structure of unknown protein sequences by aligning with other sequences whose function/structure is already known. There are three domains of biological sequences, namely, DNA, RNA, and protein. Sequence alignment makes sense only if all involved sequences are defined on the same domain. This paper mainly deals with the alignment of protein sequences. However, the method can easily be extended to apply to other kinds of sequences.

Sequence alignment aims to construct an alignment of two or more sequences so as to maximize similarities of these sequences. When there are two sequences involved, it is called pairwise alignment. Otherwise, it is called multiple sequence alignment. Fig. 1 shows a fragment of a multiple alignment of four protein sequences.

```
KDSNAPKRAMTSFMFF----SEDFRSKHS
----KPKRPRSAYNIYV---SEDFQEAKD
--ADKPKRPLSAYMLWLNSAREDIKRENP
-DPNKPKRAPSAFFVFMGEFREDFKQKNP
```

Fig. 1: A fragment of an alignment of four protein sequences.
Here, the gap characters ' - ' are inserted into sequences so as to find similar regions of sequences (marked in boxes). In order to solve the sequence alignment problem, we need a definition to determine how good an alignment is. The most commonly used definition is the sum-of-pairs multiple sequence alignment.

It is well known that the sum-of-pairs multiple sequence alignment can be exactly solved by dynamic programming algorithm [1], which converts the original problem to that of searching for the shortest path in a weighted directed acyclic k-dimensional graph. However, due to the fact that the converted problem is NP-complete, algorithms that guarantee to find the true optimal solution have running times growing exponentially with the size of problem. Therefore, most of practical alignment algorithms are based on heuristics producing quasi-optimal alignments.

There have been some surveys on algorithms for the multiple sequence alignment [2]-[4]. The majority of multiple sequence alignment heuristics is now carried out using a progressive approach (e.g. CLUSTAL, MULTAL)
[5]-[7]. This approach has the advantages of speed and simplicity. However, its main disadvantage is the local minimum problem, which stems from the greedy nature of the approach.

Another approach is to use the extension of dynamic programming for simultaneously aligning multiple sequences, e.g. MSA [8], OMA [9], Kobayashi and Imai's A* algorithm [10], and ComAlign [11] etc. In general, algorithms of this approach often have higher quality solutions than those of progressive approach. However, they have drawbacks of complexity, running time and memory requirement, so they can only be applied to problems with limited number of sequences (about 10).

There is also iterative approach for the multiple sequence alignment. This approach includes the iterative algorithm, the simulated annealing, and genetic algorithm (GA). GA is distinguished from the others because it searches for the solution from a population of potential solutions [12],[13]. Therefore, it can evade being trapped in a local minimum. When used alone, however, it has drawbacks of relatively poor quality and more requirement of computing time.

There have been some attempts to solve the multiple sequence alignment by GA, e.g. the works of Notredame and Higgins (SAGA) [14], Hanada et al. [15], and Horng et al. [16], with the most successful method seems to be SAGA. The SAGA program uses a total of 22 operators, including semi-hill climbing operators, and applies a dynamic scheduling for selecting these operators. The quality of solutions found by SAGA can compete with those of MSA. However, its main disadvantage is its very slow speed.

This paper presents a new GA-based method for more efficient multiple protein sequence alignment. First, we propose a suitable chromosome representation and its corresponding genetic operators. Next, we investigate local search heuristics and incorporate them into our algorithm. Finally, we parallelize our method to exploit the benefit of multiprocessor system.

Section 2 gives a formal definition of the sum-of-pairs multiple sequence alignment. Section 3 describes our parallel hybrid GA. Experiment results and validations are presented in section 4 . Section 5 gives conclusions for the paper and a brief description for future research.

## II. THE SUM-OF-PAIRS SEQUENCE ALIGNMENT

Suppose that a family $S=\left(s_{1}, \ldots, s_{k}\right)$ of $k$ sequences of various length $n_{1}$ to $n_{k}$ is given. Each sequence element represents a character from a given alphabet A. (For protein sequences, the alphabet A consists of 20 characters of amino acids.) Suppose that $A$ does not contain the gap character ${ }^{\prime}-{ }^{\prime}$. An alignment of the sequences $S$ is a $k \times N$ matrix $M=\left(m_{i j}\right)$, where the following conditions are satisfied:

- $\mathrm{m}_{\mathrm{ij}} \in \mathrm{A}^{\prime}=\mathrm{A} \cup\left\{{ }^{\prime}--^{\prime}\right\}$,
- When removing all gap characters from the row $\mathrm{m}_{\mathrm{i}}$, we receive exactly the sequence $\mathrm{s}_{\mathrm{i}}$, and
- M has no column that contains only gap characters.

Here, N is the length of the alignment and must be greater than or equal to the length of the longest sequence in $S$ and less than or equal to the sum of all sequence lengths.

Next, let assume that there is a cost matrix $C$ between two any letters in $\mathrm{A}^{\prime}$ that has the following characteristics:

- $\mathrm{C}(\mathrm{a}, \mathrm{b})=\mathrm{C}(\mathrm{b}, \mathrm{a}), \forall \mathrm{a}, \mathrm{b} \in \mathrm{A}^{\prime}$,
- $\mathrm{C}\left(\mathrm{a},{ }^{\prime}-^{\prime}\right)=\mathrm{G}, \forall \mathrm{a} \in \mathrm{A}$, and
- $C\left(\left(^{\prime}-^{\prime}-^{\prime}\right)=0\right.$.

Here, G is a constant and is called the gap cost (or gap penalty).

The cost between two rows $\mathrm{m}_{\mathrm{i}}$ and $\mathrm{m}_{\mathrm{j}}$ of alignment M is defined as follows:

$$
\begin{equation*}
\operatorname{Cost}\left(m_{i}, m_{j}\right)=\sum_{1 \leq p \leq N} C\left(m_{i p}, m_{j p}\right) \tag{1}
\end{equation*}
$$

And the cost of alignment M is defined as the sum of all pairwise costs in M:

$$
\begin{equation*}
\operatorname{Cost}(M)=\sum_{1 \leq i<j \leq k} \operatorname{Cost}\left(m_{i}, m_{j}\right) \tag{2}
\end{equation*}
$$

Let call this value the sum-of-pairs cost. Then the sum-of-pairs multiple sequence alignment is defined as the problem to find the alignment that has the minimum sum-of-pairs cost.

In addition, if the cost for each pairwise alignment is multiplied by a weight before summing up to calculate the cost of the alignment as follows:

$$
\begin{equation*}
\operatorname{Cost}(M)=\sum_{1 \leq \mathrm{i}<\mathrm{j} \leq \mathrm{k}} \mathrm{~W}_{\mathrm{ij}} \times \operatorname{Cost}\left(\mathrm{m}_{\mathrm{i}}, \mathrm{~m}_{\mathrm{j}}\right) \tag{3}
\end{equation*}
$$

Then the problem is called the weighted sum-of-pairs multiple sequence alignment. The weights are introduced to diminish bias caused by having more sequences from some species and fewer sequences from others [17].
If we define a gap is a continuous segment of gap characters, then a gap of length $l$ has a cost of $l \times G$ in the above cost model. This is called the linear gap cost. There is another type of gap cost in which the open gap character is charged differently with follow gap characters, i.e. a gap of length $l$ has a cost of the form: $\mathrm{O}+l \times \mathrm{G}$. This is called the affine gap cost and $O$ is called the open gap cost. The affine gap cost is more appropriate than the linear gap cost from the biological point of view. However, Altschul pointed out that this gap cost has very high complexity so it becomes impractical for even a modest number of sequences [18]. He compromised by proposing a simpler type of gap cost, called the "quasi-natural" gap cost. Furthermore, there is another option in which the terminal gaps are not charged.

There have been many cost matrices introduced so far for the multiple protein sequence alignment, e.g. the PAM and BLUSOM series of matrix [19],[20]. For different cost model (i.e. cost matrix, weight, and type of gap cost etc.), the optimal alignment may be different. Therefore, besides the task of finding algorithm to search for the optimal or quasi-optimal alignment with a given cost model, there is also a task of finding a cost model so that the true mathematical optimal alignment is coincided with (or closed to) the true biological optimal alignment. In this paper, we limit our efforts to only the former task.

## III. THE PARALLEL HYBRID GA (PHGA)

## A. Chromosome representation

Unlike other GA-based method proposed for the multiple sequence alignment, our method does not solve the problem directly, but instead solve the converted problem of finding the shortest path in a weighted directed acyclic k-dimension graph (where k is the number of sequences). This leads us to a different chromosome representation.

For easy understanding, the ideas of chromosome representation, crossover and mutation operators will be presented in the two-dimensional case, i.e. for pairwise alignment. However, they can be easily extended to a multi-dimensional case.


Fig. 2: Pairwise alignment and the converted graph
Consider the example in Fig. 2. The problem of aligning two sequences (Fig. 2(a)) can be converted to the problem of finding the shortest path from the source $S$ to the target $T$ in the directed acyclic graph in Fig. 2(b). Each alignment of the two sequences corresponds to a path from the source $S$ to the target T in the graph. Each column of the alignment corresponds to a vector in the path and the length of the alignment equals to the number of vectors in the path.

In our chromosome representation, each locus represents a vector in a path. Since for a problem of $k$ sequences, there are $2^{\mathrm{k}}-1$ possible vectors that come out from a point (e.g. A), we need at least k bits to encode all the possible vectors into values. Let assume that the values for encoding horizontal, vertical, and diagonal vectors that come out from point A in Fig. 2(b) are 1, 2, and 3, respectively.


Fig. 3: Chromosome representation
The alignment in Fig. 3(a) corresponds to the bold line path in Fig. 3(b). Its chromosome representation is "3 1133 " as illustrated in Fig. 3(c). Since the number of loci of a chromosome is equal to the number of vectors in the path (and the length of the corresponding alignment), the length of chromosome is variable, not fixed as with conventional representation.

Because all of the benchmarks used for validating our method have less than 32 sequences and for the sake of simplifying the codes, we currently use an unsigned int (uint) variable to represent a locus. The uint type has 32 bits in length, therefore limiting the maximal number of sequences in one problem to 32 . We will modify our codes later when bigger problems are tested.

## B. Crossover

Traditional crossovers such as one point crossover cannot be applied to the chromosome representation described above, because they often create invalid solutions. Besides, the crossover operator should transfer genetic information from both parents to the offspring. Therefore, we propose a new crossover operator (Fig. 4).


Fig. 4: Crossover
First, two parents, parent-1 and parent-2 (Fig. 4(a), (b)), are randomly selected. Their chromosomes representations are "3 1333 " and "2 3131 ". Next, a random crossover point A, which lies in the path of the parent-1, is chosen and the segment from the source $S$ to the crossover point $A$ of parent-1 is directly copied to the offspring. This segment is "3 1". After that, loci are copied from parent-2 backward from the target $T$ until a valid chromosome can be guaranteed (Fig. 4(c)) and the template offspring is "31-3 $1 "$. Finally, a random segment is generated to complete the offspring as "3 $1 \mathrm{l}_{2} 231$ " (Fig. 4(d)). The vectors of the random segment in the offspring are inherited from neither parent. However, since the length of this segment is often relatively short compared to the whole length of the offspring, it does not have much effect on the quality of the offspring.

## C. Mutation



Fig. 5: Mutation
The mutation operator should slightly alter the parent to introduce new genetic information. Fig. 5 illustrates our proposed mutation. The parent is "3 1 3 3" as shown in Fig. $5(\mathrm{a})$. First, a short segment of the alignment with random length is selected as the mutation segment (segment "1 3" between AB ). Next a new segment (segment " 3 1") is randomly generated that shares the same two end points $\mathrm{A}, \mathrm{B}$ with the mutation segment. Finally, connect this new segment with two terminal segments of the parent to form the offspring "3 3113 " (Fig. 5(b)).

## D. System Prototype

We use a multiple population GENITOR-type GA. GENITOR is a steady-state GA which was originally developed by Whitley and available on the Internet [21],[22]. In our algorithm, only one offspring is created (by either crossover or mutation) in each generation and is immediately inserted into the population to replace the worst parent if the offspring is fitter (GENITOR replaces the worst individual in the population). This replacement scheme causes slower convergence but it can maintain more diversity population. The algorithm does not allow duplicate chromosomes in each sub-population. The selection of the parent is based on linear ranking selection. After a predefined number migration_interval of generations, some of the best individuals are exchanged between sub-populations. The algorithm terminates either after a predefined number of generations or after a predefined number of generations that the best individual could not be improved. The following pseudo-code illustrates our algorithm.

```
Procedure PHGA
{
    For each sub-population do
        Initialize sub-population;
    Repeat {
        For each sub-population do {
            If ( rand() < mutation_rate ) {
                Select one parent p using linear ranking;
                Mutation(p, c)
                Replace child c to parent p if fitter;
            } Else {
                Select two parents p1, p2 using linear ranking;
                Recombination(p1, p2, c);
                Replace child c to the worst parent if fitter;
            }}\mp@subsup{}}{}{\mathrm{ R}
        }
        At predefined migration_interval do
            Migrate between sub-populations
    }
    Until converged;
}
```


## E. Hybridization of GA and Heuristics

Since GA has global search ability and heuristics have local search ability, we believe that their hybridization will possibly form a more powerful search. In our hybrid GA, we use two kinds of heuristic; one is for creating the individuals of the first generation and the other is used as mutation for improving individuals during the search.

## 1) Heuristic for creating individuals

We use the progressive heuristic to create individuals of the first generation of GA. Conventionally, it works by aligning the closest sequences first and gradually adding the more distant ones. The order of adding sequences is often based on a guide tree constructed by some methods, e.g. the Neighbor-Joining method [23]. However, our heuristic uses a random order instead of the order based on the guide tree. By allowing this, a variety of individuals for the first generation can be created.

## 2) Heuristic for improving individuals

The iterative alignment heuristic is used as mutation for improving individuals. However, instead of applying this heuristic for the whole alignment, we only apply it for a short segment of the alignment. By doing this, the computational
time spent by this heuristic is bound by a constant, not depending on the length of sequences of the problem. Our heuristic works as follows. First, a short segment of the parent is chosen at random. Next, the segment is randomly divided into 2 or 3 groups and columns with only gap characters are removed from each group. Then the dynamic programming algorithm is used to combine these groups into a new segment of alignment. Finally, the new segment is connected with two terminal segments of the parent to form the offspring.

## F. Parallelization

Since our algorithm uses a multiple population strategy, we apply the so-called coarse-grained parallel model [24]. In this model, each process is assigned to handle a sub-population and some of the best individuals are exchanged between sub-populations at a predefined interval. The processes communicate between sub-populations via socket channels. However, the current version can only run on a single machine so it can exploit the benefit of multiprocessor system. For a single processor machine this implementation is a little slower than the serial version due to extra time spent on communication. In general, by using this parallel model the computing time of our algorithm is reduced almost linearly with the increase of the number of processors (up to the number of sub-populations).

## IV. EXPERIMENTS AND VALIDATIONS

## A. Experimental method

The OMA and MSA methods were chosen to compare with our method PHGA since they follow the approach of simultaneously aligning multiple sequences and can find high quality solutions. They are the best appropriate methods that are available to us.

A total of 85 problems taken from the BAliBASE library [25] are used to validate our method. In which 82 problems from referencel are used to compare with OMA and MSA methods because they are small enough for both methods to handle and their results to these problems are already available [26]. Three larger problems, namely 1 cpt , 1ajsA, and 1lvl from reference 2 are used to test how aptly our algorithm scales with the size of problems.

Although results of MSA method are available, these results are not complete because MSA was limited to run within 12 hours and 2 GB of memory. Therefore, we decided to recompile and rerun the MSA program in our machine, which was a Sun Ultra 80 with four $450-\mathrm{MHz}$ processors, 1 GB of physical memory. The results of OMA were reported by using other type of machine (Sun Ultra Enterprise 450 with 400 MHz processors, 2 GB of physical memory). We estimate that this machine is a little slower than our machine. The GNU gcc software was used to compile the MSA program and our own program.

Since the results of OMA method were reported by using a cost version of the PAM250 matrix with quasi-nature gap cost, we also use it for calculating our results. Although PHGA supports sequence weighting and an option in which terminal gaps are not charged, these features were turned off.

For all benchmarks, the population size was set to 400 , which was equally divided into 8 sub-populations. The selection bias was set to 1.25 and the mutation rate to 0.1 . The algorithm stops after either 30,000 generations or 3,000 generations of successive un-improvement of the best
individual. The migration interval was 500 generations and 5 best individuals of each sub-population were exchanged at migration intervals.

## B. Validations

TABLE 1 shows a part of the results. Problems that all three methods have the same cost results are not shown. In this table, Data is the problem name. $K$ shows the number of sequences and Max len shows the maximum length of sequences. Avg id denotes average sequence identity, which indicates how close sequences are related. OMA cost, MSA cost, and PHGA cost are the costs of alignments found by OMA, MSA, and PHGA, respectively. The bold numbers indicate that they are the lowest cost among three methods. Column (best / worst) shows the best and the worst solutions found by PHGA within 3 runs. Note that for the column PHGA cost, we reported the cost of the first run, not the mean of three runs. OMA time, MSA time, and PHGA time express the running times (clock time until completion) for one run in seconds.

## 1) Quality of solutions

In a total of 82 problems, PHGA wins 29, losses 3 and draws 50 cases compared to the OMA method. The number of wins, losses and equals of PHGA compared to MSA are 30,10 , and 42 , respectively. There are 14 cases that PHGA wins both other methods. Notice that there are two cases that the MSA could not find the solution (the message: "Not found" was reported).

## 2) CPU times

First, let compare PHGA with OMA. PHGA is slower for normal problems but it is significantly faster for some hard problems. For example, the OMA method needs $10,051.20$ seconds to solve the 1lvl problem, while PHGA needs only 178.06 seconds. In this problem, PHGA also finds better solution than the OMA method $(44,111$ vs. 44,136$)$.

Second, let compare PHGA with MSA. Like OMA, the running time of MSA for normal problems is quite fast. For hard problems, however, its running time is worse than that of OMA. For example, the CPU time of MSA for the problem 1pamA is $164,460.12$ seconds (about 2 days). On the contrary, PHGA needs only 324.78 seconds to solve this problem, with a little worse result $(86,004$ vs. 86,144$)$. For the 1havA problem, PHGA is much faster than MSA (119.75 vs. $125,656.20$ seconds) and its result is also slightly better than that of MSA $(31,705$ vs. 31,709$)$.

## 3) Scalability

The results of three problems from reference 2 are shown in the lower part of TABLE 1. The 1cpt problem has 15 sequences with a maximum length of 434 . The 1asjA problem has 20 sequences with a maximum length of 389 . The last problem has 24 sequences with a maximum length of 473. The CPU times for solving them were $1,399.85$, $2,781.07$, and $6,100.92$ seconds, respectively. We conclude that our method can scale quite well with problem size.

## 4) Others

Memory required for PHGA is very small compared to both the OMA and MSA methods. The PHGA method never needed more than 100 MB of memory for solving all tested problems. On the contrary, MSA on some hard cases used nearly all of the physical memory ( 1 GB ) of our machine. The OMA method needed about 1.5 GB of memory to solve the $11 v 1$ problem.

TABLE 1
COMPARATIVE RESULTS OF OMA, MSA, AND PHGA METHODS

| Data | K | Max len | Avg id | OMA cost | OMA time | MSA cost | MSA time | PHGA cost | (best / worst) | PHGA time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1aboA | 5 | 80 | 15 | 10,674 | 973.64 | 10,721 | 11.04 | 10,674 | (10,674 / 10,674) | 47.59 |
| 1 ac 5 | 4 | 483 | 29 | 43,341 | 34.51 | 43,325 | 258.87 | 43,325 | $(43,325 / 43,325)$ | 104.14 |
| 1 ad 2 | 4 | 213 | 30 | 19,714 | 14.68 | 19,726 | 0.44 | 19,714 | $(19,714 / 19,714)$ | 63.51 |
| 1 ad 3 | 4 | 447 | 47 | 39,218 | 15.80 | 39,209 | 1.68 | 39,209 | $(39,209 / 39,209)$ | 63.99 |
| 1aho | 5 | 67 | 44 | 9,807 | 6.06 | 9,813 | 0.10 | 9,807 | $(9,807 / 9,807)$ | 44.55 |
| 1 ajsA | 4 | 387 | 15 | 38,468 | 4,242.99 | 38,435 | 707.75 | 38,437 | $(38,437 / 38,437)$ | 172.42 |
| 1 ar 5 A | 4 | 203 | 42 | 17,722 | 9.03 | 17,730 | 0.34 | 17,722 | $(17,722 / 17,722)$ | 59.93 |
| 1bbt 3 | 5 | 192 | 13 | 30,740 | 570.38 | 30,691 | 4,079.57 | 30,730 | (30,709 / 30,730) | 134.05 |
| 1 bgl | 4 | 993 | 31 | 90,863 | 43.05 | $\mathbf{9 0 , 8 3 9}$ | 280.44 | $\mathbf{9 0 , 8 3 9}$ | $(90,839 / 90,843)$ | 162.34 |
| 1 cpt | 4 | 434 | 20 | 39,908 | 22.86 | 39,834 | 2.59 | 39,823 | $(39,820 / 39,823)$ | 93.25 |
| 1 csy | 5 | 104 | 30 | 16,361 | 6.32 | 16,366 | 0.19 | 16,361 | $(16,361 / 16,361)$ | 102.44 |
| $1 \mathrm{fj1A}$ | 6 | 70 | 28 | 15,973 | 4.02 | 15,993 | 0.12 | 15,965 | $(15,965 / 15,965)$ | 64.15 |
| 1fkj | 5 | 110 | 44 | 15,809 | 4.30 | 15,815 | 0.17 | 15,809 | $(15,809 / 15,809)$ | 50.94 |
| 1gowA | 4 | 481 | 31 | 45,328 | 28.30 | 45,321 | 86.21 | 45,328 | $(45,328 / 45,328)$ | 104.57 |
| 1 gpb | 5 | 828 | 47 | 117,934 | 46.29 | 117,959 | 9.81 | 117,933 | (117,933 / 117,933) | 101.89 |
| 1 gtr | 5 | 436 | 42 | 64,202 | 21.53 | 64,190 | 59.38 | 64,190 | $(64,190 / 64,190)$ | 73.90 |
| 1 havA | 5 | 199 | 15 | 31,867 | 3,003.78 | 31,709 | 125,656.20 | 31,705 | $(31,700 / 31,718)$ | 119.75 |
| 1hpi | 4 | 81 | 33 | $\mathbf{6 , 8 7 0}$ | 2.86 | 6,879 | 0.13 | 6,870 | $(6,870 / 6,870)$ | 53.71 |
| 1idy | 5 | 58 | 14 | 9,542 | 3.97 | 9,543 | 2.83 | 9,510 | $(9,508 / 9,510)$ | 61.75 |
| 11cf | 6 | 691 | 49 | 149,508 | 1,534.27 | 149,485 | 60,026.37 | 149,485 | $(149,485 / 149,490)$ | 146.50 |
| 11 vl | 4 | 449 | 19 | 44,136 | 10,051.20 | 44,128 | 34.32 | 44,111 | $(44,111 / 44,112)$ | 178.06 |
| 1 mrj | 4 | 266 | 33 | 24,166 | 12.34 | 24,157 | 2.15 | 24,157 | $(24,154 / 24,157)$ | 51.14 |
| 1 pamA | 5 | 572 | 18 | 86,357 | 457.83 | 86,004 | 164,460.12 | 86,144 | $(86,064 / 86,203)$ | 324.78 |
| 1 pfc | 5 | 117 | 28 | 17,708 | 19.96 | 17,710 | 0.64 | 17,708 | $(17,708 / 17,708)$ | 63.26 |
| 1 pkm | 4 | 449 | 34 | 42,100 | 18.36 | 42,081 | 24.18 | 42,081 | $(42,081 / 42,081)$ | 98.27 |
| 1 plc | 5 | 99 | 46 | 14,205 | 4.96 | 14,195 | 0.16 | 14,195 | $(14,195 / 14,195)$ | 67.48 |
| 1 ppn | 5 | 220 | 46 | 31,731 | 11.10 | 31,733 | 0.66 | 31,731 | $(31,731 / 31,731)$ | 69.28 |
| 1 r 69 | 4 | 78 | 13 | 7,294 | 21.82 | 7,318 | 1.57 | 7,294 | $(7,294 / 7,294)$ | 60.61 |
| 1 rthA | 5 | 541 | 42 | 80,352 | 36.29 | 80,358 | 4.36 | 80,350 | $(80,350 / 80,351)$ | 115.55 |
| 1sbp | 5 | 263 | 19 | 43,115 | 3,773.48 | 43,040 | 13,647.36 | 43,053 | $(43,048 / 43,054)$ | 143.17 |
| 1 taq | 5 | 928 | 40 | 133,913 | 1,901.03 | 133,846 | 52,573.30 | 133,854 | $(133,854 / 133,869)$ | 164.03 |
| 1 thm | 4 | 279 | 49 | 24,978 | 11.37 | 24,986 | 0.59 | 24,978 | ( $24,978 / 24,978)$ | 66.71 |
| 1 ubi | 4 | 94 | 18 | 8,631 | 37.85 | 8,639 | 0.36 | 8,626 | $(8,626 / 8,631)$ | 92.03 |
| 1 uky | 4 | 220 | 15 | 21,116 | 422.99 | Not found | --- | 21,089 | $(21,089 / 21,094)$ | 98.91 |
| 1wit | 5 | 106 | 17 | 16,517 | 120.91 | 16,533 | 1.52 | 16,517 | $(16,517 / 16,517)$ | 62.75 |
| 1 ycc | 4 | 116 | 29 | 10,538 | 6.03 | 10,548 | 0.21 | 10,538 | $(10,538 / 10,538)$ | 42.30 |
| 2ack | 5 | 482 | 28 | 77,139 | 1,491.15 | 77,028 | 14,785.62 | 77,069 | (77,030 / 77,069) | 150.96 |
| 2 hsdA | 4 | 262 | 19 | 25,284 | 323.90 | 25,354 | 14.02 | 25,274 | $(25,274 / 25,274)$ | 104.60 |
| 2 myr | 4 | 474 | 16 | 43,541 | 125.94 | 43,501 | 1,247.02 | 43,556 | $(43,514 / 43,557)$ | 247.65 |
| 2 pia | 4 | 287 | 20 | 26,606 | 353.81 | 26,606 | 329.74 | 26,612 | $(26,606 / 26,612)$ | 70.35 |
| 3 grs | 4 | 237 | 14 | 23,478 | 21.97 | 23,489 | 41.86 | 23,486 | $(23,483 / 23,486)$ | 110.51 |
| 451c | 5 | 87 | 27 | 13,364 | 200.28 | 13,380 | 1.57 | 13,364 | $(13,364 / 13,364)$ | 58.03 |
| 4 enl | 3 | 421 | 20 | 18,923 | 31.14 | 18,912 | 1.29 | 18,909 | $(18,909 / 18,909)$ | 47.01 |
| 5ptp | 5 | 245 | 43 | 34,752 | 11.51 | 34,762 | 0.73 | 34,752 | $(34,752 / 34,752)$ | 61.07 |
| actin | 5 | 395 | 45 | 56,940 | 20.51 | 56,942 | 2.13 | 56,938 | $(56,938 / 56,938)$ | 72.52 |
| gal4 | 5 | 395 | 14 | 62,901 | 31.43 | Not found | --- | 62,558 | $(62,558 / 62,620)$ | 354.50 |
| glg | 5 | 486 | 31 | 74,397 | 175.66 | 74,384 | 843.70 | 74,381 | $(74,381 / 74,382)$ | 118.24 |
| kinase | 5 | 276 | 20 | 46,104 | 38.67 | 46,019 | 8,800.60 | 46,039 | $(46,019 / 46,039)$ | 121.55 |
| 1ajsA (ref2) | 20 | 389 | 35 | --- | --- | -- | --- | 1,066,434 |  | 2,781.07 |
| 1 cpt (ref2) | 15 | 434 | 29 | --- | --- | --- | --- | 645,403 |  | 1,399.85 |
| 1lvl (ref2) | 24 | 473 | 30 | --- | --- | --- | --- | 2,023,737 |  | 6,100.92 |

Another advantage of the PHGA method is that it can produce different results for different runs since it is based on randomness. As a result, we can improve the quality of solutions by running the method several times and take the best of these runs. For example, the numbers of wins, losses and equals of the best of 3 runs of PHGA over OMA are 30, 1 , and 51 , respectively. These numbers when comparing with MSA method are 31, 8, and 43. However, the running time in this case is 3 times longer than the single run case. We can also notice that the variation between runs is quite small. The results of three runs are the same for most of the tested problems.

Since the quality of solutions from the biological point of view depends not only on our algorithm but also on the cost model, we did not perform experiments to validate our algorithm from this point of view. It needs more time and efforts to determine which cost model is the most suitable for real world applications and we leave them for future research.

## V. CONCLUSIONS

This paper presents a GA-based method for solving the sum-of-pairs multiple protein sequence alignment. First, a new chromosome representation and its corresponding genetic operators are proposed. Next, local search heuristics are combined with GA to compensate for its lack of local search ability. Two kinds of heuristics are employed; the first one is for creating individuals in the initial generation and the second one is used as mutation for improving individuals during the search. Finally, the method is extended to parallel processing.

The method has been validated with many benchmarks taken from the BAliBASE library. Experimental results show that the method is in general superior to the OMA and MSA methods. It often finds better solutions and has better scalability compared to OMA and MSA.

The proposed method is also required much less memory than OMA and MSA. Therefore, it can handle bigger problems. Our current implementation can be applied to problems with up to 32 protein sequences while OMA and MSA can only be applied to problems with about a dozen protein sequences. If we consider that the current limit (32) is because of the limit of data structure we use, not because of the limit of the memory, this limit can be further expanded. For example, if we use an array of 4 integers for each locus, then the maximum number of sequences increases to 128 . However, this complicates the codes of our algorithm.

There are several issues for future works. First, we want to modify the codes so that it can solve problems with more than 32 sequences. Second, we want to extend the method to run in parallel on a network of computers (e.g. a cluster system) instead of a single multiprocessor system as currently. Third, we want to validate which cost model is the most suitable for real world applications.
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