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�is paper presents the MPI parallelization of a new algorithm—DPD-B thermostat—for molecular dynamics simulations. �e
presented results are using Martini Coarse Grained Water System. It should be taken into account that molecular dynamics
simulations are time consuming. In some cases the running time varies from days to weeks and even months. �erefore,
parallelization is one solution for reducing the execution time. �e paper describes the new algorithm, the main characteristics
of the MPI parallelization of the new algorithm, and the simulation performances.

1. Introduction

Molecular simulation (MD) is a useful tool for studying the
physicchemical properties of molecular systems. Nowadays,
MD is one method used by the scienti�c community to
analyze the properties of polymers, proteins, lipids, and other
cellular systems. It is also used as an alternative to the labora-
tory experiments for the design of new materials. Molecular
dynamics is based on the Newtonian equations of motions.

�e purpose of this paper is to present an MPI paral-
lelization of a new molecular dynamics algorithm DPD-B
that resulted from the combination of a dissipative particle
dynamics (DPD) algorithm [1] with Berendsen (B) ther-
mostat [2]. It should be taken into account that molecular
dynamics simulations are time consuming. In some cases the
running time varies from days to weeks and even months.
�erefore, parallelization is one solution for reducing the
execution time. �is paper describes the new algorithm,
the main characteristics of the MPI parallelization of the
new algorithm, and the simulation performances. �e work
was done through research collaboration between Molecular
Dynamics Group, University of Groningen, one of the well-
known groups in the MD domain, and researchers from

Politehnica University of Bucharest. �e parallelization was
done in Gromacs [3, 4], an open-source so�ware from this
domain used worldwide in universities and companies.

It should be noted that, ideally, force �elds used in
molecular dynamics to describe particle interactions should
be calibrated such that the desired reference temperature
of a simulated system be maintained. However, in practice
the average temperature of a simulated system deviates from
the desired reference temperature. �erefore thermostats are
used for assuring that a simulated system will maintain the
reference temperature. Global thermostats apply a collective
correction to all particles of a system while dissipative
particle dynamics applies temperature corrections to pairs
of particles. In this paper we present the parallelization of a
new algorithm that is composed by a combination of a global
thermostat and a DPD one. �e new thermostat has better
properties in eliminating ice-cube e�ects in multiscaling
simulations [5, 6].�e new thermostat was introduced in [7].
�e goal of this paper is to present the computer science (CS)
optimizations done for the combined thermostat.

�is paper is organized as follows. �e next section
presents the DPD-B theory, the Gromacs engine ofmolecular
dynamics, design, and implementation of the new algorithm
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in Gromacs. Section 3 outlines parallelization performance
and (parallel) simulation results. Section 4 discusses conclu-
sions and future directions of development.

2. Materials and Methods

�is section is organized as follows. First subsection presents
global Berendsen thermostat and the next one the new DPD-
B thermostat; then Gromacs engine for molecular dynamics
will be described and at the end of the section, design and
implementation issues will be discussed.

2.1. Global Berendsen. In what follows we present an outline
of the relevant theory for global Berendsen thermostat. For an
exhaustive presentation we refer to [2, 8]. Let us summarize
below this theory.

A coupling between amolecular systemwith temperature� and a bath [2, 8] with temperature �ref can be realized by
inserting extra terms—friction and stochastic—in the equa-
tions of motions, which will result in a Langevin equation

��V�� = �� − ����V� + � (�) , (1)

where �� is a stochastic Gaussian variable with null mean and
with intensity

⟨�� (�) �� (� + 	)⟩ = 2�������ref� (	) ���. (2)

And �� is the systematic force.
�e strength of the coupling to the bath is determined by

the �� constants.�e correspondent physical phenomenon for
(1) is the one of frequent collisions with light particles that
form an ideal gas at temperature �ref.

�rough the Langevin equation the system is locally
subjected to random noise and couples globally to a heat
bath. In order to impose global coupling with minimal local
disturbance we should modify (1) so that only the global
coupling remains.

We will analyze how the system temperature, �, behaves
under the in�uence of stochastic coupling.

For an easier analytical computationwe chose the friction
constant to be the same for all particles: �� = �. �is is a
matter of choice; di�erent classes of degrees of freedom can
be coupled to the bath with di�erent friction constants. From
the derivation of the kinetic energy—
�—we can see the time
dependence of �:
�
��� = lim

Δ�→0

∑3
�=1 (1/2)��V2� (� + Δ�) − ∑3
�=1 (1/2)��V2� (�)Δ� ,
(3)

where� is the number of particles, and

ΔV� = V� (� + Δ�) − V� (�)
= 1�� ∫

�+Δ�

�
[�� (��) − ���V� (��) + �� (��)] ��. (4)

Using the relation (2),

3
∑
�=1
∫�+Δ�
�

��� ∫�+Δ�
�

������ (��) �� (���) = 6������refΔ�,
(5)

and the fact that ��(��) is uncorrelated with V�(�) and ��(�) for�� > �, we obtain
�
��� = 3
∑

�=1
V��� + 2� (3�2 ���ref − 
�) . (6)

Let us look to the di�erent terms from (6). �e �rst term
corresponds to minus the time derivative of the potential
energy; the second term is an additional term describing the
global coupling to the heat bath. In terms of temperature this
extra term looks like the following

(���� )bath

= 2� (�ref − �) . (7)

We can remark that the time constant 	� equals (2�)−1.
Returning to (1), it can be noted that the global additional
temperature coupling (7) is accomplished by

��V�� = �� + ���(�ref� − 1) V�. (8)

Without adding local stochastic terms, from (8) it follows that

�
��� = ∑��V�V�� = 3
∑
�=1
V��� + 3���� (�ref − �) . (9)

�is is equivalent to (6). In this waywe come to (8) as our new
equation of motion. �is represents a proportional scaling of
the velocities per time step in the algorithm from V to �Vwith
(to �rst order)

� = 1 + Δ�2	� (
�ref� − 1) V�. (10)

�e change in temperature per step can also be made exactly
equal to (�ref − �)Δ�/	�, yielding

�2 − 1 = Δ��Ber (
�ref� − 1) , (11)

where

�Ber = 0.5 ∗ 3��� �	� , (12)

 � = � ∗ !� (13)

is the heat capacity of the system.

2.2. Dissipative Particle Dynamics-Berendsen �ermostat. In
what follows we present an outline of the relevant theory
for combined DPD-Berendsen thermostat. For an exhaustive
presentation of the combined thermostat and critical tests we
refer to [7]. Let us summarize below this theory.
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�e main idea of the DPD-like friction and noise is that
they are applied to relative velocities between pairs of parti-
cles. �eoretically, if the pairwise application is well resolved
it should ensure the conservation of total linear momentum.
�e friction and noise can be applied isotropically to the
velocity di�erence vector. �is is a simple and easy form
for a DPD thermostat that will be used in this work. For
DPD there is a velocity reduction factor " = 1 − exp(−�Δ�)
and a damping rate factor �. �ese factors depend on the
interparticle distance: a cuto� distance should be chosen
beyondwhich the impulsive friction and noise are not applied
(" = 0).

In order to compute the forces of the system a pair particle
list is obtained. �en, with this list the interparticle distance
are determined. In DPD the dumping factor is scaled with a
factor which depends on the distance between two pairs of
particles; the original DPD chooses a linear bound between1 (# = 0) and 0 (# = #
).

A �rst substep is the selection of a pair of particles that
will be subject to the impulsive friction and noise. �is pair
selection can be done in several ways. �e selection can be
made at random, but it can also be based on a distance-
weighted probability, for example, proportional to 1−(#��/#
).
A selected pair can be subject to friction and corresponding
noise, with the friction isotropically in the direction of the
velocity itself (iso). In this paper we will restrict ourselves to
one case (ISO)—see [7]; the simplest andmost easy to be used
algorithm from the three presented in that paper. In what
follows we will call the algorithm DPD-B. In the following
we will present the DPD-B algorithm.

Algorithm.

(I) For all particles

V� = �� ∗ V�. (14)

(II) For $ and % simulation pair step do

(I.1) choose the velocity reduction factor " = "iso,
(I.2) determine the velocity noise factor &

& = √" (2 − ") ���ref* , (15)

where

* = ������ + �� (16)

is the reduced mass of the two particles,

(I.3) construct the relative velocity vector V

V = V� − V�, (17)

(I.4) for DPD-B,

(I.4.a) choose 3 random numbers - = (-1, -2, -3)
from a standard normal distribution
(mean = 1, sd = 1).

(I.4.b) construct the vector

ΔV = −"V + &-. (18)

Proceed to step (I.5).

(I.5) Distribute the relative velocity change over the
two particles:

V� ←7 ��V� + *��ΔV, (19)

V� ←7 ��V� − *��ΔV. (20)

In this way the velocities of the particles are
updated while the total momentum��V� +��V�
is conserved.

�e particle velocities are updated a�er each impulsive
event, not at the end of each step.�is is necessary, as a single
particle may be involved in more than one pair event.

In the next section we will shortly outline the Gromacs
tool.

2.3. Gromacs. Gromacs (groningen Machine for Chemical
Simulations) is a molecular dynamics package primarily
designed for simulations of proteins, lipids, and nucleic acids
at molecular level. It implements the Newtonian equations
of motions for di�erent systems [4]. It was developed by the
MD Group, Biophysical Chemistry department, University
of Groningen, �e Netherlands, and at the moment it is
maintained by contributors from universities and research
centers across the world. Gromacs is one of the fastest and
most popular so�ware packages available in the molecular
dynamics �eld.

Gromacs is widely used in the Folding@home project
for simulations of protein folding, which underlines the
popularity and usage of this so�ware [9]. �e package itself
does not just perform molecular dynamics simulations, but
it is also capable of analyzing the output data [10]. It also
provides calculation progress, a trajectory viewer, and an
extensive library for trajectory analysis.

2.4. Implementation Details. �ere are several innovative
elements related to the implementation of the new algorithm
that results in reduced complexity and more e�cient usage
of computational resources. As explained earlier the imple-
mentation was done in Gromacs. �e choice for Gromacs
is motivated by the fact that it is open-source so�ware,
worldwide used, and known. Second, it was originating from
the Molecular Dynamics Group which participates in the
research described here.

A �rst innovative element is the use of a random selec-
tion of one neighbor per particle for the DPD component.
�is is possible through the physictheoretical design of the
algorithm. �e selection can be made at random, but it
can also be based on a distance-weighted probability, for
example, proportional to 1 − #��/#
. It should be noted that
traditionally [11] DPD algorithms use all-neighbors particles
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Figure 1: Domain decomposition. Simulation box is decomposed in small boxes assigned for di�erent processors.

(in a given radius) of a particle. In our case just one neighbor
is selected.�is (as the results section will show) will result in
a signi�cant e�ciency improvement.

Parallelization scheme is based on domain decompo-
sition which means that the simulation box is divided in
small boxes that are assigned to one processor each. �is
model of parallelization has the advantage that messages
that are exchanged for communicating di�erent information
needed for the simulation happen mostly between neighbor
processors (in number of nine). As a consequence the amount
of messages is usually constant per processor and therefore
scalability is almost linear per number of processors. Figure 1
presents the decomposition domain of the simulated box for
four processors and outlines a short preview of the algorithm
executed by each processor.

Another innovative element that is introduced for the
parallelization of the DPD-B algorithm is the fact that
neighbor-particle list is restricted to the particles that are
computed by one processor. We will show in the results
section that this choice preserves system properties. �e fact
that particles will be selected at random from the neighbor
particles assigned to a processor makes no need to extra
communicationmessages, thus reducing overall computation
complexity. �is fact is underlined in Figure 2.

3. Results

First we will discuss the e�ciency gain obtained through
the random selection of a pair of particles as compared to

     

       

         

         

         

         

Figure 2: Pairs of particles are randomly selected only from the
neighbor-list particles assigned to a processor.

the situation of using all-neighbor lists. �e simulations are
done on a molecular system of Coarse Grained Martini [12]
Water with 3200 particles at a reference temperature of 320K,
with the time step of 2 fs. �e implementation was made on
Gromacs version 4.0.7. �e temperature coupling factor for
the Berendsen thermostat is 1.0 while for DPD-ISO it is 1.0.
�e systemwas tested on a dual-core machine with processor
type Intel (R) Core (TM) 2 Duo CPU T6600 with 2.20GHz
and 4.00GB installed memory (RAM).

For DPD-B, we compared the random selection of one
pair of particles with the usage of all particles from the
neighbor list. We also reported the times for existing ther-
mostats from Gromacs such as Berendsen, Langevin type,
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Table 1: �e speed is reported as a number of nanoseconds
simulated within 24 h.

Method ns/day

Berendsen 34.63

No�emostat 34.69

DPD-B, all neighbour list 6.94

DPD-B, random selection of pairs 29.31

Langevin 30.01

and no thermostat. In Table 1, the “speed” is reported as the
number of nanoseconds simulated per day (24 h). From these
e�ciency experiments, we can conclude that our new algo-
rithm performs better than the existing algorithms from the
literature. Random selection gives a 5-fold e�ciency gain to
apply friction and noise to only one random pair per particle
and its execution time is comparable with Langevin type. We
made 8 independent runs for each type of thermostat and the
numbers below report the averages.

For comparing molecular properties for the paralleli-
zation-optimization of using only particles pairs assigned
to a processor (see Section 2.4), we used the same water
system and we simulated on serial (1 processor) and parallel
on 2 processors for 2 ns on the same machine. Analy-
sis was done with standard Gromacs tools. In Figure 3
we show the computed temperatures for the 2 di�erent
runs—serial and parallel. It can be seen that the results are
almost identical. Average temperatures are of 319.90K for
the parallel and 319.92 K for serial, both very close to the
reference temperature of 320K. Pressures were of 501,332 bars
for the parallel and 502,008 bars for the serial, again similar.

Di�usion was of 1.98: − 5 cm2/s for serial and of 1.94: −5 cm2/s for parallel. It can be concluded that properties are
similar and preserved by the optimization.

Below we represent the computational speed-up for the
Martini CG water system. �e simulations were done on a
machinewith 4 processors, of type Intel(R)Core(TM) i7CPU
920 with 2.67Hz and 2Gb of memory per core. As it can be
seen in Figure 4 the speed up is almost linearwith the number
of cores.

At the end we show how the temperature vanishes to
300K for a starting gradient temperature condition. �e
box is split in seven zones; temperature is being increased
symmetrically from 310K (the �rst and the last zone) to a pick
of 340K (the middle zone); see Figure 5.

We performed the simulations for 1 processor (serial
case), 2, and 4 processors. �e measured temperature per
each zone is within the normal statistical error for each case
(see Figure 6).

4. Conclusions

�epurpose of this paper is to present theMPI parallelization
of a new molecular dynamics algorithm DPD-B that resulted
from the combination of a dissipative particle dynamics
(DPD) algorithm and Berendsen (B) thermostat. It should be
taken into account that molecular dynamics simulations are
time consuming. In some cases the running time varies from
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Figure 4: Speed-up function of a number of processors.

days to weeks and even months. �erefore, parallelization is
one solution for reducing the execution time.

�e paper describes the new algorithm, the main char-
acteristics of the MPI parallelization of the new algorithms,
and simulations performances. �e work was done through
research collaboration between Molecular Dynamics Group,
University of Groningen, one of thewell-known groups in the
MD domain and researchers from Politehnica University of
Bucharest.�e parallelization was done in Gromacs [3, 4], an
open-source so�ware from this domain, used worldwide in
universities and companies.

Several innovative elements related to the algorithm
implementation are reported in the paper. A �rst innovative
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gradient is let to vanish to 300K, for 1, 2, and 4 processors. All
temperatures are within statistical errors.

element is the use of a random selection of one neighbor
per particle for the DPD component. �e selection can be
made at random, but it can also be based on a distance-
weighted probability, for example, proportional to 1−#��/#
. It
should be noted that traditionally [11] DPD algorithms use all
neighbors (in a given radius) of a particle. In our case just one
neighbor is selected.�is, as the results section shows, results
in a signi�cant e�ciency improvement, till 5 timesmore than
traditional algorithms from the literature.

Another innovative element that is introduced for the
parallelization of the DPD-B algorithm is the fact that
neighbor-particle list is restricted to the particles that are
computed by one processor. We show in the results part that
this choice preserves system properties.�e fact that particles
are selected at random from the neighbor particles assigned
to a processor makes no need to extra communication
messages, thus reducing the overall computation complexity.

When looking on how the temperature vanishes for a
starting temperature gradient condition, it can be observed

that the measured temperature is within statistical errors for
the cases of 1, 2, and 4 processors.

As future work we intend to implement more new DPD
algorithms.
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