A Passivity-Based Framework for Resilient Cyber Physical &yst

Nicholas Kottenstette, Gabor Karsai, Janos Sztipandvits
*ISIS/Vanderbilt University

NOTICE: this is the author’s version of a work that was acceptd®], [9] ) to demonstrate how a passive physical system (in
for publication in the2™ International Symposium on Resilientywhich its dynamics are described by ordinary differentepia

Control Systems August 11-13, 2009 in Idaho Falls, Idaho (ISR ; S la. _ ;
2009). Changes resulting from the publishing process, such as g%”s) can be interconnected to multiple-redundant-passi

or. . S o
review, editing, corrections, structural formatting, and other quali !gltal controller;_whlle maintainingl;'-stability. We shall
control mechanisms may not be reflected in this document. Chan§bgcuss the conditions for the type of non-redundant céatso
may have been made to this work since it was submitted farhich can be tolerated if no detection scheme is used. In

publication. addition we demonstrate how potentially-destabilizingi-no

Abstract—Resilient control systems play a special role in the area yqqyndant controllers can be removed from the network when
of cyber-physical systems, where the design must address thed tecti f th dundant troll

question how complex dynamic plants are to be controlled safely etec '9” ofthe npn-re undan ,CO” ro e_r occu.rs.
and reliably when a control system is under a cyber attack. In  Section II-A reviews wave variables with which the power

this paper we describe a control theoretical framework based on junction interacts with. Section II-B reviews the passieens

the concept of passivity for designing a control network which pler and passive hold, which allow a continuous time plant

can folerate, for instance, denial-of-service attacks on netwss , pa jnterconnected to a digital control network. Sectie6 |

used in the closed loop. In particular, we demonstrate how the . trod th ilient uncti th . it

resilient power junction structure could be applied, and provide In ro, uces the resi '_en power Junc ion (the ma'n Co_r.]

simulated results. to this paper). Section II-D provides the main stabilityules
which shows that.3*-stability can be maintained in spite of

|. INTRODUCTION non-redundant controllers being introduced to the network

The design of resilient control systems necessitates nowgiction Il provides simulated results when various types
developments at the intersection of computer science and cg' Non-redundant controllers are connected to the network.
trol theory. The control of complex dynamic systems is a welP€ction IV provides conclusions for this paper.
studied area, but much less is known about how to implem_ent Il. RESILIENT CONTROL ARCHITECTURE
such control systems that are able to tolerate shortcomings ) . . , ,
of non-ideal software and network-based implementatiat pl Fig. 1 depicts a resilient digital control network which mai
forms. Additionally, not only implementation side-effedtave tains L' -stability, even when non-redundant controllers could
to be mitigated, but also potential issues related to sgeurP€ Potentially introduced into the network. In particular,
of the control system. For instance, if a network used fgdundant passive digital controllers (deno@q : fi — eq
the control loop is under a denial-of-service attack, wé sti € 11---,m}) andmc—m non-redundant digital controllers
need to maintain the quality of control for the plant. If thé € {m+1,...,mc} are interconnected to @silient power
controller itself is compromised, we need to detach it fror#"lm,cuon (denoted by the symdeJ ) in Qrder to provide
a plant and an alternative controller must be brought ofgliable control f_or a _smgle continuous time _p_lant (dedote
line. In this paper we describe a control-theoretical fraomtx  C'on © €pn — fon I Which n = mc + 1). The resilient power
based onpassivityprinciples. Passivity-based controllers ard!NCtion can be operated in a manner in which it does not
ideally suited for high-confidence control systems thateha@*PliCitly detect non-redundant controllers or it can aper
infinite gain margins, thus possess a great deal of robustn&s & more-restricted environment m_whlch it enfqrces that
to uncertainty. only redundant controllers can modify the behavior of the

Passivity is a mathematical property of the controller inplant. In t_he more-restrictive mode, non-redundant cdllelm_
plementation, and could be realized in different ways. THS'a!l be isolated from the network so as not to potentially
approach described here applies to a large family of phb/sigfstablhze the rest of the netvyork. In regards to notatios,
systems which can be described by both linear and ncfn’?—fer .the reader to (15), th_e final f_orm of (_15)’ _aIIovx{s us to
linear system models [1]-[3], including systems which Caﬂmphfy numerous expresg;pnT which require e'thﬁr |'raégr
be described by cascades of passive systems such as qaaaélmmbatlons. Mﬁre Speci '_C?DI(W’W?? reqesentstﬁe inner-
rotor aircraft [4]. Furthermore, the theory can be applief?]ro Uﬁt _etweentde two \f/arla gi“’é_X_N_(X = NT;)
to networked control design [5], [6] including over wireshest, en t_e Inner-pro uc_:t reters to the |screte—.t|me (Cavalrs-
networks [7] time) inner-product, in addition the respective squared-tw

: 2 _ g 2 _

For this paper we shall focus on the use of a structure callB@M ez = Timx—oo [|(u)x|lz = (v, u)x.

the resilient power junctior( a special type of power junction o \wave Variables

OContract/grant sponsor (number): NSF (NSF-CCF-0820088) Networks of apassiveplan_t and controller are typically in-
Contract/grant sponsor (number): Air Force (FA9550-06314). terconnected usingower variablesPower variablesdenoted
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Fig. 1. An L3*-stable resilienpower junctioncontrol network.

by aneffort andflow pair (e.,f.), product is power. They are (2) respectively satisfy the following equality:
typically used to show the exchange of energy between two 1
systems usindpond graphg10], [11]. However, wherpower §(Ugn(t)upn(t) — Vgn(E)vpn (1)) = fon(t)eaen(t)  (5)

variables are subject to delays the communication channel iarl q Vel ) he followi |
ceases to beassivewhich can lead to instabilities. Using >Milarly, (3) and (4) respectively satisfy the followingueal-

a bilinear-transform, the power variables can be transrﬁnlrmity Viedl,...,me}:
into wave-variables [12], [13]. 1 , . . . . ,
e Sl g (i) — (g (i)) = flydes(@).  (6)
upn(t) = ﬁ(bfpn(ﬂ + gen(t)) @ Denotel € R™:*™= as the identity matrix. When imple-
1 menting the wave variable transformation the continuome ti
vpn(t) = ﬁ(bfpn(t) — €den(t)) @) plant “outputs”(upn (%), eden(t)) are related to the correspond-
ing “inputs” (vpn(t), fon(t)) as follows (Fig. 1):
: 1 , N Upn (1) —I V20 [vpn(t)
(1) = —=(bfupi (i) — eq(7)), j € {1,...,mc 3 pn = pn
1}](7) \/%( fdPJ(Z) €J(7)) J { m } ( ) |:€dcn(t):| |:—\/%I b[ fpn(t) (7)
1
ucj(i) = ﬁ(bfdpj (1) + eapj(2)) (4) Next, the discrete time controller “outputgi (i), fapj(7)) are
related to the corresponding “inputélic;(4), e (¢)) as follows
The wave variable:,,, described by (1), can be thought of agFig. 1):
the sensor output for plakt,,. Analogously the wave variable 5
vj, described by (3), can be thought of as each actuator output vg(d) | I *\/%I ug (1 )
for each controllerGy;, j € {1,...,m.}. The symboli € fapi(i)] \/%I ~1r 10

{0,1,...} depicts discrete time for the controllers, and the
symbolt € R denotes continuous time and the two are related Thepower junctionindicated in Fig. 1 by the symb#&J has
to the sample and hold timé&() such thatt = i7,. (1) and waves entering and leaving the power junction as indicayed b



the arrows. Waves leaving the controllets and entering the {1,...,m,}) of the discrete-time-sampled waug, (i) € R

power junctiony; in whichj € {1,..., m.} have the following (denotedu,, (i)) is determined from the respectivé® com-

relationship ponent of the continuous-time wavg,,(t) € R™ (denoted
vj (1) = v (2 — p;(3)) upn, (t)) usingPS, as follows:

control wave from ’controllef* to the power junction. Next,
the input wave to the plant,, is a delayed version of the

outgoing wave from th@ower junctionv, such that and the continuous-time wave,,(t) € R™+ is determined
from the discrete-time wave,,(i) € R+ in terms of each of

Upn (1) = vn (2 — pn(i)) their respectivd®® components usin®H, as follows:
in which p,(7) denotes the discrete time delay in transmitting 1
the outgoing wave to 'plani-. Fig. 1 depicts fixed time delays Vo (£) = \/7*5
using the z-transform (i.e.”P»). Next, the outgoing wave from Using a PS and PH such as theeraging passive sampler and
the plantu,, is related to the wave entering the power junctiofs|q we can now relate continuous time variables to discrete
uy as follows: time wave variables associated with plad,. Substituting
un(%) = upn(i = ¢n(2)) (5) into (9) results in the following inequality for the plan
in which ¢, (i) denotes the discrete time delay in transmitting .~ N-1
the wave from ’plant’ to the power junction. Last, the input / fpn( )eden(t) > Z (ugn(i)upn(i) - vgn(i)vpn(i)).
wave to the controller,; is a delayed version of the outgoing ”° i=0 (12)

wave from thepower junctionu;, j € {1,..., such that L .
P J U me} If we assume that the networking time delays of the transmis-
uej (i) = uj(t — ¢i(4)), j € {1,...,m} sion and reception of the wave variables satisfy Propositio
ésee Appendix A) then the following inequalities hold:

in which p;(:) denotes the time delay in transmitting the iTs
Upn, (7 / e P”l t)dt sgn(/( Upn, (t)dt) (10)

i—1)Ts

pn, (i), t € [iTy, (i + 1)T5). (11)

in which ¢;(7) denotes the discrete time delay in transmittin
the wave from the power junction to 'controllgrithe delays I (wpn) N3 = || (vpn) N3 >l (un) I3 = [[(vn) N3 (13)

are denoted as™ in Fig. 1) 1) 13 = () 15 =l (ug) w5 = () ll2 - (14)

B. Passive Sampler and Passive Hold This leads us to the following corollary which relates (12)

In [14] it is shown how a passive sampler (PS) a passive hdRl the corresponding pair of waves entering and leaving the
(PH) in conjunction with anner-product equivalent sampler POWer junction(u, (2), vn(i)).
(IPES and zero-order-holdZOH) can be used to achieve a Corollary 1: The continuous time plant-(flow f,,(¢) and
Li-stable system consisting of (a) passive robot(s) and @ffort e (t)) pair depicted in Fig. 1 is related to their respec-
digital controller(s). The PS and PH framework, unlike othdive pair of waves entering and leaving tipewer junction
data-reduction techniques used in telepresence systess [{un(i), va(7)) such that
does not require the user to take digital waves and convert

NT, N-1

them back to a continuous-time signal to be connected to / fpn €den (t Z — o] (i)va(i))
a continuous-time controller. As can be seen in Fig. 1 we 0 i=
Phavi;égnectded the P(? aﬂd|§;o£ E:antkfv?ile Cor?necting (fon(t), eden () v, 2| (un (D) 113 — [[(vn (@) w113

e and zero-order-ho ock to each passive eden > (un ~ (v, 15
digital controllerGq;, j € {1,...,m} in order to relate(i) _ {oms€gen) vz, Zl|(un)v ]2 = [l (en) v 2 _ (13)
to 7j(t) andeg(i) to eq(t) in a passivity preserving manner.is §at|sf|ed if the wave _varlable cqmmunlca_tl_on time-delays
Therefore we recall the following set of definitions: satisfy any of the conditions listed in Proposition 1.

Definition 1: The passive sampler denote®lS,) and the Since T is typically not an integer, we will typically drop
corresponding passive hold denotg@H() must be imple- thei or ¢ symbol and useV to refer to extended discrete-

mented such that the following inequality is satisfiedl > 0: time /5* norms andNT to refer to extended.;' norms. In
an analogous manner we can relate the control effort and flow

/NTD (ugn(t)upn(t) B u;n(t)vpn(t))dt_ variables(eg(i), fap;(i)) to the power junc_tic_)n wave variables
0 (uj(i),v(4)) Vj € {1,...,mc} for the m.-digital controllers.
N-1 Corollary 2: All m. discrete time controller (flowgyy;(¢)
D (g (1)tpn (i) — vga(D)vpn(i)) = 0. (9 and efforts ej(i)) pairs depicted in Fig. 1 are related to
=0 their respective pair of waves leaving and entering gheer
One way to implement the PS and PH is to useaheraging junction (u;(i), vj(¢)) such thatvj € {1,..., m}
paseive sampler and hold 1w~ vl > feq i (16)

Definition 2: Theaveraging passive sampldenoted PS,,)
and the correspondingveraging passive holdenoted PH,) is satisfied if the wave variable communication time-delays
is implemented such that for eadl® component [ € satisfy any of the conditions listed in Proposition 1.



A properly implemented power junction will always satisfy ii) the temporal order in which non-redundant controllems a

the following inequality [8]: detected will be such that
UIU«n _ UnTUn > Z(UJTUJ _ UJ-T’UJ') ch—detect < N(mcfl)fdetect << N(m+1)7detect-
=1 (17) Definition 3: Given Assumption 1, the resilient power junc-

N i tion is implemented as follows:
U u
! i) initialize: i = 0, m(i) = m, ¥j € {1,...,m} Ej(i) =0

m-+1
. J i) computei (7),
Which leads us to the following lemma. o 1
Lemma 1:The m. discrete time controller (flows/y;(7) i (1) = Tl (19)
and effortse(i)) pairsj € {1,...,m.} are related to the

continuous time plant (flowf,,(t) and effort egcy(t)) pair i) N =i+ 1, computevj € {1,...,m}
depicted in Fig. 1 as follows -
P ’ B{(N) = [l )1 1B — 1oy 13

(Fonlt), ccen)nr, =3 (e fapi) v (@ (i (0) — v (1)u(0))
i=1 = Bi(N = 1) + (a7 (1)a (i) — v (i)vy(2))
>N e fadn + Y {eq fapdn. V) M(N) = (i) _
=1 j=mt1 v) Ifin addition Assumption 2 holds thefi(N) = max j €
(18) {2,...,m(i)} in which Ej(N) = E1(N).
vi) Vj e {m(N) +1,...,mc} uj(i) = v;(i)
vii) let m = m(N) computeu; (i) using the right hand side
of (19) andvj € {1,...,m(N)} setu;(i) = uy(z), and
compute

Ei(N) = Ej(N = 1) + (u (d)u (i) — vf (1)v;(2)).

if the wave variable communication time-delays satisfy aﬁy
the conditions listed in Proposition 1.
The proof for Lemma 1 is in Appendix A-Al.
C. The Resilient Power Junction
The resilient power junction is a special type of power

junction which satisfies the following: viii) set m = m(N) and computev,(i) by using the resilient
i) the general definition for the power junction [8, Defini-  power junction equation (20)
tion 1], in particular inequality (17) is satisfied P
ii) may be implemented taletectnon-redundant controllers Sf, — | 2}:1 Ui
during run-time, andsolate non-redundant controllers by ij:l i, |
Slmply Settinguj—detect(i) = Uj—detect(i) Vi > ]Vj—detect

in which .Nj_detect indicates f[he poinf[ in time_\_/vhen vn (i) = Sf,sgn( i”
controllery — detect’s vj_detect (i) # v1(i). In addition, ! —
the isolated non-redundant controllers will no longer add ”
to the calculation ofy,. ixX) i = N repeat ii)-viii)

For simplicity of discussion we consider two scenarios. &ind Lemma 2: The resilient power junction has the following

the first scenario the resilient power junction is implensent properties:

under the assumption that afi.-controllers are redundant. i) it satisfies [8, Definition 1] for the power junction as a

The second scenario provides conditions for the resilientp result:

junction to detect a non-redundant controller and isolate i

from the network. - 2
. . Un)N |2 — || (vn) N Uj) N V)N
Assumption 1: i) there arem. — m non-redundant con- Il = 1€ Iz z:: Il = nl2)
trollers with indexe§ € {m+1,...,m.} andm > 1
) pa§§iye gontrollers wit_h indexgse {1,..._,m}, + Z (1) w |12 = [ ()M 113)
i) at initial time ¢ = 0, m is unknown andm, is known, j=m+1

i) all power junction waves are vectors such that vn, u;,
€ R™: and thel™ component( € {1,...,m}) of

each wave is denoted,,, . .., v;, respectively,

iv) wave variable communication time-delays satisfy any of
the conditions listed in Proposition 1.

Assumption 2: i) Assumption 1 holdsexceptall wave-

variable communication time-delays and data-dropouts m

between the power junction and the controllers are iden-  [|(un)n 13—l (va) N3 Z () wll5=[l(5) n[I5) (21)

tical, =1

i) in addition, when Assumption 2 holds and after the
final non-redundant controller has been detected at time
N(m+1)—detect @nd the corresponding finite-energy offset
which will remain constant for alV N > N(im41)—detect

is assumed to equal zero, then (21) holds.



D. L7*-Stable Network Corollary 4: For the network controlled system depicted in
In order to showLy" stability of our digital control network Fig. 1, the resilient power junction (Definition 3) is usedian

depicted in Fig. 1 we need to relat§ € {1,...,m} the Assumption 2 is satisfied, then fa¥ > N(mi1)—detect the

discrete-time reference and effort variables associatiéi weombined system in regards to the passive pfagt, and the

each passive digital controlle®; (denoted by the respectiverémainingm passive controllerss; vj {1,...,m}is:
tuple (r¢(4), e¢j(4))) to a continuous-time reference and effort |. L3'-stableif the plant Gy, (epn(t)) and all passive con-
variable counterpart which we denote by the respectiveetupl  trollers G¢; Vj € {1,...,m} arestrictly-output passive

(r¢(t), e¢(t)). In order to make this comparison we used thell. passiveif the plantG, (epn(t)) is passive

inner-product equivalent samplgdenotedIPES; in Fig. 1)

and a zero-order-hold (denot&®DH; in Fig. 1). We will refer . ) . .

to the pair of these devices as tier-product equivalent I this section we shall control a singlstrictly-output

sample and holdIPESH. passivecontinuous time plant witt8 strictly-output passive
Definition 4: [14], [16] The m-inner-product equivalent 'PID’-digital controllers, and1 system destabilizing-digital

sample and hold depicted in Fig. 1 by the pair of respectivecontroller if it is not properly detected and isolated. Thenp

symbols (PES;,ZOH;) j € {1,...,m} in which the inputs IS described by the following equation:

are denoted by the paifr(t),e.q;(¢)) and the outputs Eon 2

are denoted by the paifrcs;j(i), ej(t)). The inner-product Gpn(s) = S+won S+5

equivalent sample(lPES is implemented by sampling;(¢)

at a rate ) such thatv’NV > 0:

Il. SIMULATIONS

The strictly-output passivéPID’-digital controllers are of the
following form:

ﬂszraﬂwmﬁmzxw+nﬁwwmn»(ﬂ) Gro(2) = kp + Gi(2) + Go(2)

The ZOH is implemented as follows: in which kp > 0 is the proportional termG(z) is the
_ . . _ 'integral’ term which is synthesized by applying thRESH-

c(t) = eanj(i), t € [iTs, (i + 1)T5) (23)  {ransform[9, Definition 4] to the following continuous-time
Corollary 3: Using thelPESH (Definition 4) we have that 'integrator’ model (N.B. this is an integrator with finitei,
such as seen when using a lag-compensator, in whish0

(€ 7ei) T, = {echj; Tesj)v holds. 24 can be arbitrarily small in order to satisfy ostrictly-output
In addition, using th&ZOH results in passivecondition on the controller)
[(e))n. |5 = Tsll(ecr) v |13 holds. (25) Gi(s) = Fi

: , . : + ek’
Finally Fig. 1 possesses some scalar scaling gains R* o e

to account for the using the power-junction, PS and PH aimilarly, Gp(z) is the ‘derivative’ term which is synthesized

the IPESH such that for allj € {1,...,m}: by applying thdPESH-transfornto the following continuous-
. , time ‘derivative’ model
ch(l) = - ksﬂ'ch (Z) (26) %S +1
_ 1 _ Gp(s) = kp—F—.
eci(i) = = can(i) (27) ols) =077
S)

Note thatN > 1, is typically chosen to be around). With
our nominal plant given, we use the following loop-shaping
(€cjs Tej) N =(€cHjs Tesj) N = (eg,rg)nT,  (28) formulas to select the control gains in terms of the nyquist

Applying Corollary 3, (26), and (27) results in

. T
lea)wIB = llcapvlB=  mrylleqinn, 3. (29) TN mavisr = £
s o k'P o alwnyquist + Wpn kl o O[1Wnyquist(Wnyquist + wpn)
Theorem 1:For the network controlled system depicted in 3 Kpn ’ 3 Kpn
Fig. 1, the resilient power junction (Definition 3) is useddan kp = a} 2 Wnyquist + Wen
Assumption 1 is satisfied, then the combined system in regard 31+ N Kpn
to the plantG,,, and redundant and non-redundant controllegsther relevant parameters to the simulationtare?2, T, = .1,
Gy Vie{l,...,m}: o« =1, e =.001, N = 10. The unstable controller consisted
l. is Ly'-stableif the plantG . (epn(t)) and all controllers of the discrete-time version of theegative 'PID-digital
Gg Vje{1,...,m.} arestrictly-output passive controller with the integrator replaced withreeintegrators.
Il. passiveif the plant G, (epn(t)) and all controllersGy; Fig. 2 shows the nominal system response when all con-
Vje{l,...,m.} arepassive trollers are redundant, as we can see, the controller is able

The proof of Theorem 1 is in Appendix A-A2. From Lemma 20 reject periodic step-like disturbances. Fig. 3 shows the
(21) is satisfied, therefore from Theorem 1 we can state th#ect when one of the controllers is corrupted in a passive
following corollary. manner and looses its integrator-term, when controllessdo
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. . . Fig. 5. Unstable system response when usingrésdient power junction
the proportional-term the overall degradation in perfamo@ ynder Assumption 1 and introducing a highly unstable (and-passive)
is barely noticeable. Fig. 4 shows that intermittent deafal digital-controller to the network.
service attacks lead to a graceful degradation and recmfery
performance as a single controller is being attacked on the
network. We should note that the denial of service attack
can also be thought of as a single controller setting i
integral, proportional term and derivative term to zer@.F5
shows that in a very short period of time, the introductio
of the destabilizing controller with non-redundant-cotier-
detection disabled, system instability will occur. Fig &lin 05
cates that when non-redundant-controller-detection &blexl
the destabilizing-controller is isolated from the rest bét
network and not only is stability preserved, but disturlemnc

15

0

RCRACEARC)

. . . -05
from r,,(¢) are still eliminated.
V. CONCLUSIONS -
In this paper we have described how a general techniq s ‘ L L A A
passivity, and a particular controller structure invotyithe S < R
resilient power junction can be used. The resilient power

junction operating under Assumption 1 when interconnected. 6. Stable system response when usingéséient power junctiorunder
to m.—redundant controllers and a single plant will alway4ssumption 2.
perform well under both denial-of-service attacks on irdiial



controllers and degrade gracefully as additiostalctly-output F —
passive'corrupted’ digital controllers are introduced into the v(i) z
network. However, when introducing a highly-unstable con- |
troller into the network great care must be taken in order |
to identify and isolate the digital controller. Assumptidn
had to be made quite a bit-stricter in order to isolate these z
unstable controllers, in particular the time-delays anth-da ud(z’) _— u(l)
dropouts needed to be identical when transmitting comtroll
wave variables to and from the power-junction. This can be Fig. 7. Generalized wave variable delay figure.
fairly easily satisfied on a real-time-operating systemrbate
difficult over a network. We did provide the important result[14] K K cos. 3. Hall. 3. St P Anteaki
H H . Kottenstette, X. Koutsoukos, J. Hall, J. Sztipansyvan . Antsaklis,
B e s honed ey et o A St S s e o
-Varying DelaysReal-Time Systems Symposium,
uninterrupted performance. 2008 pp. 15-24, 2008.
The theoretical framework presented gives a tool to td] S. Hirche and M. Buss, “Transparent Data Reduction irtwieked
. o L Telepresence and Teleaction Systems. Part Il: Time-Delaysdnd@i-
control engineer for bwldmg d'g|ta| control systems tican nication,” Presence: Teleoperators and Virtual Environmentsl. 16,
survive, and even 'operate through’ attacks, while maiiaj no. 5, pp. 532-542, 2007.

the quality of control. Naturally there are critical p(ﬂnt [16] N. Kottenstette and P. Antsaklis, “Stable digital aohtnetworks for
in the implementation (e the ' realization of the restlien continuous passive plants subject to delays and data dimpBecision
' Imp ion (e.g. 1Zzat I and Control, 2007 46th IEEE Conference, gup. 4433-4440, 2007.

power junction) that needs to be created with great cafgz] N. Chopra, P. Berestesky, and M. Spong, “Bilateral dpkration over
In any case, passivity—based approaches to controllegmiesi unreliable communication networks/EEE Transactions on Control

id ising direction for designi trolleratth Systems Technologyol. 16, no. 2, pp. 304-313, 2008.
provice a promising direction tor aesigning controllieratiare [18] S. Stramigioli, C. Secchi, A. J. van der Schaft, and C. t&zai,

significantly more robust than other techniques. As illasd, “Sampled data systems passivity and discrete port-hamiliayistems,”

mathematical proofs exist for their properties, and theyldto IEEE Transactions on Roboticsol. 21, no. 4, pp. 574 — 587, 2005.
. . . . . [Online]. Available: http://dx.doi.org/10.1109/TRO @4.842330

be widely applied to linear and non-linear systems alike.
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or equivalently 2) Theorem 1: ProofWe recall from Lemma 1 that
if any of the conditions listed in Proposition 1 are met for

i e the wave variable communication time-delay§) = cn (i) =
T T - - &n -
2w Duli) —ukual@) + ) v~ (eald) 20 g 5) i) = p, (3) = d, (i) that
to be satisfied for allV > 0 is that both {fons eden)NT, 2 D _(eqis fapidn (32)
N-1 j=1
Z w (D)u(i) —u' (i — dy(i)u(i — dy(i)) >0 and holds for all NV > 1. We recall, that thestrictly-output passive
i=0 plant satisfies
N-1 2
vT(i)U(i) — UT(i —dy(i))v(i — dy(i)) >0 (fons €on) N, = €pnl|(fon) N7 112 — Bon (33)
=0 while each strictly-output passive controller for j €
are satisfied for allV > 0. Therefore: {1,...,mc} satisfies (34).
. if delays are fixed d, (i) = dy, d, (i) = d,,) then (30) is (e f)N > €l (e w13 — Be; (34)

always satisfied, . . . . .
Il. if the delays are such that data is always droppelg addition, we can substitute (29) into (34) which yields

(du(i) = dy(i) = (i + 1)) then (30) is always satisfied, (eq, fo)n > %H(ecj)z\m 13 — By (35)
lll. if the delays are switched arbitrarily between a consta s
delay or a drop-out delayd( (i) € {d., (i + 1)} and Substituting,eqecn = 7pn — €pn aNd fapj = f¢j — ¢ iNto (32)
(dy(i) € {(i+1),d,})) then (30) is always satisfied, yields
IV. if the delays are such that no duplicate wave- me
transmissions are processed then (30) is always satis- (fon, Ton — €pn) NT, Z €cj, f§ — Te) N
fied, more precisely if we denote the set of received j=1
indexes up to timeN — 1 for uy and vy as D, =
{0 —d,(0),1 —d,(1),...,(N—=1) —dy(N —1)} and
D, = {0 - dv(o)v 1- dv(l)v s (N - 1) - dv(N - 1)}
respectively and

which can be rewritten as

<fpn77"pn>NTs + Z<6cjvrcj>N >

=1
« each index € {0,1,...,N — 1} appears irD,, no me
more than once and (fonr€pn)NT, + D _{eq, fei)n (36)
« each index € {0,1,..., N — 1} appears irD, no =1
more than once. so that we can then substitute (33), (35), and (28) into (86) t
An example of a delay which violates this final conditioryield
is whend,, (i) =4 in which D, = {0,0,...,0} and the me
index 0 appearsN times. (fors Tpn) NT. + Z(ecj,rcjmn >
TCP/IP is a transmission protocol which will satisfy (30) J !
however the UDP protocol could replicate packets and \éolat ll(fon) 37)
(30). Applications which choose to use UDP can be easily pr)

modified to satisfy Propositions 1-IV.
in which € = min(epy, ijcz) j€E {1 .,mc} and g = Bon +

A. Additional Proofs Z 1 Bej- Thus (37) satisfies [8, Def|n|t|on 4-jii)] fostrictly-
] ] . . output passivityin which the input is the row vector of all
tlh) Lemm?tl._ d ‘Proo(f).SlummmNg the ?}Oth §|des of (17)controller and plant inputfci, ..., rem., 7pn), and the output
with respect to index € {0,1,..., N} we have: is the row vector of all controller and plant outpyés, . . .,
m €cmes fon]- When we let,, = ¢; = 0 we see that all the plants
| (un) N |13 = || (va) |3 Z () w13 = | () [13) and controllers argassive therefore the system depicted in

Fig. 1 ispassive ]

+ Z (1) w113 = ) ll3),

j=m+1
(31)

take the left-hand-side (LHS) of (15) into the LHS of (31),
likewise substitute the right-hand-side (RHS) of (16) itie
RHS of (31) which yields (18). [ ]



