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Abstract—In this paper, we present a novel robotic assistant ded-
icated to medical interventions under computed tomography scan
guidance. This compact and lightweight patient-mounted robot is
designed so as to fulfill the requirements of most interventional
radiology procedures. It is built from an original 5 DOF parallel
structure with a semispherical workspace, particularly well suited
to CT-scan interventional procedures. The specifications, the de-
sign, and the choice of compatible technological solutions are de-
tailed. A preclinical evaluation is presented, with the registration
of the robot in the CT-scan.

Index Terms—Interventional radiology, medical robotics.

I. INTRODUCTION

M
EDICAL robotics applications recently opened a new

field of investigation in robotic manipulation. Whereas

first-generation medical robots were mostly industrial robots

adapted to the medical field, new-generation systems are dedi-

cated mechatronic devices. These systems are like smart surgi-

cal instruments able to perform a particular medical task with

some guidance and with a noticeable improvement with respect

to the manual procedure. Though these systems can still be

considered as robots, they are completely different from stan-

dard industrial manipulators. Actually, they are characterized

by compactness, lightness, good force/weight ratio, safety, and

sterilizability. Design, driving, planning, and control problems

resulting from these constraints can be considered as original

and generic. In this paper, these robotic issues are analyzed

through the development of a robotic platform compatible with

computed tomography (CT) imaging.

Major breakthroughs in medical robotics have been achieved

by robotic systems that use medical imaging to execute a given

task [1]. CT-scan imaging is commonly used for manual percu-

taneous procedures, in the context of interventional radiology,

for the treatment of chest or abdominal diseases [2]. Such mini-

mally invasive treatments are less painful than open surgery and
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have many benefits: shorter operation duration, access to almost

any organ, reduced trauma for the patient. These procedures

consist in inserting a needle into the body of a patient in order to

reach a target organ. Thanks to the CT-scan guidance, the radi-

ologist can track the needle tip position. The major drawbacks

of these procedures are the risk for the radiologist of excessive

exposure to X-rays radiations and the lack of an accurate and

real-time guidance system.

The concept of CT or MRI-guided needle insertions is not

new. To our knowledge, Kwoh et al. [3] initiated the first work

on stereotactic CT-scan guided surgery. Since then, the PAKY-

RCM system [4], [5], initially devoted to kidney interventions,

proved its efficiency in the operating room [6]. Computer-aided

needle insertions were also used in clinical cases in other do-

mains than abdominal surgery, e.g., neurosurgery [7] and with

other imaging modalities, like ultrasound [8] or MRI [9]–[11].

Usually, robotic arms dedicated to interventional radiology are

designed for safety reasons as reconfigurable passive guides.

Systems such as the RoboPoint [12] or the B-Rob I [13] use

active joints to position the instrument, but the insertion is per-

formed manually by the physician. This approach, also found

in commercial products like the Armstrong Pathfinder or the

Innomotion [14], gives accurate results [15].

Still, a major difficulty in percutaneous treatments is due to the

fact that the abdominal region moves with respect to the opera-

tion table when the patient breathes or accidentally coughs. The

concept of a robotic system put on the patient’s body has been

proposed in [8], [16]–[20], as a passive and simple solution to

physiological motion compensation. In fact, such a system does

not actively compensate for breathing motions. However, as it

moves with the patient body, breathing motions are no longer a

problem. But, since the internal organs are usually moving in a

quite different way, the compensation is only partial. There are

two possible ways to overcome this problem: 1) the physiolog-

ical motion of the target organ is compensated with an active

method and 2) the needle is inserted and released during apnea

phases. The first approach could be implemented with a visual

servoing scheme requiring the scanner to be switched to the flu-

oroscopic mode. Yet, radiologists generally consider that long

radiation exposures in fluoroscopic mode have to be avoided as

much as possible. Therefore, in the approach presented in this

paper, it is assumed that the needle is inserted during an apnea

phase and then released.

Another major difficulty is to cope with the strict medical

constraints of the needle insertion procedure: patient safety, CT-

scan compatibility, sterilizability, compactness, lightness, full

positioning, and orientation of the needle in space, registration.

0018-9294/$25.00 © 2008 IEEE
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TABLE I
CT-BOT SPECIFICATIONS

To our knowledge, no patient-mounted platform has yet been

designed in order to fulfill all these requirements. This is the

contribution of the presented system, which is called CT-Bot.

The outline of the paper follows the design procedure. Section II

presents the specifications. The patient-mounted structure is de-

rived from a task point of view and the prototype is presented in

Section III. Section IV develops the technological issues. The

registration of the robotic system is explained in Section V.

Section VI consists of three experimental assessments of the

CT-Bot. Finally, the CT-Bot key features are summarized, and

possible further developments are discussed.

II. SYSTEM SPECIFICATIONS

The development of a robotic system for the operating room

is dependent on several constraints. As detailed in [21], no par-

ticular methodology is needed to build a safe device, since no

methodology will render safe an inherently unsafe device. How-

ever, engineers must make safety their top priority. A good sum-

mary of engineering guidelines for safe mechanical, electrical,

or computer software design is proposed in [22]. Of course, in

this paper, we set safety and CT-scan compatibility as the top

priority goals. Additionally, we stated a list of specifications

that meet the demanding requirements of interventional radiol-

ogy procedures. Table I summarizes these specifications, each

being the result of a given constraint.

III. DESIGN

A. Kinematics

From a kinematic viewpoint, the typical task to be achieved

by the robotic assistant is to position and rotate a line support-

ing the principal axis of a surgical instrument such as a needle.

Therefore, this specification can be fulfilled by a 5 DOF me-

chanical structure. Current solutions do not meet the required

rigidity, orientation range, and compactness specifications. Par-

allel structures are rigid, compact, and characterized by a good

absolute accuracy. However, they have a restricted workspace

and a limited orientation range. On the other hand, serial ma-

nipulators exhibit a larger workspace, but are not compact and

less rigid. Finally, parallel mechanisms are a better compromise

to meet the specifications presented in Section II. Indeed, the

system has to be built with some nonmetallic materials to avoid

image artifacts. This yields greater flexibility in some linkages.

So, any serial nonmetallic structure that we considered appeared

neither compact, nor rigid enough to comply with the specifi-

cations. Since existing parallel structures do not fulfill all the

requirements either, a specific design has been made to obtain

a compact parallel structure with a larger than usual accessible

workspace and with a wide orientation range.

The number of parallel mechanisms with 5 DOF is fairly

small. Existing methods for the synthesis of such lower mobility

(i.e., with less than 6 DOF) parallel mechanisms have only been

used to find structurally symmetric parallel manipulators [24],

[25], which do not fit our application, especially regarding the

orientation range. Also, existing solutions often exhibit one or

several central legs, which leave no room for a needle driving

device. Finally, the topology synthesis of parallel manipulators

cannot be disconnected from the dimensional synthesis problem.

Therefore, we were brought to use simple planar and spatial

linkages to form a novel architecture maximizing the orientation

range.

The proposed robotic system is a parallel structure made of a

six-bar linkage associated to a four-bar linkage joined together

by a common platform, as pictured in Fig. 1.

The mechanism has 5 DOF: 3 DOF for the position and 2

DOF for the orientation. Three DOFs are imposed by the three

actuators of the six-bar linkage. The second linkage constrains

the remaining DOF of the first linkage thanks to two other

actuators. It results in a 2R3T parallel manipulator driven by five

actuators. The choice for the position of the motors results from

a tradeoff. Putting motors on the joints connected to the base is

not practical and may create collisions. Among the remaining

possibilities, the motors were placed as near as possible to the

base.

B. Modeling

This system has the noticeable property of having a complete

set of analytical kinematic models, which is not generally the

case for parallel mechanisms. The computation of the different

models will not be developed in this paper, but further details

can be found in [26]. To summarize, it turns out that multiple

analytic solutions exist, either for the inverse kinematics (height
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Fig. 1. (a) Kinematic structure of the system. (b) Six-bar linkage, legs 1 and
2. (c) Four-bar linkage, leg 3.

Fig. 2. Orientation range.

solutions) or for the forward kinematics (four solutions). The

Jacobian matrix can also be calculated, either numerically us-

ing the first-order derivatives of the kinematics or analytically,

which is more interesting for the analysis of singularities.

C. Prototype

From the proposed kinematic architecture, a physical system

was designed. The lengths of the platform legs were optimized

during the computer-aided design (CAD) procedure in order to

avoid self-collisions as much as possible. It is also important

to notice the particular arrangement of the legs that allows an

easy access to the needle and to the workspace, for instance,

to reach the intervention zone. The use of revolute joints rather

than linear prismatic joints, together with an adequate choice of

the legs length, allowed to build a compact platform with the

adequate orientation range, as illustrated in Fig. 2.

The prototype, represented in Fig. 3, weights less than 2.5
kg. Most of the parts are made of resin or polymeric powder

Fig. 3. CT-Bot prototype with a passive needle guide.

and have been obtained through rapid prototyping with a laser

sintering system or by stereolithography. However, the parts

that guarantee the system rigidity, particularly the robot links,

are made of metal (these parts do not cross the CT-scan plane).

Some improvements have been made at the interface between

the body and the robot base. First, a robot base support is at-

tached with straps on the patient body. To maximize the contact

surface between the robot and the patient, a special interface was

designed using a vacuum mattress. This mattress is filled with

tiny polystyrene balls and it can be shaped accordingly to the

surface of the patient’s body. When the air is pumped out, the

mattress becomes rigid and so ensures an optimal contact be-

tween the skin and the base of the robot. Furthermore, the robot

first body has an open ring shape that matches the complemen-

tary shape of the base, so that the robot can be mounted on the

base at different angular positions. This allows: 1) to choose

the system initial orientation, for instance, to adapt the initial

positioning to the workspace of the robot and 2) to remove or

place the robot very quickly without having to unstrap the base

from the patient.

IV. DRIVING, CONTROL, AND PLANNING

A. Driving System

1) Motors: Remember that a maximum force of 20 N might

be required for a wide range of percutaneous interventions. As

torques applied to the different joints depend on the exerted force

and on the robot configuration, the corresponding maximum

torque had to be determined, over the whole workspace. From

the robot Jacobian, it comes that the maximum required torque

for the most constrained joint is 2.5 N·m [27].

To comply with the specifications of safety, compactness,

and lightness, ultrasonic actuators were preferred. In addition to

their small size and high torque/weight ratio, ultrasonic motors

are characterized by a good magnetic compatibility, a very fast

response time, and also by a high holding torque that meets

our safety constraints: when powered off, the holding torque is

equal to the maximum torque. We chose the commercial Shinsei

USR-30 rotary type ultrasonic motors.

2) Gearbox: To obtain the required torques, the motors are

associated to 1/50 compact and backlash-free harmonic drive
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Fig. 4. Reachable workspace of the platform origin.

gears. Thus, the 0.05 N·m nominal torque of the Shinsei USR-

30 is converted to a 2.5 N·m torque at the output shaft. The

output shaft speed ranges from 0.063 to 0.586 rad/s, which is

quite sufficient for the application. With its specific housing,

each joint transmission fits in a 50 mm × 30 mm × 40 mm box,

which is very compact compared to other actuation technologies

with the same torque range.

3) Control: Ultrasonic motors are connected to a power am-

plifier for the control of their angular velocity with an analog

input. The velocity response of the motor with respect to this

control signal is nonlinear, mainly because of a dead zone. In-

deed, the velocity of the motor cannot go under a minimum

value, which is 3.1 rad/s for the Shinsei USR-30 (only 0.063
rad/s at the gearbox output). This means that, for very slow mo-

tions, the motors work in a stepping mode. The digital joint po-

sition control loop of each motor uses the angular measurement

feedback from an incremental encoder coupled to the motor

shaft. A high proportional gain is sufficient to tune the position

feedback loop, given the limited required dynamics. Indeed,

since the motor dynamics is exceptionally fast and with no os-

cillatory modes, it is possible to achieve a very good rise time

with no overshoot and almost no error, in spite of the dead

zone.

B. Workspace and Planning

CAD volumes were converted into polyhedral representa-

tions, in order to compute the reachable workspace of the sys-

tem. Thanks to the Opcode collision checking library [28], we

could build the robot workspace for a given sampling of the robot

configuration space, in order to determine the free configuration

space CSfree , i.e., the set of the system possible configurations

in which no self-collision occurs. Fig. 4 represents the accessi-

ble workspace for the origin of the platform frame. It appears

that CSfree is compact and does not exhibit isolated prohibited

zones. Additional illustrations of the accessible, the dextrous,

and the orientation constrained workspace of the CT-Bot can be

found in [27].

As CSfree is not convex, a collision-free path has to be com-

puted systematically in order to avoid selfcollisions. Since the

CT-Bot is a positioning platform, the fundamental requirement

is to be able to compute a collision-free path between two given

configurations of CSfree . The initial configuration is the cur-

rent configuration of the system, and the target configuration is

the desired configuration of the platform. It is computed from

the inverse kinematic model since the position and orientation

of the platform are defined by the task. Of course, the nearest

configuration is chosen from the set of solutions given by the

inverse kinematic model.

Then, a probabilistic path planning algorithm is used. It is

based on the construction of a probabilistic roadmap (PRM)

that is a graph that captures the topology of CSfree . CT-Bot

planning module implements the visibility-PRM method [29],

which allows to notably increase the performances of the basic

PRM algorithm. Once an initial collision-free path is obtained,

an optimization phase can be applied to smooth the initial path.

It typically consists in resampling and modifying the obtained

path so as to avoid discontinuities in the planned path.

C. Real-Time Control and Supervision Software

The control architecture is composed of the following.

1) A control PC based on a real-time Linux operating system

(RTAI). This PC, dedicated to the control of the motors,

is equipped with DAC/ADC cards and counter interfaces.

The control software is based on a generic open-source

control software developed in our laboratory. At the lowest

level, selfcollisions are continuously tested thanks to the

prebuilt CSfree grid. In this way, selfcollision avoidance

is not only planned but also redundantly checked.

2) A PC dedicated to the supervision of CT-scan guided in-

terventions with the CT-Bot. This machine is used as a

human–machine interface (HMI) to visualize the CT-scan

images and to communicate with the control PC through

a fast 9 Mb/s serial link. A DICOM1 client is used in the

same interface. It allows to simulate and visualize simul-

taneously CT-scan images [30], the robot configuration,

and the planned path.

This decoupled architecture offers a good solution to the prob-

lem of X-rays exposure: while the robot and its control unit are

in the CT-scan room, the medical staff can remotely supervise

the intervention behind a transparent protective screen, as rep-

resented in Fig. 5.

V. REGISTRATION

The positioning of the CT-Bot is a three-stage procedure.

First, the base is placed purposely on the patient with radiopaque

markers that are visible in the CT-scan image (see Fig. 6, left).

So, the approximative positioning of the system in the vicinity of

the target zone is achieved. Then, the vacuum mattress is emptied

in order to realize a comfortable and somewhat rigid connection

between the robot base and the patient. Finally, the robot itself is

1DICOM is a standard for handling, storing, and transmitting images and
patient data in medical imaging.
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Fig. 5. Overall setup.

Fig. 6. Line fiducial object (left) and example of pose reconstruction visible
in the HMI (right).

oriented and attached to the base support. This allows to choose

the best initial configuration according to the intervention goal.

Then, a registration of the robot has to be performed in order

to calculate the homogeneous transformation between the two

reference frames, respectively assigned to the CT-Bot and to

the CT-scan. Finally, the configuration of the platform can be

determined and the platform can be positioned and oriented,

for a task specified in the CT-scan images. This is an important

improvement over manual interventions.

To solve the registration problem, the existing approaches

use CT-visible fiducial objects like a classical Brown–Roberts–

Wells stereotactic frame [31], [32], or an external device like an

optical tracker [33]. The stereotactic approaches allow to com-

pute the pointing direction in the image when the robotic manip-

ulator is properly registered, assuming that a perfect calibration

of the robot and the needle relative to the CT-fiducials has been

performed. The use of an external device requires to register the

optical system with respect to the image frame and with respect

to the needle driver, in order to achieve a correct image-guided

procedure. To avoid the need of external fiducial objects and of

external devices, we developed an original stereotactic registra-

tion method [34], using a random sample consensus approach

combined to a numerical registration algorithm.

The robot registration proceeds as follows. A DICOM image

is sent to the supervising computer and displayed in the graph-

ical user interface. After a limited number of manipulations of

the operator, the robot is automatically registered with respect

to the image. Afterwards, the radiologist can plan its interven-

tion directly in the image. An example of an automatic pose

registration is presented in Fig. 6. The automatic registration of

the fiducial pose is achieved and the error is estimated from a

projection of the CT-scan image in the HMI of the robot. A pose

registration error of less than 1 mm is measured from the re-

Fig. 7. End effector position given by a Polaris: experimental setup.

construction images. The robustness of the pose reconstruction

algorithm has been validated through statistical tests.

VI. EXPERIMENTS

The following section presents an evaluation of the CT-Bot

prototype through three different experiments. In the first one,

the system is moved to successive poses and its mechanical

accuracy is measured by an exteroceptive sensor. In the second

and third experiments, the robot is placed on a phantom, in the

CT-scan. It is registered, and its ability to point a target defined

in the CT-scan image is then evaluated.

A. First Experiment

This experiment consists in different point-to-point motions.

Each motion starts and ends at the initial configuration, and five

other poses of the platform are specified to the robot controller.

Finally, the robot position and orientation accuracy is evaluated

in 30 successive configurations, among which ten are different.

The platform poses are measured with a Polaris to evaluate

the absolute accuracy of the CT-Bot. The Polaris is an optical

stereo tracking system [35] that allows to simultaneously local-

ize several markers with a 0.35 mm accuracy. To perform this

evaluation, two Polaris markers are placed, respectively, on the

robot platform and on the robot base, as illustrated in Fig. 7.

At the end of each point-to-point motion, the pose of the target

placed on the platform is measured with respect to the base and

compared to the desired pose.

The position and orientation errors are determined by cal-

culating for each pose: 1) the distance between the reference

position and the measured position and 2) the angle between the

reference vector (perpendicular to the platform) and the mea-

sured one. An RMS value of 0.76 mm (respectively, 0.45◦) is

obtained for the position (respectively, orientation) error, with a

standard deviation of 0.39 mm (respectively, 0.25◦). Using the

Student’s t-distribution because of the limited number of mea-

surement samples, we can estimate the confidence interval of

the proposed results. The 95% confidence interval for the mean

position (respectively, orientation) error is [0.43; 1.09] mm (re-

spectively, [0.26; 0.66]◦).

Since these results correspond to measurements at the plat-

form level, they have to be completed by evaluations of the
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Fig. 8. Task path planning.

position error at the needle tip. The extrapolation of the position

and angular errors at a distance of 300 mm gives2 a mean posi-

tion error of 2.79 mm. Finally, the system accuracy in laboratory

conditions remains compatible with the specifications claimed

in Section II. In the following two paragraphs, measurements

at the needle tip are performed, with the robot registered in the

CT-scanner, and it is shown that the accuracy of the registered

system is also sufficient.

B. Second Experiment: Laser Pointing Task

This experiment is conducted to check the ability to position

and rotate the system in order to point at a target defined in the

CT-scan image. We place the target so that it can be reached

with a laser source mounted on the platform at a distance of 300

mm from the target (see Fig. 8; note that the needle guide is not

used in this case, though it appears on the virtual view of the

HMI). The pointing accuracy is then checked visually, thanks

to the laser beam projection.

First, a region of interest is specified for the segmentation

of the fiducials. Then, the system is automatically registered

thanks to the projection of the fiducial object in the DICOM

image, as visible in Fig. 8. An average RMS registration error

of 0.05 mm was obtained for each spot centroid location (0.09
pixel). Then, the HMI is used to define two points in the CT-scan

image: the target point and a virtual entry point. The target point

is materialized by a small 5 × 3 mm radiopaque sample, which

can be visible in at least one CT-scan slice, as pictured in Fig. 8.

Note that the distance between two successive CT-scan planes

was 2 mm in this experiment.

Finally, the pointing accuracy is visually assessed thanks to

the laser source mounted on the robot platform. With a worst-

case estimation of the size of projection of the laser spot on the

target, we could measure an average accuracy of less than 3 mm

in the pointing task.

2Note that a 300 mm distance between the robot platform and the target is
chosen voluntarily high to obtain a pessimistic evaluation.

Fig. 9. Needle pointing task.

TABLE II
CT-BOT ACCURACY FOR THE THREE EXPERIMENTS

C. Third Experiment: Manual Needle Insertion

The method in this experiment is nearly the same as in the

previous laser pointing task. We replace the laser device by a

manual passive needle guide, as is visible in Figs. 3 and 9. A

radiopaque marker is placed under the skin of an abdominal

phantom and targeted using the HMI. An entry point on the

phantom surface is chosen, thus defining the insertion direc-

tion. Once the system has been positioned in the corresponding

pose, a 16-gauge, 200-mm-long biopsy needle is inserted after

a small incision on the phantom artificial skin, as is usual in

interventional radiology.

The needle is inserted until it reached the surface on which

the target is attached, at a depth of 65 mm from the phantom

skin surface. Then, the needle tip position error is measured, as

illustrated in Fig. 9. During successive tests, we obtained a 5 mm

accuracy in the worst case. Note that given the distance between

the passive holder and the skin, the actual needle translation was

100 mm.

D. Discussion

The previous results, summarized in Table II, are compatible

with our initial specifications.

These experiments underline different issues that act on the

accuracy of the system. The first experiment allowed to eval-

uate its mechanical accuracy. Improvement of the mechanical

accuracy could certainly be obtained using conventional man-

ufacturing means instead of rapid prototyping. The second and

the third experiments aim at measuring the system accuracy for

a task defined in the CT-scan image. In this case, the result de-

pends not only on the mechanical accuracy of the CT-Bot, but

also on the registration of the system. In the second experiment,

a long distance pointing is achieved. The comparison between

the results obtained in experiments 1 and 2 shows that the error

due to the registration procedure has a very limited effect on

the system accuracy. In the third experiment, the insertion of a

needle into an artificial phantom makes possible the evaluation
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of the accuracy of a typical CT-scan intervention achieved in

laboratory conditions. Note that the performed needle insertion

experiment does not correspond to the full specifications, since

an insertion shorter than 200 mm has been finally achieved.

However, this experiment also proposed as a benchmark in [36]

can be used in order to make a comparison with other patient-

mounted systems. The initial objective of [36], which is to reach

a 10 mm target, was achieved in a satisfactory manner for inser-

tion distances lower than 30 mm. In our case, we could evaluate

an insertion accuracy of less than 5 mm for 65-mm-long inser-

tions through the skin. Therefore, the results proposed in this

paper contribute to the improvement of body-mounted systems

dedicated to CT-scan interventions.

VII. CONCLUSION

In this paper, we have presented the design and the implemen-

tation of a robot dedicated to CT-scan guided interventions. We

selected a parallel structure mounted on the patient’s abdomen

to fit the medical specifications. We pointed out the various tech-

nological issues that had to be specifically taken into account

to design the system: compactness, intrinsic safety, high forces,

and high accuracy.

We evaluated the ability of the prototype to fulfill the ac-

curacy requirements. Absolute positioning was evaluated using

an external measurement system. The ability of the system to

point a target under CT-scan guidance was also validated. An

accuracy of less than 3 mm was observed with a laser pointing

experiment, for a typical intervention depth. Finally, a manual

needle insertion was performed and an accuracy of less than 5

mm was measured using a 200-mm-long needle. These perfor-

mances match the initial specifications, with the limitation that

they were obtained in laboratory circumstances.

Perspectives include the evaluation of this system in the con-

text of in vivo needle insertion tasks. Then, the influence of

the needle bending, which has not been treated in this paper,

will have to be considered. In the perspective of automated or

teleoperated needle insertions, the design and manufacturing of

a dedicated needle driver will be another future direction of

investigation.
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[27] B. Maurin, “Conception et réalisation d’un robot d’insertion d’aiguille
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