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ABSTRACT

We present a novel interface for human-robot interaction
that enables a human to intuitively and unambiguously se-
lect a 3D location in the world and communicate it to a mo-
bile robot. The human points at a location of interest and
illuminates it (“clicks it”) with an unaltered, off-the-shelf,
green laser pointer. The robot detects the resulting laser
spot with an omnidirectional, catadioptric camera with a
narrow-band green filter. After detection, the robot moves
its stereo pan/tilt camera to look at this location and esti-
mates the location’s 3D position with respect to the robot’s
frame of reference.

Unlike previous approaches, this interface for gesture-based
pointing requires no instrumentation of the environment,
makes use of a non-instrumented everyday pointing device,
has low spatial error out to 3 meters, is fully mobile, and is
robust enough for use in real-world applications.

We demonstrate that this human-robot interface enables
a person to designate a wide variety of everyday objects
placed throughout a room. In 99.4% of these tests, the robot
successfully looked at the designated object and estimated
its 3D position with low average error. We also show that
this interface can support object acquisition by a mobile
manipulator. For this application, the user selects an object
to be picked up from the floor by “clicking” on it with the
laser pointer interface. In 90% of these trials, the robot
successfully moved to the designated object and picked it
up off of the floor.

Categories and Subject Descriptors: 1.2.9 [Artificial
Intelligence]: Robotics

General Terms: design, human factors.
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1. INTRODUCTION

The everyday hand-held objects commonly found within
human environments play an especially important role in
people’s lives. For robots to be fully integrated into daily
life they will need to manipulate these objects, and people
will need to be able to direct robots to perform actions on
these objects. A robot that finds, grasps, and retrieves a re-
quested everyday object would be an important step on the
road to robots that work with us on a daily basis, and peo-
ple with motor impairments would especially benefit from
object fetching robots [18]. For example, a person with ALS
could use the robot to fetch an object that he or she has
dropped on the floor, or an elderly person who is sitting
down could use the robot to fetch an object that is uncom-
fortably out of reach, Figure 1.

A key issue for this type of application is how the human
will designate the object that the robot is to retrieve. If
the robot is a personal robot in the sense that it closely fol-
lows the person around during the day, then there will be
many situations where the human and the robot are observ-
ing the same environment and the human wants the robot
to retrieve a visible object. In these situations, gesture-
based pointing could serve as a natural mode for commu-
nication. Furthermore, recent research has demonstrated
that autonomous grasping of novel objects is feasible via ap-
proaches that take advantage of compliant grippers, tactile
sensing, and machine learning [5, 11, 16]. These successes
indicate that providing a location of an object to a robot
may be sufficient to command the robot to fetch the object.

In this paper, we present a new user interface that enables
a human to unambiguously point out a location in the lo-
cal environment to a robot, and we demonstrate that this
is sufficient to command a robot to go to the location and
pick up a nearby object. In the next section we review re-
lated work. We then describe the design of the laser pointer
interface. After this, we present tests showing that people
can use the interface to effectively designate locations of ob-
jects placed around a room. Finally, we demonstrate that
the laser pointer interface can support an object acquisition



Figure 1: This series of diagrams shows a proposed object-fetching application for wheelchair bound users
that makes use of the laser pointer interface we present in this paper. Left: The user points the laser pointer
at an object that he or she wants to acquire and illuminates a location on the object (“clicks it”), and the
robot detects the resulting laser spot with its omnidirectional camera. Middle: The robot moves its stereo
camera to look at the laser spot and makes an estimate of the laser spot’s 3D position. Right: The robot

grasps the object.

application, where a mobile manipulator navigates to a se-
lected object and picks it up off of the floor.

2. RELATED WORK

Pointing is a fundamental way of communicating. Our
system relates to a wide body of work that we summarize
here.

2.1 Pointing Through a GUI

GUIs can provide a 2D point-and-click interface with which
to control robots. This is common within both teleoperation
applications and situations where the robot and human are
in the same location. More recently, PDAs have been used to
control robots in mobile settings [15, 10]. When controlling
a robot from a remote location, direct methods of pointing
such as our laser pointer interface are not an option. At best,
high-fidelity virtual reality interfaces could give the illusion
of directly pointing to a location in the robot’s environment.

When in close proximity to one another, direct pointing
becomes a viable option with potential advantages. For ex-
ample, a laser pointer is a compact device that is easy to
hold, yet the effective display size for this interface consists
of the entire environment visible to both the human and the
robot. In contrast, a portable GUI-based interface must con-
tend with potentially conflicting issues, such as display size,
device usability, and comfort. A PDA’s display size is usu-
ally proportional to the PDA’s size, and even head-mounted
displays introduce issues with comfort and social appropri-
ateness. Pointing through a GUI also requires that the user
switch perspectives, which could be frustrating when com-
manding a mobile manipulator to manipulate an object that
is nearby and clearly visible outside of the GUI interface.

2.2 Natural Pointing

Extensive research has been devoted to developing com-
puter interfaces that interpret natural gestures, gaze direc-
tion [3], and language so that a user can intuitively select
a location or object on a computer screen or in the world
[20, 17]. For the great majority of computer applications
these approaches have yet to supplant pointers controlled
by a physical interface such as a computer mouse.

Communicating a precise location is difficult, especially
through language. Human success at this task often relies
on shared, abstract interpretations of the local environment.
For example, when humans communicate with one another,
a coarse gesture combined with the statement, “The cup

over there.”, may be enough to unambiguously designate a
specific object, and by implication, a 3D location or volume.

Given the significant challenges associated with machine
perception of objects and people in everyday environments,
these approaches seem likely to produce high uncertainty
for at least the near term. As an example, recent computer
vision research related to the estimation of the configura-
tion of the human arm produces angular errors that would
lead to significant positional errors when pointing at an ob-
ject. When tracking human upper bodies with multiview
stereo, the authors of [23] were able to get mean errors of
22.7° for the upper arm and 25.7° for the lower arm. Even
if we unrealistically assume that the position of the fore-
arm is perfectly known, and is independent of upper arm
angular errors, a forearm-based pointing gesture would have
approximately 1.19 meters of error at 3 meters distance. As
another example, consider [13] in which the authors looked
at using 3D tracking information of a person’s head and fore-
arm for gesture classification. It was found that people tend
to point along the line connecting the forward direction of
the head and the tip of the arm used for pointing. Using
this head/arm line with favorable conditions resulted in an
average of 14.8 degrees of error (i.e., about 0.77 meters er-
ror at 3 meters), and 26% of the test gestures were dropped
prior to calculating this error due to tracking failures and
other issues. Likewise, [4] describes a robotic system capa-
ble of understanding references to objects based on deictic
expressions combined with pointing gestures. However, the
approach requires preexisting knowledge of the objects to
which the user is referring, and has significant uncertainty
in detecting arm pose, which forces pointing gestures to be
made very close to the objects.

The laser pointer interface results in significantly less er-
ror than these methods and offers two additional benefits.
First, the green spot provides a feedback signal to the human
about how well he or she is pointing at the object. Second,
the laser pointer interface directly outputs a 3D position cor-
responding to the laser spot, while pointing gestures output
a ray that must be further interpreted in order to determine
the intersection between it and the environment.

2.3 Pointing with Intelligent Devices

A number of intelligent devices have enabled people to se-
lect locations in a physical environment by directly pointing
at them. The XWand [22] and WorldCursor [21], developed
at Microsoft Research are especially relevant to our work.



The XWand is a wand-like device that enables the user to
point at an object in the environment and control it using
gestures and voice commands. For example, lights can be
turned on and off by pointing at the switch and saying "turn
on” or "turn off”, a media player can be controlled by point-
ing at it and giving spoken commands such as ”volume up”,
"play”; etc. This work is similar in spirit to ours, since we
would eventually like robots to perform such tasks. How-
ever, having a robot perform tasks avoids the need for spe-
cialized, networked, computer-operated, intelligent devices.
Likewise, a robot has the potential to interact with any phys-
ical interface or object in addition to electronic interfaces.

As with our interface, the WorldCursor attempts to en-
able point-and-click operations in the real world. It con-
sists of a laser pointer projected on the environment from
a computer-controlled pan/tilt unit mounted to the ceiling.
The user controls the WorldCursor by moving the XWand,
which is instrumented with orientation sensors that control
the WorldCursor differentially. This indirect and arguably
awkward method of control was designed to avoid the com-
plexities of estimating the position and orientation of the
XWand with respect to the room. For this work, the se-
lected location must be registered with 3D models of the
room and the room’s contents.

Several other examples of intelligent pointing devices ex-
ist, such as Patel and Abowd’s 2-way laser assisted selection
system [14]. In this work, a cell phone instrumented with a
laser communication system selects and communicates with
photosensitive tags placed on objects and in the environ-
ment. Teller et al. have demonstrated a device that esti-
mates its pose relative to the world frame by using onboard
orientation sensors and positions acquired via a form of “in-
door GPS” called The Cricket Indoor Location System [19].
This device was designed to enable a user to mark the world
by pointing at locations with a laser dot. When pointing
the laser dot at something, an integrated laser range finder
would estimate the range from the device to the marked
location. By combining the pose of the device with this
range estimate, the device could produce a 3D position in
the world frame to be associated with the location.

All of these systems rely on instrumented devices, instru-
mented environments, instrumented objects, elaborate mod-
els of the world, or some combination thereof. In contrast
to these systems, our system does not require any special
intelligence in the pointing device, any instrumentation of
the environment besides what the robot carries, any instru-
mentation of the objects to be selected, nor any models of
the room or its contents. The user can efficiently and di-
rectly select points in the environment using a simple, com-
pact, off-the-shelf device. No alterations to the environment
are necessary, so the interface is as mobile as the human
and robot. We specifically designed our system to support
human-robot interaction for robotic applications. Providing
a clear 3D location to a robot enables a robot to direct its
sensory resources to the location, move to the location, and
physically interact with the location in ways that are not
achievable by an inert intelligent environment.

2.4 Laser Designation

Lasers have been used to designate targets for human-
human, human-animal, and human-machine interactions. For
example, during presentations speakers often direct the au-
dience’s attention towards particular points using a laser

color steres vision camera —

- laser painter for calibration
e —

pan

hyperbalic mirrer

narrawhand green filter

manochrame camera

Figure 2: The robot’s head and the laser pointer
interface.

Pan-tilt

Sleres camera &
Mirror for ﬁ‘
omnidirectional ——y
laser point 'I |
detection i
- |
Monochrome

1 il Zenither

camera with
areen filter

Katana arm

Computer system

v/
eye-in-hand
camera

Erratic base

Laser range finder
(URG)

Figure 3: An image of the entire mobile manipulator
with the integrated interface system (i.e. the robot’s
head)

pointer. Animals, such as cats, can be sensitive to a laser
spot. Some quadriplegics use monkeys as helper animals
to assist them with everyday tasks. These helper monkeys
have served as an inspiration for our research. Helper mon-
keys have been successfully directed to perform sophisticated
tasks, such as bringing a drink and operating light switches,
by a mouth-held laser pointer and simple words [2].

The user interface for the MUSIIC (Multimodal User-
Supervised Interface and Intelligent Control) stationary table-
top rehabilitation robot from the University of Delaware in-
corporated a laser pointer with which the user could select
some objects over a small area, but the task was highly con-
strained with just a few well-modeled objects on a tabletop
under very controlled conditions [9]. Researchers at MIT
have recently attempted to use laser pointers to mark and
annotate features in the world for a wearable tour-guide sys-
tem [8]. More broadly, lasers have been successfully used by
the military to mark targets for laser-guided weaponry [1].

3. IMPLEMENTATION

Within this section we present our implementation of the
laser pointer interface. This implementation is the result of



careful design with the goal of creating a low-complexity de-
vice that robustly detects the laser spot over a large area and
accurately estimates its 3D position. The interface performs
three main steps.

1. Detect the laser spot over a wide field of view.

2. Move a stereo camera to look at the detected laser
spot.

3. Estimate the 3D location of the spot relative to the
robot’s body.

Figure 1 illustrates these steps in the context of a mobile
manipulation task.

3.1 Observing the Environment

If the robot could observe the laser spot at all times and
over all locations, it would be able to respond to any selec-
tion made by the human. Instrumenting the environment
could enhance the robot’s view of the laser spot, but this
has drawbacks, including the complexity of installation, pri-
vacy concerns, and a lack of mobility. Even with room-
mounted cameras, occlusion and resolution can still be an
issue. Other than the laser pointer, our design is completely
self-contained. Wherever the robot goes, the system goes
with it, so it can be an integral part of its interactions with
people. Furthermore, the onboard system is able to directly
estimate the 3D location of the spot with respect to the
robot’s frame of reference, where it is most needed, rather
than transforming a position in the room’s frame of reference
into the robot’s frame.

To maximize the area over which the robot can detect
the laser pointer, we use a catadioptric [12], omnidirectional
camera placed at approximately the height of an average
person’s neck (1.6m), see Figure 3. This is well-matched to
human environments, where objects tend to be placed such
that people can see them. As shown in Figure 2, the omni-
directional camera consists of a monochrome camera with a
narrow-angle lens (40 degrees horizontal FoV) that looks at
a mirror. The resulting camera has a view of approximately
115 degrees in elevation and 280 degrees in azimuth with a
blind spot in the rear, see Figure 5. The camera’s field of
view goes from the floor in front of the robot up to the tops
of the walls around the robot.

3.2 Detecting the Laser Spot

By design, green laser pointers are highly visible to peo-
ple. Laser pointers of this type are typically used to facil-
itate human-human interactions, so this visibility is a re-
quirement. Unfortunately, this high visibility does not di-
rectly translate to high visibility for robots using video cam-
eras. During testing, we found that the high brightness and
strong greenness of green laser pointers were often poorly
translated into the digitized images used by our robots.
When observed by a single-chip, color CCD or CMOS cam-
era (Unibrain Fire-i and PointGrey Firefly respectively), the
high-brightness would often saturate red, green, and blue
pixels, leading to a white spot. Turning down the gains
on these cameras facilitated detection on reflective surfaces
(e.g., white walls), but seriously hindered detection on dark
surfaces.

We explored the use of several methods to enhance detec-
tion under these unfavorable circumstances, including search-
ing for circles and detecting image motion, since people do

Figure 4: The left image shows the image from
the omnidirectional camera without a filter. The
right image shows the same environment captured
through the narrow-band filter. The spot on the
right image corresponds with a laser spot in the
world. The bottoms of these images looks towards
the back of the robot, and are occluded by the
robot’s body.

Figure 5: Left, the manipulator workspace shown in
green along with the catadioptric camera’s field of
view. Right, vertical field of view of the stereo and
catadioptric camera.

not hold the laser pointer perfectly steady. With these ap-
proaches detections were increased but the overall system
robustness was lacking. A high-dynamic range camera or a
3 chip camera might overcome some of these issues.

We chose a direct approach to achieving robustness by in-
troducing a monochrome camera with a narrow-band, green
filter matched to the frequency of green laser pointers, see
Figure 6. As shown in Figure 4, the filter drastically re-
duces the total incoming light and lets the laser light come
through. The monochrome camera effectively increases the
pixel resolution, since only green sensitive pixels of a color
camera would respond strongly to the incoming green light.
Since the filter we use works by way of destructive inter-
ference, performance degrades significantly if light comes
in at an angle greater than 15 degrees. Consequently, the
monochrome camera must have a narrow-angle lens.

The resulting omnidirectional camera supports robust de-
tections, as demonstrated by the tests described in the Re-
sults Section. The detector for these tests simply returns
the location of the pixel with the maximum value above a
fixed threshold. For this paper, a single detection is enough
to cause the stereo camera to be moved.
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Figure 6: The left image shows the approximate spectral response of our omnidirectional camera with a green
narrowband filter compared with the green filter of a common CMOS camera. The middle image shows these
response curves in the context of all the color components from a CMOS camera. The right image shows the
response curve for the monochrome camera that images the mirror.

3.3 Looking at theLaser Spot

After a laser spot is detected by the omnidirectional cam-
era, the pan/tilt stereo camera with narrow-angle lenses (40
degrees horizontal FoV each) is pointed at the spot. This
movement of the stereo camera provides feedback to the hu-
man and allocates more perceptual resources to the selected
location. After this movement, additional laser spot detec-
tions by the omnidirectional camera are ignored while the
stereo camera attempts to detect and analyze the laser spot
that triggered the move.

The mapping from detection locations on the omnidirec-
tional camera to pan/tilt coordinates is non-trivial, due to
the geometry of the mirror, and is further exacerbated by
the position of the monochrome camera, which is placed
slightly forward in order to achieve a better frontal view.
We have developed an easy-to-use, automated calibration
method that in our tests has resulted in 99.4% success rate
when moving the stereo camera to see a laser spot detected
by the omnidirectional camera.

The procedure automatically finds a suitable mapping by
using a head-mounted green laser pointer, see Figure 2. Dur-
ing calibration, the pan/tilt head scans around the room
with the laser pointer turned on. At each pan/tilt configura-
tion, the omnidirectional camera performs a detection of the
laser spot resulting from the head-mounted laser pointer and
stores the detection’s coordinates in the omnidirectional im-
age paired with the current pan/tilt configuration. This data
is then smoothly interpolated using radial basis functions to
create a mapping from omnidirectional image coordinates
to pan/tilt commands. When a detection is made, an in-
terpolation is performed to produce an appropriate pan/tilt
configuration to which the stereo camera is moved.

3.4 Estimating the 3D L ocation

Once the stereo camera is looking at the laser spot, we
turn down its brightness slightly to help distinguish between
the laser spot and other bright spots in the environment. We
then perform a detection in the left and right cameras and es-
timate the 3D location that corresponds with the detections.
This 3D point is then transformed through the pan/tilt axes
into the coordinate system of the robot’s mobile base. The
system attempts to detect the laser spot and estimate its 3D
location eight times. If it succeeds at least once, all of the
resulting estimates are averaged and the result is returned as
the location of the “click”. If it fails to make any detections

Figure 7: The experimental setup used for the laser-
designation tests.

over these eight attempts, the system goes back to looking
for a laser spot with the omnidirectional camera.

The detector uses a combination of motion, size, and bright-
ness to detect the spot reliably in each camera. First, we
look for motion by using image differencing, since people do
not hold the laser pointer perfectly steady and small mo-
tions of the laser pointer result in observable motions of the
laser spot. We threshold this difference image to select for
changes in brightness over time that are large enough to
have been generated by the motion of the laser spot. Next,
we filter out connected binary regions that are unlikely to
have been generated by the laser spot due to their large size.
We also remove regions whose pixels all have green compo-
nent values below a threshold. If any regions remain, one
of them is labeled as a detection for the associated camera.
If a detection is found in each camera simultaneously, we
use the pair of image coordinates to generate a coarse stereo
estimate. We then use template matching between the two
cameras to obtain a subpixel resolution estimate of the 3D
position of the laser spot.

The 3D position produced by the stereo camera is trans-
formed to a point in the robot’s base reference frame. This
transformation depends upon the rotation of the pan/tilt
unit. Stereo estimation and the transformation through the
pan/tilt unit are dominant sources of error for the system.
Stereo error estimates are prone to error in depth, while the
pan/tilt RC servos tend to produce errors around the axes
of rotation due to their limited angular resolution.
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Figure 8: The results of the 178 3D estimates from
an overhead view using an orthographic projection.
The robot is located at (0,0) and faces to the right.
The axes are in meters. The results of a single trial
are shown in blue. The black dots are placed at
the hand-measured locations associated with the ob-
jects.

4. RESULTS

We evaluated the efficacy of the laser pointer interface
with two tests. The first test assessed the interface’s ability
to detect the selection of a location and estimate its 3D
position. The second test evaluated the performance of the
interface in the context of mobile manipulation.

4.1 Designating Positions of Objects

We conducted a test to determine the robustness of the
laser detection and position estimation performed by the
interface when using common manipulable objects. The ob-
jects that we used can be seen in Figure 9. We chose these
objects because of their status as common household items
and their distinct appearances when illuminated by the laser
pointer. To test the laser pointer’s effectiveness as an inter-
face for designating objects, five lab members attempted to
“click” 12 objects placed around a room. Each lab member
attempted to “click” each object 3 times for a total of 5x12x3
(180) trials of the interface. Each user sat beside the robot
to simulate how a person in a wheelchair might use the de-
vice. The objects were placed in a variety of locations, and
their distances to the robot were measured by hand. The
robot was stationary for the duration of the test. The test
area was a standard office environment (see Figure 7). Us-
ing the festival speech synthesis engine, the robot asked the
user to select a particular object. Each user was instructed
to wait for the robot’s audible “go” before attempting to
designate the specified object. After this, the robot would
attempt to produce a 3D estimate within 10 seconds by us-
ing the procedure described in Section 3. If the time frame
was exceeded prior to the generation of a 3D estimate, the
trial was deemed a failure.

Table 1: Quantitative results from the laser-
designation tests.

Object Object Distance Average
Location | Name from Error (m)
robot (m)
Keys 1.50 0.05
Cordless Phone 2.55 0.07
Floor Cell Phone 1.68 0.14
Towel 1.68 0.10
Grocery Bag 1.89 0.07
Remote Control 2.85 0.12
Hair Brush 2.40 0.08
Desk Cup with Straw 2.24 0.07
Wine Glass 2.78 0.30
Juice Bottle 1.99 0.05
Coffee Cup 1.80 0.04
Shelf Vitamin Bottle 3.04 0.08

Figure 9: The set of objects used for the laser-
designation tests.

This test resulted in 178 successful “clicks” out of 179 at-
tempts (99.4%). Each “click” returned a 3D estimate of the
object’s location. For these results, we have removed one of
the 180 original trials because the user “clicked” the wrong
object. Out of the remaining 179 trials, we recorded only
a single failure. This single failure appears to have resulted
from the user initially missing the object and hitting a far
wall, which caused the stereo camera to be grossly misdi-
rected such that the user’s subsequent illumination of the
object was out of the stereo camera’s field of view. Ordinar-
ily, we would expect the system to recover from this situation
by using the omnidirectional camera to detect the laser spot
again. However, the time limit of 10 seconds was exceeded
prior to a successful correction. Except for this failed trial,
all trials took less than 3 seconds.

The 3D estimates produced by the 178 trials had an av-
erage error of 9.75 cm with respect to hand-measured lo-
cations. For these hand-measured locations, we attempted
to measure the location of the center of the object’s surface



Figure 10: The experimental setup used for the
object-acquisition tests.

closest to the user. We did not instruct the users to illumi-
nate this particular location on the objects, which may have
resulted in larger errors. Table 1 shows the average error for
each object. Figure 8 shows an overhead view of the test
area and the resulting 3D estimates.

Except for the remote control, the cell phone, and the
wine glass, the average error for each object was no greater
than 10cm. The error in the remote control estimates reflect
the difficulty of holding the laser on an object with a very
small visible profile, 2cm x 22cm. This small target resulted
in overshoot. For both the cell phone and the wine glass,
performance degraded due to reflection of the laser light.
The wine glass resulted in the worst performance due to
transmission of the laser light through the glass.

4.2 Mobile Manipulation: Grasping Selected
Objects

We performed a second experiment in order to investigate
the use of our human-robot interface for mobile manipula-
tion. For this experiment, a single lab member used the
interface to select objects for our mobile manipulator to ap-
proach, grasp, and lift off of the ground. At any time during
the test, three to six objects were strewn about the floor of
the office environment. The robot was placed next to a chair
in which the lab member was sitting with a laser pointer in
hand, see Figure 10.

Except for the designation of the target by the user, this
demonstration application was fully autonomous. The robot
would detect the laser spot, move its stereo camera to ob-
serve it, make a 3D estimate of its location in the coordinate
system of its mobile base, navigate towards the selected lo-
cation while using a laser range finder that scans across the
floor, perform final alignment with the object for grasping
via the laser range finder, reach out towards the object using
the laser range finder, visually segment the object using an
eye-in-hand camera, and then attempt to grasp the object
from above. Further details of this autonomous operation
are beyond the scope of this paper. For this test, the au-
tonomous behavior serves to demonstrate the effectiveness
of our human-robot interface in the context of an important
robotic application. Specifically, this is the first half of an
application that will retrieve designated objects for a per-
son from the floor, which is a robotic capability that has the

Figure 11: Pictures taken while testing the object-
acquisition application.

Figure 12: Using the human-robot interface we
present in this paper, a person can select a 3D lo-
cation in the real world with a laser pointer (left).
This system is analogous to the selection of 2D loca-
tions on a graphical display with a computer mouse
(right).

potential to meet a well-documented need of people with
severe motor impairments [18].

Using this experimental setup, ten trials were performed.
The sequence of objects selected was: juice bottle, vitamin
bottle, juice bottle, vitamin bottle, allergy medication box,
poseable figurine, light bulb, towel, cordless phone, coffee
cup. In all ten of these trials, the robot successfully deter-
mined which object was selected and navigated to the object
such that the object was in manipulable range. The system
was also able to successfully grasp nine out of the ten ob-
jects, failing only on the cordless phone. Figure 11 shows
objects being acquired during the test.

5. DISCUSSION

The majority of personal computers (PCs) today have
a graphical user interface (GUI) that allows a user to un-
ambiguously select graphical elements by pointing to them
and pressing a button. This point-and-click style of interac-
tion has been extremely successful. Today it enables non-
specialist users to efficiently work with a computer to per-



form sophisticated tasks as diverse as file management, mu-
sic editing, and web surfing. A critical step towards this form
of interaction was the development of the computer mouse
at SRI in the 1960’s [6], which enabled people to intuitively
select a location on a graphic display. This eventually led to
the Apple Macintosh in 1984 [7], which popularized the use
of a mouse to work with a windowing system.

As with a computer mouse, our interface’s operation is
straight forward. The human points at a location of interest
and illuminates it (“clicks it”) with an unaltered, off-the-shelf
laser pointer, see Figure 12. The robot detects this location
and estimates its 3D position and performs an associated
function, thereby forming a point-and-click interface for the
real world.

In the long-term, we expect this style of interface to sup-
port a diverse array of applications for personal robots, much
as point-and-click interfaces support diverse personal com-
puter applications today. By selecting objects, a user should
be able to command a robot to perform a variety of tasks.
Clearly, additional modalities and autonomy could be com-
plementary to the laser pointer user interface. For example,
as object recognition technology improves, it could be inte-
grated into the user interface in order to provide additional
context for the robot’s actions. If the user points to a light
switch and clicks, the robot could recognize it as a light-
switch and infer the desired action. Likewise, by clicking on
a screwdriver followed by a screw, a robot could recognize
the objects and infer that the screw is to be tightened or
loosened. Similarly, combining the laser pointer interface
with speech could be a powerful approach.

As our results indicate, the current laser pointer interface
is robust enough for realistic applications. However, studies
with users who are unfamiliar with robotics in the context of
full applications will be required to assess the true efficacy
of this system and inform future revisions. We believe that
this new type of human-robot interface opens up rich areas
for investigation of human-robot interaction. Once a human
and robot can easily and robustly communicate 3D locations
to one another, qualitatively different interactions may be
possible.
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