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#### Abstract

A variety of nonlinear, including semidefinite, relaxations have been developed in recent years for nonconvex optimization problems. Their potential can be realized only if they can be solved with sufficient speed and reliability. Unfortunately, state-of-the-art nonlinear programming codes are significantly slower and numerically unstable compared to linear programming software.

In this paper, we facilitate the reliable use of nonlinear convex relaxations in global optimization via a polyhedral branch-and-cut approach. Our algorithm exploits convexity, either identified automatically or supplied through a suitable modeling language construct, in order to generate polyhedral cutting planes and relaxations for multivariate nonconvex problems. We prove that, if the convexity of a univariate or multivariate function is apparent by decomposing it into convex subexpressions, our relaxation constructor automatically exploits this convexity in a manner that is much superior to developing polyhedral outer approximators for the original function. The convexity of functional expressions that are composed to form nonconvex expressions is also automatically exploited.

Root-node relaxations are computed for 87 problems from globallib and minlplib, and detailed computational results are presented for globally solving 26 of these problems with BARON 7.2 , which implements the proposed techniques. The use of cutting planes for these problems reduces root-node relaxation gaps by up to $100 \%$ and expedites the solution process, often by several orders of magnitude.
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## 1. Introduction

Current implementations of local search methods for nonlinear programming problems are often efficient in practice and thus highly desirable for finding good feasible solutions of nonlinear programs. Yet, the same implementations often suffer from serious numerical issues making them inadmissible for solving convex relaxations in the context of global optimization algorithms.

The idea to construct and solve entirely polyhedral-based relaxations in the context of branch-and-bound for global optimization was first proposed and analyzed by Tawarmalani and Sahinidis in [21], where polyhedral outer approximations of univariate convex functions and bivariate functions were incorporated. Such a relaxation of convex functions often leads to a larger relaxation gap compared to the convex nonlinear relaxation from which it is derived. On the other hand, it considerably reduces the cost

[^0]for obtaining lower bounds. Furthermore, a polyhedral relaxation can take advantage of highly efficient and reliable state-of-the-art linear programming solvers in order to increase the reliability of the overall approach to global optimization.

In this paper, we go beyond the ideas of [21] in that we address directly the problem of generating polyhedral relaxations of multivariate convex functions. The advance from the univariate to the multivariate case presents significant challenges at the algorithmic level. In particular, whereas sandwich algorithms for constructing outer approximations of univariate functions have long been developed and analyzed, and are known to converge quadratically [17, 21], the asymptotically optimal strategies for outer approximation of multivariate convex functions is a subject of very recent and on-going research $[10,3]$ and has thus far not resulted in any implementations.

In Section 2 of this paper, we prove that the outer approximation of a decomposed equivalent is tighter than the direct outer approximation of the original multivariate problem. As a consequence, we derive a two-step outer approximation methodology that can be used to improve the outer approximations of several classical convex programming techniques $[12,9,6]$. An important feature of this methodology is that it does not require the explicit identification of convexity in the original problem. Furthermore, it exploits convexity of elementary functional expressions that are composed to form nonconvex expressions. In Section 3, we explore these counterintuitive properties and propose ways to construct polyhedral relaxations in global optimization. We also show that the convexification strategy of Section 2 results in the automatic exploitation of convexity in a way that subsumes known convexity identification rules.

In Section 4, we present an implementation of a branch-and-cut global optimization solver that relies on the generation of cutting planes that are supporting hyperplanes of convex relaxations. While branch-and-cut solvers have been presented in the past for specific classes of global optimization problems (cf. [1,22]) and Lagrangian relaxations [16], our implementation represents the first general-purpose primal branch-and-cut solver for global optimization of nonlinear and mixed-integer nonlinear programs. The implementation is further enhanced through a modeling language construct that permits the modeler to supply convexity information to the solver. Examples are provided in Section 5 to illustrate the proposed polyhedral relaxations. Preliminary computational results demonstrating the significant potential of these relaxations are presented in Section 6.

## 2. Polyhedral outer approximations via recursive functional compositions

Let $f: \mathbb{R}^{k} \mapsto \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \mapsto \mathbb{R}^{n}$ be vectors of functions such that $f(x)=$ $\left(f_{1}(x), \ldots, f_{m}(x)\right)$ and $g(u)=\left(g_{1}(u), \ldots, g_{n}(u)\right)$, where $x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$ and $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m}$. Let $f_{i}(x)$ be convex for $i=1, \ldots, m$ and $g_{j}(u)$ be convex for $j=1, \ldots, n$. Let $I=\{1, \ldots, m\}$ and $I_{L}=\left\{i \in I \mid f_{i}(x)\right.$ is affine $\}$. Assume that $g_{j}(u)$, for all $j$, is non-decreasing in the range of $f_{i}(x)$ for each $i \in I \backslash I_{L}$. Define $h=g \circ f$ as the composition of $g$ and $f$, i.e., $h(x)=g(f(x))$. Then, $h(x)$ is $\left(h_{1}(x), \ldots, h_{n}(x)\right)$, where $h_{l}=g_{l} \circ f$ for $l=1, \ldots, n$. It can be proved easily that each $h_{l}$ is convex. We include a proof for completeness.

Proposition 1. For each $l=1, \ldots, n$, the function $h_{l}$ is convex.

Proof. Consider the following convex set:

$$
\begin{aligned}
S= & \left\{\left(\gamma_{l}, \phi_{1}, \ldots, \phi_{m}, x\right) \mid \gamma_{l} \geq g_{l}\left(\phi_{1}, \ldots, \phi_{m}\right)\right. \\
& \left.\phi_{i} \geq f_{i}(x), \forall i \in I \backslash I_{L} ; \phi_{i}=f_{i}(x), \forall i \in I_{L}\right\} .
\end{aligned}
$$

We argue that the epigraph of $h(x)$ is the projection of $S$ onto the space of $\gamma_{l}$ and $x$ variables. A point $\left(\gamma_{l}, x\right)$ which belongs to the epigraph of $h(x)$ also lies in the projection of $S$ since $\left(\gamma_{l}, f_{1}(x), \ldots, f_{m}(x), x\right) \in S$. Now, consider any point $\left(\gamma_{l}, \phi_{1}, \ldots, \phi_{m}, x\right) \in S$. Note that $\gamma_{l} \geq g_{l}\left(\phi_{1}, \ldots, \phi_{m}\right)$. Since $g_{l}$ is non-decreasing in the range of each $f_{i}$ with $i \in I \backslash I_{L}$ and $\phi_{i}$ equals $f_{i}(x)$ for each $i \in I_{L}$, it follows that $g_{l}\left(\phi_{1}, \ldots, \phi_{m}\right) \geq$ $g_{l}\left(f_{1}(x), \ldots, f_{m}(x)\right)$. Therefore, $\gamma_{l} \geq g_{l}\left(f_{1}(x), \ldots, f_{m}(x)\right)$, or in other words $\left(\gamma_{l}, x\right)$ in the epigraph of $h_{l}$. Since $S$ is convex and projection preserves convexity, $h_{l}$ is convex. $\square$

The main purpose of this section is to show that outer-approximating $f(x)$ and $g(u)$ separately leads to a tighter approximation of $h(x)$ than the one obtained by outer-approximating $h(x)$ directly. In the following, $f$ and $g$ will be assumed to be differentiable unless stated otherwise. The case of non-differentiable functions will be addressed in Subsection 2.1. For a vector of differentiable functions, $\left[f_{1}(x), \ldots, f_{m}(x)\right], x \in \mathbb{R}^{k}$, we denote by $\nabla f(\bar{x})$ the Jacobian matrix of $f(\cdot)$ at $\bar{x}$. When $m=1$, we do not distinguish between the vector and the function.

For a differentiable convex function $f_{i}(x)$, let $f_{i}(x) \geq f_{i}(\bar{x})+\nabla f_{i}(\bar{x})(x-\bar{x})$ be the subgradient inequality where $\nabla f_{i}(\bar{x})$ is the gradient of $f_{i}$ at $\bar{x}$. Given a point $\bar{x}$ and $i \in I \backslash I_{L}$, by convexity of $f_{i}(x)$, the following inequality is valid for $\left\{\left(\phi_{i}, x\right) \mid \phi_{i} \geq\right.$ $\left.f_{i}(x)\right\}$ :

$$
\phi_{i} \geq f_{i}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x-x^{j}\right)
$$

If $i \in I_{L}$, by linearity of $f_{i},\left\{\left(\phi_{i}, x\right) \mid \phi_{i}=f_{i}(x)\right\}$ can be rewritten as:

$$
\phi_{i}=f_{i}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x-x^{j}\right)
$$

Also, by convexity of $g(f)$, the following inequality is valid for $\left\{\left(\gamma_{l}, \phi\right) \mid \gamma_{l} \geq g(\phi)\right\}$ :

$$
\gamma \geq g(f(\bar{x}))+\nabla g(f(\bar{x}))(\phi-f(\bar{x})) .
$$

Theorem 1. Consider a set of points $x^{j}, j=1, \ldots, r$. Let

$$
S_{1}(h)=\left\{(\gamma, x) \mid \gamma \geq h\left(x^{j}\right)+\nabla h\left(x^{j}\right)\left(x-x^{j}\right) \quad j=1, \ldots, r\right\}
$$

and
$S_{2}(h)=\left\{(\gamma, x) \left\lvert\, \begin{array}{ll}\gamma \geq g\left(f\left(x^{j}\right)\right)+\nabla g\left(f\left(x^{j}\right)\right)\left(\phi-f\left(x^{j}\right)\right) & j=1, \ldots, r \\ \phi_{i} \geq f_{i}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x-x^{j}\right) & j=1, \ldots, r ; i \in I \backslash I_{L} \\ \phi_{i}=f_{i}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x-x^{j}\right) & j=1, \ldots, r ; i \in I_{L}\end{array}\right.\right\}$.
Then, $S_{2}(h) \subseteq S_{1}(h)$.

Proof. Note that $g(f)$ is non-decreasing for each $i$ in $I \backslash I_{L}$. For $\left(\gamma^{0}, x^{0}\right) \in S_{2}(h)$, there exists $\phi^{0}$ such that:

$$
\begin{aligned}
\gamma^{0} & \geq g\left(f\left(x^{j}\right)\right)+\nabla g\left(f\left(x^{j}\right)\right)\left(\phi^{0}-f\left(x^{j}\right)\right) \\
& \geq g\left(f\left(x^{j}\right)\right)+\nabla g\left(f\left(x^{j}\right)\right) \nabla f\left(x^{j}\right)\left(x^{0}-\bar{x}\right) .
\end{aligned}
$$

By the chain rule of differentiation:

$$
\nabla h\left(x^{j}\right)=\nabla g\left(f\left(x^{j}\right)\right) \nabla f\left(x^{j}\right)
$$

Therefore:

$$
\gamma^{0} \geq h\left(x^{j}\right)+\nabla h\left(x^{j}\right)\left(x^{0}-x^{j}\right)
$$

It should be apparent that, as $r$ tends to $\infty$ and the points $x^{j}$ at which the supporting hyperplanes are constructed cover the feasible space densely, then $S_{2}(h)$ and $S_{1}(h)$ tend to the epigraph of $h(x)$.

A convex function $h$ can be outer approximated by subgradient inequalities through a single-step procedure yielding the set $S_{1}(h)$. Alternatively, an outer approximating set $S_{2}(h)$ can be derived via the two-step procedure that constructs subgradient inequalities for the functions $g$ and $f$ whose composition results in $h$. The above theorem shows that the set $S_{2}(h)$ is contained within the set $S_{1}(h)$. In the sequel, we investigate the potential advantages and disadvantages of the two alternative outer approximating schemes.
Remark 1. Consider $h^{2}(x)=g^{2}(f(x), x)$ and $h^{1}=g^{1}(f(x))$ where $g^{2}(u, x)=$ $g^{1}(u)+A x+b$. Clearly, $h^{2}(x)=h^{1}(x)+A x+b$. Then, $\left(\gamma^{0}, x^{0}\right) \in S_{2}\left(h^{1}\right)$ if and only if $\left(\gamma^{0}+A x^{0}+b, x^{0}\right) \in S_{2}\left(h^{2}\right)$. Similarly, $\left(\gamma^{0}, x^{0}\right) \in S_{1}\left(h^{1}\right)$ if and only if $\left(\gamma^{0}+A x^{0}+b, x^{0}\right) \in S_{1}\left(h^{2}\right)$.

In fact, if $f(x)$ is linear, the two procedures result in the same approximation:
Proposition 2. If $f(x)=A x+b$, where $A \in \mathbb{R}^{m} \times \mathbb{R}^{k}$, then $S_{1}(h)=S_{2}(h)$.
Proof. Consider $\left(\gamma^{0}, x^{0}\right) \in S_{1}(h)$. Define $\phi^{0}=A x^{0}+b$.

$$
\begin{aligned}
\gamma^{0} & \geq h\left(x^{j}\right)+\nabla h\left(x^{j}\right)\left(x^{0}-x^{j}\right) \\
& =g\left(A x^{j}+b\right)+\nabla g\left(A x^{j}+b\right)\left(A x^{0}+b-A x^{j}-b\right) \\
& =g\left(f\left(x^{j}\right)\right)+\nabla g\left(f\left(x^{j}\right)\right)\left(\phi^{0}-f\left(x^{j}\right)\right) .
\end{aligned}
$$

Remark 2. For sets $S_{2}(h)$ and $S_{1}(h)$ defined in Theorem 1, it is possible that $S_{2}(h) \subset$ $S_{1}(h)$. Indeed, consider

$$
f(x)=2 x^{3}+4 x^{2}-7 x+5+\delta(x \mid x \geq 0)
$$

where $\delta(x \mid x \geq 0)$ equals 1 when $x \geq 0$ and is 0 otherwise. Let $g(u)=e^{u}$. We outerapproximate $\gamma \geq h(x)$ by constructing subgradient inequalities at $x=0$ and $x=1$. Clearly

$$
S_{2}(h)=\left\{(\gamma, x) \mid \phi \geq 5-7 x, \gamma \geq e^{5}(f-4), \phi \geq 7 x-3, \gamma \geq e^{4}(f-3)\right\}
$$

whereas

$$
S_{1}(h)=\left\{(\gamma, x) \mid \gamma \geq e^{5}(1-7 x), \gamma \geq e^{4}(7 x-6)\right\} .
$$

Let $h_{S_{2}(h)}(x)$ denote $\min \left\{\gamma \mid(\gamma, x) \in S_{2}(h)\right\}$ and $h_{S_{1}(h)}(x)$ denote $\min \{\gamma \mid(\gamma, x) \in$ $\left.S_{1}(h)\right\}$. It follows easily that $h_{S_{1}(h)}(0.25)=-0.75 e^{5}<0.25 e^{4}=h_{S_{2}(h)}(0.25)$. Figure 1 provides a pictorial representation of the two outer approximations, clearly demonstrating that $S_{2}(h) \subset S_{1}(h)$.

In fact, the two-step approximation $S_{2}(h)$ is quite often tighter than the singlestep approximation $S_{1}(h)$. A somewhat surprising demonstration of this fact is that the approximation for $x^{4}$ in the nonnegative orthant is better if it is treated as a composition of $f(x)=x^{2}$ and $g(u)=u^{2}$, and subgradient inequalities are constructed at two points, for example $x=1$ and $x=4$. In this case, the two-step approximation produces a lower bound of 15 at $x=3$ whereas the single-step approximation produces a lower bound of 9 . Figure 2 illustrates this difference pictorially.

Notice that, in the examples of Figures 1 and 2, $f(x)$ as well as $g(u)$ are univariate nonlinear functions.

Proposition 3. If $\left|I \backslash I_{L}\right|=1$ and $g(u)$ is a linear function, then $S_{1}(h)=S_{2}(h)$.
Proof. Let $g(u)=A u+b,\left(\gamma^{0}, x^{0}\right) \in S_{1}(h), I \backslash I_{L}=\left\{i^{0}\right\}$ and

$$
\begin{equation*}
k=\operatorname{argmax}\left\{f_{i^{0}}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x^{0}-x^{j}\right) \mid j=1, \ldots, r\right\} \tag{1}
\end{equation*}
$$



Fig. 1. Outer-approximating composite functions


Fig. 2. Outer-approximating $x^{4}$ at $x=1$ and $x=4$

Define $\phi^{0}=f\left(x^{k}\right)+\nabla f\left(x^{k}\right)\left(x^{0}-x^{k}\right)$. Then:

$$
\begin{aligned}
\gamma^{0} & \geq h\left(x^{k}\right)+\nabla h\left(x^{k}\right)\left(x^{0}-x^{k}\right) \\
& =A f\left(x^{k}\right)+b+A \nabla f\left(x^{k}\right)\left(x^{0}-x^{k}\right) \\
& =A f\left(x^{k}\right)+b+A\left(\phi^{0}-f\left(x^{k}\right)\right) \\
& =A \phi^{0}+b \\
& =A f\left(x^{j}\right)+b+A\left(\phi^{0}-f\left(x^{j}\right)\right) .
\end{aligned}
$$

By (1): $\phi_{i^{0}}^{0} \geq f_{i}\left(x^{j}\right)+\nabla f_{i^{0}}\left(x^{j}\right)\left(x^{0}-x^{j}\right)$. Since $f_{i}(x)$ is linear for $i \in I_{L}$, it follows that $\phi_{i}^{0}=f_{i}\left(x^{k}\right)+\nabla f_{i}\left(x^{k}\right)\left(x^{0}-x^{k}\right)=f_{i}\left(x^{j}\right)+\nabla f_{i}\left(x^{j}\right)\left(x^{0}-x^{j}\right)$. In other words, $\left(\gamma^{0}, x^{0}\right) \in S_{2}(h)$.

Remark 3. If $g(u)$ is a linear function but $\left|I \backslash I_{L}\right|>1, S_{2}(h)$ may be a strict subset of $S_{1}(h)$ even when $x \in \mathbb{R}$. For example, consider $f_{1}(x)=x^{2}, f_{2}(x)=-\log (x)$, and $g\left(u_{1}, u_{2}\right)=u_{1}+10 u_{2}$ so that $h=x^{2}-10 \log (x)$. We use $x=2$ and $x=4$ to construct the outer approximations. If $h_{S_{2}(h)}(x)$ denotes the minimum value of $x$ when a two-step outer approximation is constructed and $h_{S_{1}(h)}(x)$ denotes the minimum value of $h$ for a single-step approximation, then it is easily seen that $h_{S_{1}(h)}(2.9)=3.1-10 \log (2)<$ $10.35-10 \log (4)=h_{S_{2}(h)}(2.9)$.

Thus far, we have established that the two-step procedure provides a tighter outer approximation of $h(x)$ than the single-step outer approximation. On the other hand, clearly, $S_{2}(h)$ requires more linear inequalities than $S_{1}(h)$. Then, a natural question is whether the approximation $S_{2}(h)$ can be obtained from $h(x)$ through a single-step procedure that uses the same or a comparable number of subgradient inequalities as does $S_{2}(h)$.

Proposition 4. If $g(\cdot)$ is linear and there is only one nonlinear variable in $f_{i}(\cdot)$, then there exist $\left|I \backslash I_{L}\right|(r-1)+1$ points such that the set $S_{1}(h)$ developed using these points is contained within $S_{2}(h)$, when the latter is developed using $r$ points.

Proof. Let $x_{1}$ be the only nonlinear variable. Then, the linear part can be removed from $f_{i}(x)$ and aggregated as part of $g(u)$ where $u$ is augmented to include the variables $x_{2}, \ldots, x_{n}$. By Remark 1, we are only required to treat the case $h\left(x_{1}\right)=\sum_{i=1}^{\left|I \backslash I_{L}\right|} f_{i}\left(x_{1}\right)$ where each $f_{i}$ is a univariate nonlinear function. Let $\underline{f}_{i}(x)$ represent the piecewise-linear outer approximation of $f_{i}\left(x_{1}\right)$ obtained by constructing subgradient inequalities at $x_{1}^{1}, \ldots, x_{1}^{r}$. Let $\underline{h}\left(x_{1}\right)=\sum_{i=1}^{\left|I \backslash I_{L}\right|} \underline{f}_{i}(x)$. Since each $\underline{f}_{i}$ is piecewise-linear with $r-1$ breakpoints, $\underline{h}_{i}$ is also piecewise-linear with at most $\left|I \backslash I_{L}\right|(r-1)$ breakpoints and can be represented using $\left|I \backslash I_{L}\right|(r-1)+1$ underestimators. A tighter underestimator of $h(x)$ can then be developed by maintaining the slopes of the underestimating hyperplanes but shifting them so that they support $h$.

Proposition 4 is established under fairly restrictive conditions. As we show in the next result, in a more general setting, even polynomially many subgradient inequalities of $h(x)$ may not suffice to reconstruct the underestimator produced by $S_{2}(h)$.

Proposition 5. Consider a separable function $f_{1}\left(x_{1}\right)+\cdots+f_{m}\left(x_{m}\right)$ where each $f_{i}$ is strictly convex. Then, the outer approximation $S_{2}(h)$ formed by constructing supporting hyperplanes at $x^{1}, \ldots, x^{r}$ is equivalent to $S_{1}(h)$ formed by constructing supporting hyperplanes at every $x$ for which there exists $j \in\{1, \ldots, r\}$ such that $x_{i}=x_{i}^{j}$.

Proof. It can be easily argued that

$$
\nabla h(\bar{x})=\left[\nabla f_{1}\left(\bar{x}_{1}\right), \ldots, \nabla f_{m}\left(\bar{x}_{m}\right)\right] .
$$

Then $\left(\gamma^{0}, x^{0}\right) \in S_{2}(h)$ if and only if there exists $\phi^{0}$ such that $\gamma^{0} \geq \sum_{i=1}^{m} \phi_{i}^{0}$, where $\phi_{i} \geq f_{i}\left(x_{i}^{j}\right)+\nabla f_{i}\left(x_{i}^{j}\right)\left(x_{i}^{0}-x_{i}^{j}\right)$. By Fourier-Motzkin elimination, $\left(\gamma^{0}, x^{0}\right) \in S_{2}(h)$ if and only if, for all $j_{i} \in\{1, \ldots, r\}$,

$$
\gamma^{0} \geq \sum_{i=1}^{m}\left(f_{i}\left(x_{i}^{j_{i}}\right)+\nabla f_{i}\left(x_{i}^{j_{i}}\right)\left(x_{i}^{0}-x_{i}^{j_{i}}\right)\right)
$$

These are precisely the subgradient inequalities for $h(x)$ at

$$
\left\{x \mid \exists j \text { such that } x_{i}=x_{i}^{j}\right\} .
$$

All the subgradient inequalities are distinct due to the strict convexity of each $f_{i}$.
If for all $i$ and for all $j \neq k$ we have $x_{i}^{j} \neq x_{i}^{k}$, then Proposition 5 states that an exponential number of supporting hyperplanes at $r^{n}$ points are needed in $S_{1}(h)$ to be able to yield the approximation obtained from $S_{2}(h)$ via subgradients at $r$ points. Separable functions are indeed quite common in nonconvex problems, indicating that the two-step approximation has the potential of providing much tighter polyhedral outer approximations than the one-step procedure with a comparable number of subgradient inequalities.

### 2.1. Outer approximation of non-differentiable functions

Using the chain rule for subdifferentials, the ideas presented above will now be extended to compositions of non-differentiable functions. For example, if $h(x)$ is a separable function of the form

$$
f_{1}\left(x_{1}\right)+\cdots+f_{m}\left(x_{m}\right)
$$

it can be easily shown that:

$$
\partial h(\bar{x})=\partial f_{1}\left(\bar{x}_{1}\right) \times \cdots \times \partial f_{m}\left(\bar{x}_{m}\right),
$$

where $\partial f(x)$ is the subdifferential of $f$ at $x$.
Consider the non-differentiable function

$$
h(x)=\max \left\{f_{1}(x), \ldots, f_{m}(x)\right\},
$$

where each $f_{i}(\cdot)$ is a strictly convex differentiable function. Consider a point $\bar{x}$ in the domain of $h$. If $I(\bar{x})=\left\{i \mid f_{i}(\bar{x})=h(\bar{x})\right\}$, then the subdifferential of $h(\bar{x})$ is the set of convex combinations of the subgradients of $f_{i}(\bar{x})$, where $i \in I(\bar{x})$. Consider $j \notin I(\bar{x})$. The subgradients of $h(\bar{x})$ do not depend on the subgradient of $f_{j}(\cdot)$ at $\bar{x}$. However, the subgradient inequality $h(x) \geq f_{j}(\bar{x})+\nabla f_{j}(x)(x-\bar{x})$ is valid. In fact, this inequality may not be dominated by the inequalities obtained using the subgradients of $h(\bar{x})$. For example, consider $h(x)=\max \left\{(x-3)^{2}, 2\right\}$. If we underestimate $h(\cdot)$ using the subgradient at $x=0$, we obtain $h \geq 9-6 x$. At $x=3$, this underestimator is much weaker than the underestimator $h \geq 2$.

We now consider the case of general non-differentiable functions. Under the assumption of differentiability, the chain rule of differentiation was used to prove Theorem 1. Fortunately, the chain rule can be generalized to the non-differentiable case as follows:

Lemma 1 (Theorem 4.3.1 in [11]). Let h, $f$ and $g$ be such that $h=g \circ f, f$ is a vector of convex functions $f_{1}, \ldots, f_{m}$ and $g$ is convex non-decreasing in $f_{i}$. For all $x \in \mathbb{R}^{n}$,

$$
\partial(g \circ f)(x)=\left\{\sum_{i=1}^{m} \rho_{i} s_{i} \mid\left(\rho_{1}, \ldots, \rho_{m}\right) \in \partial g(f(x)), s_{i} \in \partial f_{i}(x), i=1, \ldots, m\right\}
$$

With the above result, we can provide an analogous result to Theorem 1 for the non-differentiable case.

Theorem 2. Consider a list of points $x^{j}, j=1, \ldots, r$ (repetitions allowed). Let

$$
S_{1}(h)=\left\{(\gamma, x) \mid \gamma \geq h\left(x^{j}\right)+a^{j}\left(x-x^{j}\right) \quad j=1, \ldots, r\right\},
$$

where $a^{j} \in \partial(g \circ f)\left(x^{j}\right)$. Then, there exist $\rho^{j} \in \partial g\left(f\left(x^{j}\right)\right)$ and $s_{i}^{j} \in \partial f_{i}\left(x^{j}\right)$ for $i=1, \ldots, m$ and $j=1, \ldots, r$ such that $S_{2}(h)$ defined as

$$
S_{2}(h)=\left\{(\gamma, x) \left\lvert\, \begin{array}{ll}
\gamma \geq g\left(f\left(x^{j}\right)\right)+\rho^{j}\left(\phi-f\left(x^{j}\right)\right) & j=1, \ldots, r \\
\phi_{i} \geq f_{i}\left(x^{j}\right)+s_{i}^{j}\left(x-x^{j}\right) & j=1, \ldots, r
\end{array}\right.\right\},
$$

is contained in $S_{1}(h)$.

Proof. Lemma 1 implies that, for each $a^{j} \in \partial(g \circ f)\left(x^{j}\right)$, there exist $s_{i}^{j} \in \partial f_{i}\left(x^{j}\right)$ and $\rho^{j} \in \partial g\left(f\left(x^{j}\right)\right)$ such that $a^{j}=\sum_{i=1}^{m} \rho_{i}^{j} s_{i}^{j}$. Then, consider a point $(\gamma, x) \in S_{2}(h)$. Clearly,

$$
\begin{aligned}
\gamma & \geq \sum_{i=1}^{m} \rho_{i}^{j}\left(\phi_{i}-f_{i}\left(x^{j}\right)\right)+g\left(f\left(x^{j}\right)\right) \\
& \geq \sum_{i=1}^{m} \rho_{i}^{j} s_{i}^{j}\left(x-x^{j}\right)+g\left(f\left(x^{j}\right)\right) \\
& =a^{j}\left(x-x^{j}\right)+g\left(f\left(x^{j}\right)\right) .
\end{aligned}
$$

Therefore $(\gamma, x) \in S_{1}(h)$.
Theorem 2 generalizes Theorem 1. However, due to the non-uniqueness of the subgradient, $S_{2}$ is not defined constructively but is obtained using an existence result for the corresponding subgradients of $g$ and $f_{i}$ provided by Lemma 1.

## 3. Exploiting convexity in global optimization

### 3.1. Automatic exploitation of convexity in factorable programs

Branch-and-bound algorithms for global optimization often construct recursive decompositions of factorable functions [14, 21]. In particular, factorable functions can be decomposed as sums and products of univariate functions. Then, the convexity/concavity properties of the primitive univariate functions can be automatically identified and exploited in order to develop subgradient inequalities. Thus, global optimization methods based on factorable decompositions can naturally exploit the benefits of polyhedral outer approximations of the type analyzed in the previous section. The question addressed in this subsection is how such an approach compares to the automatic identification of convexity for the original factorable functions. With this goal in mind, we would like to identify the range of functions that can be recognized as convex under the assumptions in Section 2 that led to the proof of Proposition 1.

Interest in detecting convexity automatically with the hope of exploiting it in optimization algorithms has been surging recently [5, 13, 7]. At the present time, it is difficult to conceive of a prover/disprover of convexity that is both efficient and reliable. Yet, there are many known conditions under which convexity/concavity can be characterized [2].

In the following, we discuss many of the rules for detecting convexity (or concavity) presented in [13] and show that these properties are subsumed in the composition rule of Section 2:

1. If $g$ is univariate convex and $f$ is linear, then $g \circ f$ is convex. This is a special case of the multivariate composition rule.
2. If $g$ is univariate convex, $f$ is convex, and $g$ is increasing in the range of $f$, then $g \circ f$ is convex. This is a special case of the multivariate composition rule.
3. If $g$ is univariate convex, $f$ is concave, and $g$ is decreasing in the range of $f$, then $g \circ f$ is convex. This follows from the composition rule since $-f$ is convex and $g(-\cdot)$ is increasing convex.
4. If $a_{i} \geq 0$ and $f_{i}$ is convex for $i=1, \ldots, n$, then $\sum_{i=1}^{n} a_{i} f_{i}(x)+c$ is convex. This follows from the composition rule since $g(u)=\sum_{i=1}^{n} a_{i} u_{i}+c$ is a convex increasing function.
5. If $f_{i}$ is convex for $i=1, \ldots, m$, then $\max \left\{f_{1}(x), \ldots, f_{m}(x)\right\}$ is convex since $g(u)=\max \left\{u_{1}, \ldots, u_{m}\right\}$ is an non-decreasing convex function.
6. If $f(x)$ is convex, then $e^{f(x)}$ is convex since $g(u)=e^{u}$ is increasing convex.
7. If $f(x)>-p$ and $f(x)$ is concave, then $-\log (f(x)+p)$ is convex since $g(u)=$ $-\log (-u)$ is increasing convex.
8. If $f(x)$ is nonnegative and convex, then $f(x)^{2}$ is convex since $g(u)=u^{2}$ is an increasing convex function when $u \geq 0$.
Clearly, there are reasons to automatically detect convexity of functions in global optimization. For instance, convexity detection techniques can concentrate on functions whose convexity is not apparent from the composition rule of Proposition 2. Deduction of convexity based on compositions of univariate nonlinear functions is beneficial in that it can lead to smaller relaxations of similar quality (see Proposition 4). Yet, the above analysis shows that automatic detection of convexity is not essential for constructing polyhedral outer approximators of convex functions recognizable using Proposition 2. In the latter case, it suffices to construct polyhedral outer approximators of the convex functions of the decomposed equivalent, wherein convexity of the primitive univariate functions is known a priori.

### 3.2. Cutting planes for convex relaxations of primitive nonconvex functions

Certain primitive operations, like $x / y$, are neither convex nor concave. As such, they cannot be exploited as discussed above. However, we can use nonlinear convex relaxations for such functions to develop a polyhedral relaxation for global optimization purposes. For instance, let us assume that $(x, y) \in\left[x^{L}, x^{U}\right] \times\left[y^{L}, y^{U}\right]$, where $x^{L}>0$ and $y^{L}>0$. Then, it was shown in $[24,23,18,19]$ that $x / y$ can be underestimated by the following convex function:

$$
\begin{equation*}
\frac{x}{y} \geq \max \left\{f_{1}(x, y), f_{2}(x, y), f_{3}(x, y)\right\} \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{1}(x, y) & =\frac{\left(x+\sqrt{x^{L} x^{U}}\right)^{2}}{y\left(\sqrt{x^{L}}+\sqrt{x^{U}}\right)^{2}} \\
f_{2}(x, y) & =x / y^{L}+x^{U}\left(1 / y-1 / y^{L}\right), \text { and } \\
f_{3}(x, y) & =x / y^{U}+x^{L}\left(1 / y-1 / y^{U}\right) .
\end{aligned}
$$

For any given point ( $\bar{x}, \bar{y}$ ), a cutting plane that supports the underestimator in (2) can be easily obtained by choosing the inequality amongst:

$$
\begin{aligned}
& \frac{x}{y} \geq \frac{2\left(\bar{x}+\sqrt{x^{L} x^{U}}\right)}{\left(\sqrt{x^{L}}+\sqrt{x^{U}}\right)^{2} \bar{y}} x-\frac{\left(\bar{x}+\sqrt{x^{L} x^{U}}\right)^{2}}{\bar{y}^{2}\left(\sqrt{x^{L}}+\sqrt{x^{U}}\right)^{2}} y \\
& +2 \frac{\left(\bar{x}+\sqrt{x^{L} x^{U}}\right) \sqrt{x^{L} x^{U}}}{\bar{y}\left(\sqrt{x^{L}}+\sqrt{x^{U}}\right)^{2}}, \\
& \frac{x}{y} \geq \frac{\bar{x}}{y^{L}}-\frac{x^{U}}{\bar{y}^{2}} y-\frac{\left(\bar{y}-2 y^{L}\right) x^{U}}{\bar{y} y^{L}}, \text { and } \\
& \frac{x}{y} \geq \frac{\bar{x}}{y^{U}}-\frac{x^{L}}{\bar{y}^{2}} y-\frac{\left(\bar{y}-2 y^{U}\right) x^{L}}{\bar{y} y^{U}},
\end{aligned}
$$

that is most violated. Concave envelopes of $x / y$ over the positive orthant are already linear [18] and can be included as such in the polyhedral relaxation.

### 3.3. Improved relaxations of nonconvex terms via exploitation of convexity

Exploiting convexity for functional expressions has further indirect benefits in nonconvex optimization. In addition to identifying and approximating convex functions closely, relaxations of nonconvex terms improve as a result of better approximation of their convex subexpressions. For example, consider a nonconvex function $h(x)=f_{1}(x) f_{2}(x)$, where $f_{1}(x)$ and $f_{2}(x)$ are nonnegative convex functions. Let $f_{1}(x) \in\left[f_{1}^{L}(x), f_{1}^{U}(x)\right]$ and $f_{2}(x) \in\left[f_{2}^{L}(x), f_{2}^{U}(x)\right]$ in the domain of interest. Then, the following underestimator of $h(x)$ is well known [14]:

$$
\begin{align*}
h(x) \geq \max \{ & f_{1}(x) f_{2}^{L}(x)+f_{2}(x) f_{1}^{L}(x)-f_{1}^{L}(x) f_{2}^{L}(x), \\
& \left.f_{1}(x) f_{2}^{U}(x)+f_{2}(x) f_{1}^{U}(x)-f_{1}^{U}(x) f_{2}^{U}(x)\right\} . \tag{3}
\end{align*}
$$

Assume that the recursive algorithm for constructing relaxations for factorable functions introduces variables $\phi_{1}$ and $\phi_{2}$ such that $\phi_{1}=f_{1}(x), \phi_{2}=f_{2}(x)$ and relaxes $\phi_{1} \phi_{2}$ using the bilinear envelopes of [14]. Further, assume that the convexity of $f_{1}(x)$ and $f_{2}(x)$ is identified by the algorithm and that domain reduction schemes [21] are able to identify that $\phi_{1} \in\left[f_{1}^{L}(x), f_{1}^{U}(x)\right]$ and $\phi_{2} \in\left[f_{2}^{L}(x), f_{2}^{U}(x)\right]$. Then, the underestimator (3) is automatically exploited in the relaxation.

The above discussion has established that, if the convexity/concavity of a function follows by expressing it as a composition of primitive functions whose convexity/concavity is either exploited automatically (for example $x^{2}, \sum$, exp, log) or identified by the modeler, then such convexity/concavity is implicitly exploited using the subgradient inequalities, as long as the latter are constructed for all primitive functions in the decomposition of the original function. As a result, it is not necessary to identify if a function is non-decreasing.

More concretely, for nonconvex terms of the form $h(x)=g\left(f_{1}(x), \ldots, f_{m}(x)\right)$, where $g$ and $f_{i}, i=1, \ldots, m$ are convex, cutting planes are able to partially exploit the structure in constructing relaxations. Note that $h(x)$ is, in general, nonconvex since $g$ is not required to be a non-decreasing function. In the following, we investigate the
relaxation of $h(x)$ that results when cutting planes are generated to exploit the convexity of $g$ and each $f_{i}$.

For an arbitrary function $f: \mathbb{R}^{n} \mapsto \mathbb{R}$, we say that a function $\varphi$ minorizes $f$ if $\varphi(x) \leq f(x)$ for all $x \in \mathbb{R}^{n}$. Similarly, $\varphi$ majorizes $f$ if $\varphi(x) \geq f(x)$ for all $x \in \mathbb{R}^{n}$. For our analysis, we will mainly be interested in functions $\varphi$ that are lower-semicontinuous (l.s.c.), convex, and non-decreasing. We assume that all the functions have an affine minorizer.

Proposition 6. Consider a function $f: \mathbb{R}^{n} \mapsto \mathbb{R}$. There exists an l.s.c. function $L_{f}$ which is convex, non-decreasing, minorizes $f(x)$, and majorizes every other l.s.c., convex, non-decreasing minorizer of $f(x)$.

Proof. Clearly $h(x)=-\infty$ is an 1.s.c. convex non-decreasing function that minorizes $f(x)$. If $g_{1}(x)$ and $g_{2}(x)$ are two convex non-decreasing functions that minorize $f(x)$, then $\max \left\{g_{1}(x), g_{2}(x)\right\}$ is another such function that majorizes $g_{1}(x)$ and $g_{2}(x)$.

Proposition 7. $L_{f}=\sup _{s \geq 0}\langle s, x\rangle-f^{*}(s)$.
Proof. Clearly, $L_{f}$ is convex (a supremum of linear functions) and minorizes $f(x)$ (By definition, $\left.f^{*}(s) \geq\langle s, x\rangle-f(x)\right)$. We check that $L_{f}$ is non-decreasing by noting that for $x^{\prime \prime} \geq x^{\prime}$ :

$$
\begin{aligned}
L_{f}\left(x^{\prime \prime}\right) & =\sup _{s \geq 0}\left\{\left\langle s, x^{\prime \prime}-x^{\prime}\right\rangle+\left\langle s, x^{\prime}\right\rangle-f^{*}(s)\right\} \\
& \geq \sup _{s \geq 0}\left\{\left\langle s, x^{\prime}\right\rangle-f^{*}(s)\right\} \\
& =L_{f}\left(x^{\prime}\right) .
\end{aligned}
$$

The proof is by contradiction. Assume that there exists a function $h(x)$ that is l.s.c., convex, and non-decreasing. In addition, assume that $h(x)$ minorizes $f(x)$ and majorizes $L_{f}(x)$. Since $h(x) \leq f(x)$, it follows that $h^{*}(s) \geq f^{*}(s)$. Then,

$$
\begin{aligned}
h^{* *}(x) & =\sup _{s}\left\{\langle s, x\rangle-h^{*}(s)\right\} \\
& =\sup _{s \geq 0}\left\{\langle s, x\rangle-h^{*}(s)\right\} \\
& \leq \sup _{s \geq 0}\left\{\langle s, x\rangle-f^{*}(s)\right\} \\
& =L_{f}(x) .
\end{aligned}
$$

The supremum above was restricted to nonnegative $s$ because, if $s_{i}<0$, then $h^{*}(s)=$ $\sup _{x}\{\langle s, x\rangle-h(x)\}$ is infinite as is easily seen by reducing $x_{i}$ to $-\infty$ and noticing that $h(x)$ is a non-decreasing function. However, since $h(x)$ is l.s.c. and convex, $h^{* *}(x)=h(x)$ and we have a contradiction of the assumption.

Theorem 3. $\left\{(x, \gamma) \mid \gamma \geq g^{* *}(\phi), \phi \geq f(x)\right\}=\left\{(x, \gamma) \mid \gamma \geq L_{g}(f(x))\right\}$.
Proof. Let

$$
\begin{aligned}
S & =\left\{(x, \gamma) \mid \gamma \geq g^{* *}(\phi), \phi \geq f(x)\right\} \\
& =\left\{(x, \gamma) \mid \gamma \geq \sup _{s}\left\{\langle s, \phi\rangle-g^{*}(s)\right\}, \phi \geq f(x)\right\} .
\end{aligned}
$$

We argue first that we can restrict our attention to nonnegative $s$ while taking the supremum of $\langle s, \phi\rangle-g^{*}(s)$. This follows because, for a given $x$ and an $s$ which has at least one coordinate $s_{i}$ strictly less than zero, $\phi_{i}$ can be increased without bound, taking $\langle s, \phi\rangle-g^{*}(s)$ to $-\infty$. Therefore:

$$
\begin{aligned}
S & =\left\{(x, \gamma) \mid \gamma \geq \sup _{s \geq 0}\left\{\langle s, \phi\rangle-g^{*}(s)\right\}, \phi \geq f(x)\right\} \\
& =\left\{(x, \gamma) \mid \gamma \geq L_{g}(\phi), \phi \geq f(x)\right\} \\
& =\left\{(x, \gamma) \mid \gamma \geq L_{g}(f(x))\right\},
\end{aligned}
$$

where the first equality follows from Proposition 7 and the second equality follows from the fact that $L_{g}$ is non-decreasing.

Consider, for example, $f(x)=x^{2}-1$ and $g(u)=u^{2}$. Then, $L_{g}(u)=\max (u, 0)^{2}$. As is evident from Figure 3, $L_{g}(f(x))=\max \left(x^{2}-1,0\right)^{2}$ is the convex envelope of $\left(x^{2}-1\right)^{2}$.

Clearly, the cutting planes proposed here do not always generate the convex envelope. Even in the one-dimensional example of Figure 3, if $x$ is restricted to be nonnegative, the resulting relaxation is not the convex envelope. In fact, the relaxation obtained by using the proposed cutting planes may not imply the convex envelope even in the absence of bounds. For example, consider

$$
f(x)= \begin{cases}e^{-x}-1 & \text { if } x \leq 0 \\ -x & \text { otherwise }\end{cases}
$$

and $g(u)=u^{2}$. Then, the convex envelope of $g(f(x))$ equals $x^{2}$ for $x \geq 0$. However, $L_{g}(f(x))=0$ when $x \geq 0$. Nevertheless, as the next result demonstrates, the cutting planes are able to exploit the convex envelope of $g(f(x))$ when $f$ and $g$ are one-dimensional coercive convex functions.

Proposition 8. If $f(x): \mathbb{R} \mapsto \mathbb{R}$ and $g(u): \mathbb{R} \mapsto \mathbb{R}$ are coercive convex functions, then the convex envelope of $g(f(x))$ is $L_{g}(f(x))$.


Fig. 3. Relaxation of $\left(x^{2}-1\right)^{2}$

Proof. Since $g(u)$ is coercive, it tends to infinity as $u \rightarrow \infty$ and as $u \rightarrow-\infty$. Let $u^{*}=\operatorname{argmin}\{g(u)\}$. Such a $u^{*}$ exists since coercivity allows us to restrict attention to a bounded interval. Then, it follows from the monotonicity of the subgradient mapping of $g$ that $g(u)$ is non-increasing to the left of $u^{*}$ and non-decreasing to the right of $u^{*}$. Therefore,

$$
L_{g}(u)= \begin{cases}g\left(u^{*}\right) & \text { if } u \leq u^{*} \\ g(u) & \text { otherwise }\end{cases}
$$

Since $f(x)$ is coercive and convex, the level set $\left\{x \mid f(x) \leq u^{*}\right\}$ is a bounded interval, say $[a, b]$. By continuity and coercivity of $f(x), f(a)=u^{*}$ and $f(b)=u^{*}$. Clearly, $L_{g}(f(x))=g(f(x))$ if $x \leq a$ or $x \geq b$. For $x \in[a, b], L_{g}(f(x))=g\left(u^{*}\right)=$ $g(f(a))=g(f(b))$. Since $L_{g}(f(x))$ is convex, it must be the convex envelope of $g(f(x))$.

### 3.4. Polyhedral approximations of convex bodies not recognized by the composition rule

The discussion of Section 3.1 establishes that the main advantage of detecting convexity automatically would be in producing smaller rather than tighter relaxations. Unfortunately, convexity of many functions including $\log \exp (x)=\log \left(e^{x_{1}}+\cdots+\cdots e^{x_{n}}\right)$ and $x^{2}+y^{2}-x y$ cannot be gleaned using the composition rule of Section 2. For such a function, a specialized proof that expresses the quadratic form generated by the Hessian as a sum of squares is often needed to prove convexity. If the convexity of such functions is determined, then the increasing nature is exploited automatically by the recursive decomposition scheme allowing recognition of the convexity of functions like $\log \exp \left(f_{1}(x), \ldots, f_{m}(x)\right)$, where $f_{i}(x)$ is convex.

A user of the global optimization algorithm and/or an automatic detector of convexity developed in the modeling interface can thus inform the optimization algorithm of the convexity characteristics of expressions that are not automatically recognized. In order to exploit this convexity using a polyhedral approach, we are interested in circumscribing the convex body $K$ formed by the epigraph of the convex function. For the univariate case, there are well-established sandwich algorithms for achieving this [17, 21]. The multivariate case has been studied in the literature for a long time but has not resulted in any implementations. Nonetheless, recent progress in the direction of approximating compact convex sets has been remarkable. Gruber [10] developed asymptotic estimates for the approximation properties of the polytope $P_{n}^{\text {best }}$ formed by constructing supporting hyperplanes at the best $n$ points on the boundary of the smooth convex body with positive Gaussian curvature. In particular, Gruber proved that Volume $\left(P_{n}^{\text {best }}\right)-\operatorname{Volume}(K)=O\left(n^{\frac{2}{d-1}}\right)$. More recently, Böröczky and Reitzner [3] showed that, if random circumscribed polytopes $P_{n}$ are formed by choosing points according to a continuous density function $d_{K}$, then the expected volume of $P_{n}$ is $\mathrm{EV}\left(P_{n}\right)=\operatorname{Volume}(K)+O\left(n^{\frac{2}{d-1}}\right)$. In particular, $\mathrm{EV}\left(P_{n}\right)$ is minimized if $d_{K}(x)$ is proportional to $H(x)^{\frac{1}{d+1}}$, where $H(x)$ is the Gaussian curvature of $K$ at $x$.

The insights gained by these results can be exploited computationally in a variety of ways. Computing the cumulative probability distribution generated by using the Gaussian curvature of the convex body is fairly involved. Instead, we propose to choose a random set of points from a grid on the surface of the epigraph to build an initial convex outer approximation. Subgradient inequalities at the optimal solution of the relaxation can be used to iteratively improve the quality of this initial relaxation.

## 4. Implementing polyhedral branch-and-cut

Our implementation exploits convexity using a three-pronged approach that realizes the strategies discussed in the previous section. The first approach automatically exploits the convexity/concavity of the univariate functions that appear in the recursive decomposition of multivariate convex and nonconvex factorable functions. The second approach exploits recently developed convex underestimators for simple expressions such as $x / y$. The third approach relies on a modeling language construct that allows the modeler to provide knowledge of univariate or multivariate convex structures to the global optimization solver for the construction of polyhedral outer approximators.

The ideas are implemented in BARON 7.2, which employs automatic differentiation [8] to generate subgradient inequalities for constraints that fall in one of the above three categories. An initial set of linear underestimators is first developed based on a crude outer approximation of user-identified convex functions and the univariate functions in the decomposition of the original program. For each univariate function, after extensive experimentation, we decided to use four supporting hyperplanes located by angular trisection [21]. Subsequently, subgradient inequalities are generated iteratively at the current optimal solution of the LP relaxation if the solution is found to violate a known valid inequality from any of the three classes discussed above. These inequalities are used to solve all relaxation and probing subproblems [20]. The cuts generated are used locally and not passed on to the descendants of the branch-and-cut tree. In this sense, our implementation, albeit preliminary, resembles the use of separation techniques to generate cuts in a branch-and-cut algorithm for integer programming.

Finally, in light of the discussion of Subsection 3.4, it seems pertinent at the time of this writing to enhance the modeling interface of a global optimization solver in a manner that provides the modeler with the flexibility of explicitly identifying convex expressions. In our current implementation of BARON's modeling language, this is enabled by the construct:

CONVEX_EQUATIONS <constraint names>;

## 5. Illustrative examples

Two examples are presented next to illustrate the use of the above concepts. In both cases, we detail the improvement in the lower bound with each round of cutting plane generation as implemented in BARON 7.2.

### 5.1. Example 1

The following example illustrates the automatic exploitation of convexity of factorable programs and relaxations of $x / y$. Consider:

$$
\begin{aligned}
\text { (P) } \min & x^{2}-100 x+y^{2}-30 y+1000 \frac{x}{y} \\
\text { s.t. } 0 & \leq x \leq 1000 \\
1 & \leq y \leq 1000
\end{aligned}
$$

It can be easily verified that the objective function for the above problem is nonconvex. Using (2) and assuming that $x \in\left[x^{L}, x^{U}\right]$ and $y \in\left[y^{L}, y^{U}\right]$, a convex relaxation for this problem is easily constructed as follows:

$$
\begin{aligned}
& \text { (R) } \min x^{2}-100 x+y^{2}-30 y+1000 \max \left\{f_{1}(x, y), f_{2}(x, y), f_{3}(x, y)\right\} \\
& \text { s.t. } 0 \leq x \leq 1000 \\
& 1 \leq y \leq 1000
\end{aligned}
$$

For P, using a variety of domain reduction techniques, BARON 7.2 establishes that $x \in[0,129.77]$ and $y \in[1,129.77]$. An initial lower bounding linear program is then constructed by underestimating $x^{2}$ and $y^{2}$ at four points and using bilinear envelopes for $w y=x$. Then, in an iterative fashion, subgradient inequalities for $x^{2}, y^{2}$, and $\max \left\{f_{1}(x, y), f_{2}(x, y), f_{3}(x, y)\right\}$ are constructed as necessary. The following lower bounds are generated at the root node in an actual BARON 7.2 run:

| Iteration | Lower bound | Relaxation optimal solution |
| :---: | :---: | :---: |
| 1 | -7500.9 | $x_{1}=(65.3,66.5)$ |
| 2 | -3832.2 | $x_{2}=(33.1,34.1)$ |
| 3 | -2839.5 | $x_{3}=(49.2,19.0)$ |
| 4 | -2325.7 | $x_{4}=(41.1,25.6)$ |
| 5 | -2057.5 | $x_{5}=(37.1,22.3)$ |
| 6 | -2041.1 | $x_{6}=(39.1,23.9)$ |

The objective function of P at $x_{6}$ equals -2034.1, which is an upper bound on the optimal value of R. Therefore, R has been approximately solved to optimality. The true optimal objective function value of $R$ is approximately -2036.60 . The optimal solution of P is approximately $(34.317,31.881)$ with an objective function value of -1117.67 . By constructing subgradient inequalities using the convex expressions appearing in R, BARON 7.2 reduces the root-node relaxation gap by $85.5 \%$ in 6 rounds of cutting plane generation. If the convex envelope for $x / y$ described in [18] is used as the underestimating function for $x / y$, one can derive cutting planes leading to an improved lower bound of -2023.2 for P (this underestimator is not currently implemented in BARON 7.2). Using a relative tolerance of $10^{-6}$, BARON 7.2 solves P in 7 nodes when convexity is exploited to generate cutting planes but takes 47 nodes to solve without cutting planes.

### 5.2. Example 2

$$
\begin{aligned}
(\mathrm{Q}) \min & 100 \log \left(e^{x_{1}}+e^{x_{2}}+e^{x_{3}}\right)+x_{1}^{2}-40 x_{1} \\
& +x_{2} x_{3}-10 \log \left(x_{1}\right)+x_{2}^{2}-20 x_{2}-50 x_{3} \\
\text { s.t. } & 1 \leq x_{1} \leq 10 \\
& 1 \leq x_{2} \leq 10 \\
& 1 \leq x_{3} \leq 10
\end{aligned}
$$

A relaxation for Q can be easily constructed using bilinear envelopes for $x_{2} x_{3}$ over $\left[x_{2}^{L}, x_{2}^{U}\right] \times\left[x_{3}^{L}, x_{3}^{U}\right]$. However, BARON 7.2 is not able to exploit the convexity of $\log \left(e^{x_{1}}+e^{x_{2}}+e^{x_{3}}\right)$ since the latter cannot be derived from the convexity/concavity of $\exp (\cdot) / \log (\cdot)$ using the composition rule of Section 2. In the following table, we compare the bound generated by BARON 7.2 while solving the root-node relaxation when convexity of $\log \left(e^{x_{1}}+e^{x_{2}}+e^{x_{3}}\right)$ is not identified by the user (Lower bound 1 ) and when convexity of $\log \left(e^{x_{1}}+e^{x_{2}}+e^{x_{3}}\right)$ has been identified through the CONVEX_EQUATIONS construct (Lower bound 2):

| Iteration | Lower bound 1 | Lower bound 2 |
| :---: | :---: | :---: |
| 1 | -586.9 | 62.5 |
| 2 | -514.9 | 78.9 |
| 3 | -445.8 | 79.6 |
| 4 | -436.2 | 80.2 |
| 5 | -432.9 | 80.6 |

Considering that the optimal solution has an objective function value of approximately 83.28 , the identification of the convexity of $\log \left(e^{x_{1}}+e^{x_{2}}+e^{x_{3}}\right)$ reduces the root-node relaxation gap by $99.5 \%$ in comparison to an automated polyhedral outer approximation scheme that relies only on convexity/concavity of the primitive operations. Subsequently, BARON 7.2 is able to prove optimality within a relative tolerance of $10^{-6}$ after exploring 35 nodes as opposed to 1793 nodes when the convexity is not specified by the modeler.

## 6. Computational results with automatic convexity exploitation

The goals of this section are twofold. First, to provide computational evidence that the proposed cutting plane generation techniques are successful in significantly reducing relaxation gaps, even at the root node, for a wide variety of problems. Second, to demonstrate that incorporating the polyhedral cutting planes in every node of a branch-and-cut algorithm results in significant reductions in the computational effort for solving nonlinear and mixed-integer nonlinear optimization problems to global optimality. To achieve these goals, we consider a large number of problems from globallib [15] and minlplib [4]. No convexity information was provided to the solver for the models used in these computations.

All computations reported below were done on a Dell Precision 530 workstation with a 1.7 GHz Pentium IV Xeon processor. All problems were solved in minimization form.

### 6.1. The test set

From globallib and minlplib, we eliminated all those problems that were trivial, were too large, had functions that BARON cannot currently handle (other than product, power, logarithmic, and exponential), were bilinear or concave quadratic programs for which the procedures developed in this paper do not generate any cutting planes, or were posed over unbounded domains and thus could potentially lead to unreliable lower bound calculations. A total of 40 problems from globallib and 47 problems from minlplib were selected and are listed in Tables 1 and 2, respectively. In Table 3, we provide some statistics on the size of these problems in terms of the numbers of constraints $(m)$, variables ( $n$ ), discrete variables ( $n_{\mathrm{d}}$ ), nonzero elements in the constraints and objective ( $n z$ ), and nonlinear nonzero elements in the constraints and objective ( $n n z$ ). Most of the problems are sparse with a significant linear component and a significant nonlinear component.

### 6.2. Root-node bound improvements for globallib and minlplib problems

For the problems solved, we first computed the root-node relaxation gap, defined as the difference between the calculated upper and lower bounds for the problem at the end of

Table 1. Problems from globallib in the test set

| (1) alkyl | (11) ex4_1_3 | (21) ex8_4_7 | (31) qp2 |
| :--- | :--- | :--- | :--- |
| (2) arki0001 | (12) ex4_1_4 | (2) ex8_4_8 | (32) sambal |
| (3) chain100 | (13) ex4_1_6 | (23) gsg_0001 | (33) srcpm |
| (4) chain25 | (14) ex4_1_7 | (24) gtm | (34) st_cqpjk1 |
| (5) chain400 | (15) ex5_3_3 | (25) hhfair | (35) st_e03 |
| (6) chain50 | (16) ex5_4_4 | (26) linear | (36) st_e04 |
| (7) chakra | (17) ex8_1_7 | (27) meanvar | (37) st_e19 |
| (8) etamac | (18) ex8_1_8 | (28) pindyck | (38) st_e20 |
| (9) ex4_1_1 | (19) ex8_4_1 | (29) process | (39) st_iqpbk1 |
| (10) ex4_1_2 | (20) ex8_4_4 | (30) qp1 | (40) st_iqpbk2 |

Table 2. Problems from minlplib in the test set

| (1) batch | (11) ex1223 | (21) nvs03 | (31) nvs21 | (41) synthes3 |
| :--- | :--- | :--- | :--- | :--- |
| (2) batchdes | (12) ex1223b | (22) nvv08 | (32) nvs23 | (42) tls12 |
| (3) cecil_13 | (13) ex1224 | (23) nvs12 | (33) nvs24 | (43) tls2 |
| (4) contvar | (14) ex3 | (24) nvs13 | (34) ortez | (44) tls4 |
| (5) csched1 | (15) ex4 | (25) nvs14 | (35) procsel | (45) tls5 |
| (6) du-opt | (16) fac1 | (26) nvs15 | (36) ravem | (46) tls6 |
| (7) du-opt5 | (17) fac2 | (27) nvs17 | (37) spectra2 | (47) tls7 |
| (8) eniplac | (18) fac3 | (28) nvs18 | (38) stockcycle |  |
| (9) enpro48 | (19) gkocis | (29) nvs19 | (39) synthes1 |  |
| (10) enpro56 | (20) meanvarx | (30) nvs20 | (40) synthes2 |  |

Table 3. Size statistics for test set

|  | problems from globallib |  |  | problems from minlplib |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $m$ | $n$ | $n z$ | $n n z$ | $m$ | $n$ | $n_{\mathrm{d}}$ | $n z$ | $n n z$ |
| $\min$ | 1 | 2 | 2 | 1 | 2 | 3 | 2 | 7 | 2 |
| $\max$ | 514 | 1031 | 3814 | 1203 | 899 | 841 | 668 | 7205 | 530 |
| average | 45 | 81 | 276 | 85 | 76 | 99 | 57 | 495 | 59 |

the root node of the branch-and-cut search. These relaxation gaps were computed for two relaxation strategies: without and with cutting planes. Up to 10 rounds of cutting planes were allowed in the cutting plane strategy. Fewer rounds were used when the relaxation optimal solution did not sufficiently violate the cutting planes generated in the previous round. In each round, one violated cutting plane was generated for each nonlinear term in the univariate decomposition of multivariate functions.

Results for problems from globallib are shown in Figures 4 and 5. For all the 40 problems solved, the cutting plane strategy leads to root-node relaxation gap reductions. These reductions range from $0.05 \%$ to $100 \%$, with an average of $48 \%$. In other words, the cutting planes eliminated almost half of the root-node relaxation gap for these problems. As Figure 4 indicates, there were seven problems for which the gap was essentially entirely eliminated thanks to cutting planes.

Figure 5 presents the lower bound improvement, defined as the difference between the lower bounds of the two strategies (with and without cutting planes) divided by the absolute value of the lower bound of the strategy without cutting planes. Figure 5 shows that, for five of the problems, the lower bound improved by less than $1 \%$. For the remaining 35 problems, the lower bound improved significantly. Over the entire set of problems, there was a maximum lower bound improvement of $2000 \%$, with an average improvement of $115 \%$.

Similar computations were performed with the 47 problems from minlplib. For these problems, the cutting plane strategy leads to improvements to the root-node relaxation gaps that average $20 \%$. As Figure 6 indicates, there is one problem with a significant deterioration in the quality of the root-node relaxation gap when cutting planes are used. This is because the relaxation solution gave a starting point for local search that led to a much worse upper bound. Excluding this problem, all other problems exhibited


Fig. 4. Root-node gap reductions due to cutting planes for globallib problems


Fig. 5. Root-node lower bound improvements due to cutting planes for globallib problems


Fig. 6. Root-node gap reductions due to cutting planes for minlplib problems
root-node gap reductions, with an average reduction of $27 \%$. As Figure 6 indicates, there are seven problems for which the relaxation gap is essentially entirely eliminated at the root node thanks to the generation of cutting planes.

Figure 7 presents improvements to the lower bounds due to the cutting planes for the 47 problems from minlplib. For six of these problems, the improvements


Fig. 7. Root-node lower bound improvements due to cutting planes for minlplib problems
are below $1 \%$ but, for the majority of the problems, the root-node lower bound improves significantly, often by orders of magnitude. The maximum observed lower bound improvement is $41357 \%$, while improvements average $1032 \%$ over this collection of problems.

### 6.3. Solution to global optimality of problems from globallib and minlplib

The previous subsection demonstrated that automatic exploitation of convexity leads to significant reduction of relaxation gaps for 87 problems from globallib and minlplib. We now solve to global optimality many of the problems reported in the previous subsection. In particular, we restrict attention to 26 of these problems, each of which was nontrivial (required over 5 CPU s) and partial branch-and-bound/cut tree computations indicated that it might be solvable to global optimality within a few CPU hours by at least one of the two strategies considered: without and with cutting planes. All problems are solved using absolute and relative optimality tolerances of $10^{-6}$ and $10^{-9}$, respectively. Termination occurs if either one of these tolerances is met.

Results are presented in Table 4 to compare the two solution strategies. For each problem, this table shows the numbers of constraints ( $m$ ), variables ( $n$ ), and discrete variables $\left(n_{\mathrm{d}}\right)$. Then, for each of the two solution strategies, we present the total number of branch-and-bound/cut iterations $\left(N_{\mathrm{t}}\right)$, the maximum number of nodes that had to be stored in memory ( $N_{\mathrm{m}}$ ), and the CPU seconds for solution. All runs were restricted to no more than seven CPU hours ( 25200 s). Problems that reached this limit were not solved to global optimality by the corresponding strategy. This happened for nine problems when no cutting planes were used. On the other hand, the branch-and-cut strategy successfully solved all problems in this set.

The results of Table 4 are analyzed in Table 5 to further quantify the effect of cutting planes on the algorithm. The first line of Table 5 provides the number, and in parentheses the percentage, of problems for which polyhedral cutting planes lead to at least a factor of two improvement of the algorithm in terms of the total number of iterations $\left(N_{\mathrm{t}}\right)$, memory requirements ( $N_{\mathrm{m}}$ ), and CPU time required for termination. The remainder of the table provides similar counts for problems for which the algorithm was improved by at least $30 \%$ but no more than an order of magnitude, problems for which there was no significant performance change after addition of cutting planes, and problems for which there was some deterioration in performance because of cutting planes.

It can be seen from Table 5 that, for about two thirds of the problems in this test set, branch-and-bound exhibits at least an order of magnitude improvement because of cutting planes. Only for six of the problems in this test set branch-and-cut took more time than branch-and-bound. Looking at the results of Table 4, it is apparent that five of these problems are amongst the easiest problems in the entire test set in the sense that both strategies take less than 100 seconds to solve them. The only nontrivial problem for which the cutting planes lead to an increase in the computational requirements of branch-and-bound is problem tls4. This problem is mostly linear and the cutting planes, apparently, reduce the size of the search tree at the expense of larger and more time consuming LP relaxations.

Table 4. Computational results with BARON 7.2 on problems from globallib and minlplib

|  |  |  | Without cuts |  |  | With cuts |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Problem | $m$ | $n$ | $n_{\mathrm{d}}$ | $N_{\mathrm{t}}$ | $N_{\mathrm{m}}$ | CPU s | $N_{\mathrm{t}}$ | $N_{\mathrm{m}}$ | CPU s |
| arki0001 | 513 | 1030 |  | 261 | 157 | 25200 | 1 | 1 | 137 |
| chakra | 41 | 62 |  | 164238 | 84712 | 25200 | 1 | 1 | 0 |
| du-opt | 9 | 20 | 13 | 82520 | 44734 | 25200 | 79 | 25 | 157 |
| du-opt5 | 9 | 20 | 12 | 106299 | 33954 | 25200 | 78 | 15 | 92 |
| elf | 38 | 54 | 24 | 866 | 91 | 31 | 698 | 89 | 95 |
| enpro48 | 215 | 154 | 92 | 4215 | 434 | 165 | 702 | 92 | 84 |
| enpro56 | 192 | 128 | 73 | 4609 | 477 | 182 | 1354 | 99 | 101 |
| ex1233 | 64 | 52 | 12 | 28122 | 652 | 922 | 2198 | 310 | 1246 |
| ex5_4_4 | 19 | 27 |  | 971 | 93 | 33 | 843 | 80 | 46 |
| ex6_2_14 | 2 | 4 |  | 739 | 65 | 7 | 2713 | 115 | 38 |
| ex8_4_1 | 10 | 22 |  | 926853 | 58084 | 17864 | 13 | 4 | 4 |
| ex8_4_4 | 12 | 17 |  | 2655 | 154 | 63 | 101 | 12 | 7 |
| ex8_4_7 | 40 | 62 |  | 12497 | 7021 | 25200 | 10011 | 6658 | 1883 |
| fac1 | 18 | 22 | 6 | 78055 | 8842 | 143 | 1 | 1 | 0 |
| fac2 | 33 | 66 | 12 | 4653901 | 101202 | 25200 | 27 | 8 | 1 |
| fac3 | 33 | 66 | 12 | 11516667 | 101172 | 25200 | 24 | 7 | 0 |
| gsg_0001 | 112 | 78 |  | 145 | 22 | 17 | 89 | 10 | 21 |
| gtm | 24 | 63 |  | 3229450 | 87622 | 25200 | 1 | 1 | 0 |
| himmel16 | 21 | 18 |  | 1211 | 152 | 27 | 915 | 116 | 81 |
| linear | 20 | 24 |  | 1904473 | 19706 | 24403 | 59472 | 955 | 2772 |
| parallel | 115 | 205 | 25 | 651 | 65 | 198 | 555 | 72 | 194 |
| ravem | 186 | 112 | 53 | 778 | 134 | 30 | 246 | 52 | 18 |
| sambal | 10 | 17 |  | 9279 | 436 | 119 | 1 | 1 | 0 |
| spectra2 | 73 | 70 | 30 | 1963 | 330 | 54 | 43 | 10 | 6 |
| stockcycle | 98 | 481 | 432 | 108260 | 67671 | 25200 | 1573 | 231 | 1152 |
| tls4 | 64 | 105 | 89 | 191760 | 4357 | 4106 | 172015 | 4807 | 12295 |
| Average | 76 | 115 | 63 | 885825 | 23936 | 10583 | 9760 | 530 | 786 |

Table 5. Effect of polyhedral cutting planes

| Effect of adding cuts | Iterations | Memory | CPU time |
| :--- | :---: | :---: | :---: |
| Better by a factor at least two | $18(69 \%)$ | $19(73 \%)$ | $15(58 \%)$ |
| Between $30 \%$ and $100 \%$ better | $2(8 \%)$ | $1(4 \%)$ | $3(12 \%)$ |
| Difference smaller than $30 \%$ | $5(19 \%)$ | $5(19 \%)$ | $2(8 \%)$ |
| Between $30 \%$ and $100 \%$ worse | $1(4 \%)$ | $1(4 \%)$ | $6(23 \%)$ |
| Worse by a factor at least two | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ |

As indicated by the last row of Table 4, cutting plane generation reduces CPU times by an average of $93 \%$ for the entire collection. The overall time reduces despite increased processing time for each node because of significant reduction in the size of the trees due to the improved lower bounds. The reductions in the number of iterations and memory requirements due to cutting planes are equally dramatic as CPU time reductions: $99 \%$ and $98 \%$, respectively.

Finally, Table 6 provides the objective function values for the problems solved. Problems marked with a * have not been reported as solved before in globallib and minlplib. For problem ex8_4_7, the objective function value of 28.6032 corresponds to a point that satisfies BARON's default feasibility tolerance of $10^{-5}$. With a feasibility tolerance of $10^{-6}$, this point is no longer reported as feasible by BARON and the solution obtained is a nearby point with an objective function value of 29.04731 and which is identical with solutions reported in the literature for this problem. All constraints of this problem are nonconvex equalities, thus making the problem numerically sensitive to tolerances. For problem tls4, the previous best known solution, as reported in minlplib [4], had a value of 9.3. As Table 6 indicates, this problem's globally optimal solution corresponds to an objective function value of 8.3. The global solution corresponds to a combination of integer variables that is very different to that of the earlier best known solution.

Table 6. Global objectives

| Problem | Objective |  | Problem | Objective |  |
| :--- | ---: | :--- | :--- | ---: | :--- |
| arki0001 | 40.7129 | $*$ | fac1 | 160912612.3500 |  |
| chakra | -179.1336 | $*$ | fac2 | 331837498.1770 |  |
| du-opt | 3.5563 |  | fac3 | 31982309.8480 |  |
| du-opt5 | 8.0737 |  | gsg_0001 | 2378.1605 | $*$ |
| elf | 0.1917 |  | gtm | 543.5651 | $*$ |
| enpro48 | 187276.7080 |  | himmel16 | -0.8660 |  |
| enpro56 | 263427.2212 |  | linear | 88.9994 | $*$ |
| ex1233 | 155010.6713 |  | parallel | 924.2956 |  |
| ex5_4_4 | 10077.7754 | $*$ | ravem | 269589.5584 |  |
| ex6_2_14 | -0.6954 |  | sambal | 3.9682 |  |
| ex8_4_1 | 0.6185 | $*$ | spectra2 | 13.9783 |  |
| ex8_4_4 | 0.2125 |  | stockcycle | 119948.6883 |  |
| ex8_4_7 | 28.6032 | $\dagger^{*}$ | tls4 | 8.3000 | II |

$\dagger$ : Infeasible solution point returned.
*: No solutions reported for these problems in globallib and minlplib.
II: Better solution than the one reported earlier in minlplib.

## 7. Conclusions

This paper demonstrates that the generation of cutting planes from convex constraints or convex relaxations of nonconvex programs significantly accelerates a branch-and-bound global optimization algorithm by enhancing its lower bounding capabilities. These cutting planes reduced branch-and-bound solution time and memory requirements by over $93 \%$ on a collection of 26 nontrivial problems from globallib and minlplib. Nine of these problems were not solvable by previous techniques within seven CPU hours.

Outer approximation of a decomposed equivalent automatically exploits convexity without requiring explicit strategies for identification of convexity. As such decompositions are becoming commonplace in global optimization systems, exploiting convexity in the manner described in this paper is natural and rewarding.

The potential impact of the proposed functional decomposition and convexification strategy on classical convex programming techniques is worth investigating in the future. Several extensions of this work are possible for nonconvex programming as well. For instance, much remains to be done to identify the optimal mix of cutting and branching in terms of frequency and number of generated cutting planes. More important would be the extension of the branch-and-cut framework to supplement the convexity cuts used here by additional partial convex hull representations obtained from feasibility and optimality arguments.
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