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Abstract. The volume of then-dimensional polytope

5n(x) := {y ∈ Rn: yi ≥ 0 andy1 + · · · + yi ≤ x1 + · · · + xi for all 1≤ i ≤ n}
for arbitrary x := (x1, . . . , xn) with xi > 0 for all i defines a polynomial in variables
xi which admits a number of interpretations, in terms of empirical distributions, plane
partitions, and parking functions. We interpret the terms of this polynomial as the volumes
of chambers in two different polytopal subdivisions of5n(x). The first of these subdivisions
generalizes to a class of polytopes called sections of order cones. In the second subdivision
the chambers are indexed in a natural way by rooted binary trees withn+1 vertices, and the
configuration of these chambers provides a representation of another polytope with many
applications, theassociahedron.

1. Introduction

The focal point of this paper is then-dimensional polytope

5n(x) := {y ∈ Rn: yi ≥ 0 andy1+ · · · + yi ≤ x1+ · · · + xi for all 1≤ i ≤ n}
for arbitraryx := (x1, . . . , xn) with xi > 0 for all i . Then-dimensional volume

Vn(x) := Vol(5n(x))

∗ The research of R. P. Stanley was supported in part by NSF Grants #9743966 and #9988459, and that by
J. Pitman was supported in part by NSF Grant #9703961.
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Fig. 1. 52(x) and its two subdivisions.

is a homogeneous polynomial of degreen in the variablesx1, . . . , xn, which we call
the volume polynomial. This polynomial arises naturally in several different settings:
in the calculation of probabilities derived from empirical distribution functions or the
order statistics ofn independent random variables (see Section 2), and in the study of
parking functions and plane partitions (see Section 5). See also [15] regarding similar
connections between the theories of parking functions, empirical processes, and rooted
trees.

Trivially, V1(x) = x1. The formula

V2(x) = x1x2+ 1
2x2

1

has two natural interpretations by a subdivision of52(x) into two pieces of areasx1x2

and 1
2x2

1, as shown in Fig. 1 for horizontal coordinatex1 = 1 and vertical coordinate
x2 = 2.

The five terms of

V3(x) = x1x2x3+ 1
2x2

1x2+ 1
2x1x2

2 + 1
2x2

1x3+ 1
6x3

1 (1)

can be interpreted in two ways as the volumes determined by two different subdivisions
of 53(x) into five chambers, as in the perspective diagrams of Fig. 2 wherexi = i for
i = 1,2,3, the first coordinate points out of the page, the second to the right, and the
third up, and the viewpoint is(5,−2,4).

A central result of this paper is the general formula for the volume polynomial which
we present in the following theorem. Section 2 offers a simple probabilistic proof of this
theorem. We show in Section 4 how this argument can also be interpreted geometrically

Fig. 2. 53(x) and its two subdivisions.
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by a subdivision of5n(x) into a collection ofn-dimensional chambers, with the volume
of each chamber corresponding to a term of the volume polynomial. This generalizes the
subdivisions of52 and53 shown in the right-hand panels of Figs. 1 and 2. Technically,
by asubdivisionof5n(x)we mean apolytopal subdivisionin the sense of Ziegler [39, p.
129], and we call then-dimensional polytopes involved thechambersof the subdivision.
The subdivision of5n(x) described in Section 4 is a specialization of a result presented
in Section 3 in the general context of “sections of order cones.” Section 6 shows how
the subdivisions shown in the left-hand panels of Figs. 1 and 2 can be generalized to
arbitraryn. The chambers of this subdivision of5n(x) are indexed in a natural way by
rooted binary plane trees withn+1 leaf vertices, and the configuration of these chambers
provides a representation of another interesting polytope with many applications, known
as theassociahedron.

Theorem 1. For each n= 1,2, . . .,

Vn(x) =
∑
k∈Kn

n∏
i=1

xki
i

ki !
= 1

n!

∑
k∈Kn

(
n

k1, . . . , kn

)
xk1

1 · · · xkn
n , (2)

where

Kn :=
{

k ∈ Nn:
j∑

i=1

ki ≥ j for all 1≤ j ≤ n− 1 and
n∑

i=1

ki = n

}
(3)

withN := {0,1,2, . . .}.

In particular, the number of nonzero coefficients inVn is the number of elements of
Kn, which is well known to be thenth Catalan numberCn (see, e.g., Exercise 6.19(w)
of [34] for a simple variant), the first few of which are 1,2,5,14,42,132, . . . :

#Kn = Cn := 1

n+ 1

(
2n

n

)
. (4)

Formula (2) should be compared with the following alternate formula, which as
indicated in Section 2 can be read from a formula of Steck [36], [37] for the cumulative
distribution function of the random vector of order statistics ofn independent random
variables with uniform distribution on an interval:

Vn(x) = det

1( j − i + 1≥ 0)

( j − i + 1)!

(
i∑

h=1

xh

) j−i+1


1≤i, j≤n

, (5)

where det[aij ]1≤i, j≤n denotes the determinant of then × n matrix with entriesaij , and
1(· · ·) equals 1 if· · · and 0 else. See [23] for an elementary probabilistic proof of (5).
This formula allows the expansion ofVn(x) into monomial terms to be generated for
arbitraryn by just a few lines ofMathematicacode.

Another formula of Steck [36], [37], with an elementary proof in [23], gives the
number #(b, c) of j ∈ Zn with j1 < j2 < · · · < jn andbi < ji < ci for all 1 ≤ i ≤ n
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for arbitraryb, c ∈ Zn with b1 ≤ b2 ≤ · · · < bn andc1 ≤ c2 ≤ · · · < cn:

#(b, c) = det

[
1( j − i + 1≥ 0, ci − bj > 1)

(
ci − bj + j − i − 1

j − i + 1

)]
1≤i, j≤n

. (6)

We explain after the proof of Theorem 12 how these formulae (5) and (6) can be deduced
from a result of MacMahon on the enumeration of plane partitions.

In Section 2 we deduce the following special evaluations of the volume polynomial
from some well-known results in the theory of empirical distributions: fora,b ≥ 0,

n! Vn(a,b, . . . ,b) = a(a+ nb)n−1, (7)

while for n ≥ 3 anda,b, c ≥ 0,

n! Vn(a,

n−2 places︷ ︸︸ ︷
b, . . . ,b, c) = a(a+ nb)n−1+ na(c− b)(a+ (n− 1)b)n−2, (8)

and forn ≥ 3, 1≤ m≤ n− 2 anda,b, c ≥ 0,

n! Vn(a,

n−m−1 places︷ ︸︸ ︷
b, . . . ,b, c,

m−1 places︷ ︸︸ ︷
0, . . . ,0)

= a
m∑

j=0

(
n

j

)
(c− (m+ 1− j )b) j (a+ (n− j )b)n− j−1. (9)

As we indicate in Section 5, these formulae read from the theory of empirical distributions
have interesting combinatorial interpretations in terms of parking functions and plane
partitions.

2. Uniform Order Statistics and Empirical Distribution Functions

Let (Un,i ,1 ≤ i ≤ n) be theorder statisticsof n independent uniform(0,1) variables
U1,U2, . . . ,Un. That is to say,Un,1 ≤ Un,2 ≤ · · · ≤ Un,n are the ranked values of the
Ui ,1 ≤ i ≤ n. Because the random vectors(Un, j ,1 ≤ j ≤ n) and(1− Un,n+1− j ,1 ≤
j ≤ n) have the same uniform distribution with constant densityn! on the simplex

{u ∈ Rn: 0≤ u1 ≤ · · · ≤ un ≤ 1} (10)

for arbitrary vectorsr ands in this simplex there are the formulae

P(Un, j ≤ sj for all 1≤ j ≤ n) = n! Vn(x1, . . . , xn)

where xj := sj − sj−1, (11)

wheres0 := 0 and

P(Un, j ≥ r j for all 1≤ j ≤ n) = n! Vn(x1, . . . , xn)

where xj := rn+2− j − rn+1− j , (12)



A Polytope Related to the Associahedron 607

wherern+1 := 1. Thus the probability

Pn(r, s) := P(r j ≤ Un, j ≤ sj for all 1≤ j ≤ n) (13)

can be evaluated in terms ofVn if either r = 0 or s = 1. See Section 9.3 of [30] for
a review of results involving these probabilities, including various recursion formulae
which are useful for their computation.

Proof of Theorem1. By homogeneity ofVn, it suffices to prove the formula when
sn ≤ 1. Fix x and consider the probability (11). For 1≤ i ≤ n + 1 let Ni denote
the number ofUn, j that fall in the interval(si−1, si ], with the conventionss0 = 0 and
sn+1 = 1:

Ni :=
n∑

i=1

1(si−1 < Un, j ≤ si ) =
n∑

i=1

1(si−1 < Uj ≤ si ). (14)

The second expression forNi shows that the random vector(Ni ,1≤ i ≤ n+ 1) has the
multinomial distribution with parameters n and(x1, . . . , xn, xn+1) for xi := si − si−1,
meaning that for each vector ofn + 1 nonnegative integers(ki ,1 ≤ i ≤ n + 1) with∑n+1

i=1 ki = n, we have

P(Ni = ki ,1≤ i ≤ n+ 1) = n!
n+1∏
i=1

xi
ki

ki !
. (15)

By definition of theUn, j and (14), the events(Un, j ≤ sj ) and (
∑ j

i=1 Ni ≥ j ) are
identical. Thus

P(Un, j ≤ sj for all 1≤ j ≤ n)

= P

(
j∑

i=1

Ni ≥ j for all 1≤ j ≤ n

)

=
∑
k∈Kn

P(Ni = ki ,1≤ i ≤ n, Nn+1 = 0) = n!
∑
k∈Kn

n∏
i=1

xi
ki

ki !

by application of (15) withkn+1 = 0. Compare the result of this calculation with (11) to
obtain (2).

It is easily seen that the decomposition of the event (11) considered in the above
argument corresponds to a polytopal subdivision of5n(x)which forn = 2 andn = 3 is
that shown in the right-hand panels of Figs. 1 and 2. See Section 4 for further discussion
of this subdivision of5n(x).

The following corollary of Theorem 1 spells out two more probabilistic interpretations
of Vn.

Corollary 2. Let(Ni ,1≤ i ≤ n+1) be a random vector with multinomial distribution
with parameters n and(p1, . . . , pn+1), as if Ni is the number of times i appears in
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a sequence of n independent trials with probability pi of getting i on each trial for
1≤ i ≤ n+ 1, where

∑n+1
i=1 pi = 1. Then

P

(
i∑

j=1

Nj ≥ i for all 1≤ i ≤ n

)
= n! Vn(p1, p2, . . . , pn) (16)

and

P

(
i∑

j=1

Nj < i for all 1≤ i ≤ n

)
= n! Vn(pn+1, pn, . . . , p2). (17)

Proof. The first formula is read from the previous proof of (2). The second is just the
first applied to(N̂1, . . . , N̂n+1) := (Nn+1, . . . , N1) instead of(N1, . . . , Nn+1), because

j∑
i=1

N̂i =
j∑

i=1

Nn+2−i = n−
n+1− j∑

i=1

Ni

so that
j∑

i=1

N̂i ≥ j iff
n+1− j∑

i=1

Ni < n+ 1− j,

and hence the event that
∑ j

i=1 N̂i ≤ j for all 1 ≤ j ≤ n is identical to the event that∑m
i=1 Ni < m for all 1≤ m≤ n.

Let

Fn(t) := 1

n

n∑
i=1

1(Ui ≤ t) = 1

n

n∑
i=1

1(Un,i ≤ t)

be the usualempirical distribution functionassociated with the uniform random sample
U1, . . . ,Un. SoFn rises by a step of 1/n at each of the sample points. It is well known
[30] that for any for continuous increasing functionsf andg, the probability

P( f (t) ≤ Fn(t) ≤ g(t) for all t)

equalsPn(r, s) as in (13) wherer ands are easily expressed in terms of values of the
inverse functions off andg at i /n for 0≤ i ≤ n. As an example, Daniels [3] discovered
the remarkable fact that for 0≤ p ≤ 1 the probability that the empirical distribution
function does not cross the line joining(0,0) to (p,1) equals 1− p, no matter what
n = 1,2, . . .:

P(Fn(t) ≤ t/p for all 0≤ t ≤ 1) = 1− p (18)

which can be rewritten as

P(Un,i ≥ i p/n for all 1≤ i ≤ n) = 1− p. (19)

As observed in Chapter X of [24], Daniels’ formula (18) can be understood without
calculation by an argument which gives the stronger result of T´akacs [38, Theorem 13.1]
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that this formula holds withFn replaced byF for any random right-continuous nonde-
creasing step functionF with cyclically exchangeable increments andF(0) = 0 and
F(1) = 1. Essentially, this is a continuous parameter form of the ballot theorem. Many
other proofs of Daniels’ formula are known: see Section 9.1 of [30] and papers cited
there. The form (19) of Daniels’ formula is equivalent via (12) to

n! Vn(1− p, p/n, . . . , p/n) = 1− p (20)

for 0 ≤ p ≤ 1. By homogeneity ofVn, this amounts to the identity (7) of polynomials
in two variablesa andb.

Pyke [25, Lemma 1] found the following formula: for all realb andx with

0≤ b ≤ 1 and 0≤ nb− x ≤ 1, (21)

P(max1≤i≤n(bi−Un,i )≤x) = (1+x−nb)
∑bx/ac

j=0

(n
j

)
( jb−x) j (1+x−jb)n− j−1. (22)

As indicated in Exercise 2 on p. 354 of [30], this formula gives an expression for the
probability that the empirical cumulative distribution function based on a sample ofn
independent uniform(0,1) variables crosses an arbitrary straight line through the unit
square. See Section 9.1 of [30] for proof of an equivalent of (22), various related results,
and further references. The identity in distribution

(Un,i ,1≤ i ≤ n)
d= (1−Un,n+1−i ,1≤ i ≤ n)

shows that the probability in (22) equals

P(Un,i ≤ 1+ x − nb+ b(i − 1) for all 1≤ i ≤ n) (23)

which according to (11) is equal in turn to

n! Vn(x1, . . . , xn) for

xi =


1+ x − nb if i = 1,

b if 2 ≤ i < n− bx/ac + 1,

(n− i + 2)b− x if i = n− bx/ac + 1,

0 if i > n− bx/ac + 1.

(24)

For a := 1+ x − nb andb subject to (21), that is 0< a ≤ 1 and 0≤ b ≤ 1, the
above discussion gives us equality of (22) and (24) withx = a+ nb− 1. In particular,
provided 0≤ x < a there is only a term forj = 0 in (22), so the equality of (22)
and (24) reduces to (7). Similarly, fora ≤ x < 2a there are only terms forj = 0 and
j = 1 in (22). Forn ≥ 3 this allows us to deduce (8) from (22) first fora,b, c > 0
with a + (n− 2)b+ c = 1 andc < b, thence as an identity of polynomials ina,b, c.
Similarly, for n ≥ 3 and 1≤ m ≤ n− 2 whenbx/ac = m we obtain the identity (9) of
polynomials ina,b, c.

According to Steck [36], [37], forr, s in the simplex (10) there is the following
determinantal formula forPn(r, s) as in (13):

Pn(r, s) = n! det

[
1( j − i + 1≥ 0)

( j − i + 1)!
(si − r j )

j−i+1
+

]
1≤i, j≤n

. (25)
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The special case of (5) whensn ≤ 1 can be read from (11), (13) and the special case of
(25) with r = 0 ands the vector of partial sums ofx. The general case of (5) follows
by homogeneity ofVn from the special case, withxi replaced byxi /σ for arbitrary
σ ≥∑n

i=1 xi . See also [22], where probabilities of the form (25) are expressed in terms
of Sheffer polynomials.

3. Sections of Order Cones

We obtain some results for a class of polytopes we call “sections of order cones” and
then show in the next section how these results apply directly to5n(x). Let P be a partial
ordering of the set{α1, . . . , αp}, such that ifαi < αj , theni < j . A linear extensionof
P is an order-preserving bijectionπ : P→ [ p] = {1,2, . . . , p}, so if z< z′ in P, then
π(z) < π(z′). We identifyπ with the permutation (written as a word)a1 · · ·ap of [ p]
defined byπ(αai ) = i . In particular, the identity permutation 12· · · p is a linear extension
of P. LetL(P) denote the set of linear extensions ofP. Givenπ = a1 · · ·ap ∈ L(P)
defineAπ to be the set of all order-preserving mapsf : P→ R such that

f (αa1) ≤ f (αa2) ≤ · · · ≤ f (αap),

f (αaj ) < f (αaj+1), if aj > aj+1.

A basic property of order-preserving mapsf : P → R is given by the following
theorem, which is equivalent to Lemma 4.5.3(a) of [32].

Theorem 3. The set of all order-preserving maps f: P→ R is a disjoint union of the
setsAπ asπ ranges overL(P).

For instance, ifP is given by Fig. 3, then the order-preserving mapsf : P→ R are
partitioned by the following seven conditions:

f (α1) ≤ f (α2) ≤ f (α3) ≤ f (α4) ≤ f (α5) ≤ f (α6),

f (α1) ≤ f (α2) ≤ f (α3) ≤ f (α5) < f (α4) ≤ f (α6),

f (α1) ≤ f (α3) < f (α2) ≤ f (α4) ≤ f (α5) ≤ f (α6),

f (α1) ≤ f (α3) < f (α2) ≤ f (α5) < f (α4) ≤ f (α6), (26)

f (α1) ≤ f (α3) ≤ f (α5) < f (α2) ≤ f (α4) ≤ f (α6),

Fig. 3. A partially ordered set.



A Polytope Related to the Associahedron 611

f (α2) < f (α1) ≤ f (α3) ≤ f (α4) ≤ f (α5) ≤ f (α6),

f (α2) < f (α1) ≤ f (α3) ≤ f (α5) < f (α4) ≤ f (α6).

Define theorder coneC(P) of the posetP to be the set of all order-preserving maps
f : P→ R≥0. ThusC(P) is a pointed polyhedral cone in the spaceRP. Assume now that
P has a unique maximal element1̂, and lett1 < · · · < tn = 1̂ be a chainC in P. (With a
little more work we could relax the assumption thatC is a chain. The condition thattn = 1̂
entails no real loss of generality since we can just adjoin a1̂ to P and include it inC.) Let
x1, . . . , xn be nonnegative real numbers. Setui = x1 + · · · + xi andu = (u1, . . . ,un).
Let Wu denote the subspace ofRP defined byf (ti ) = ui for 1≤ i ≤ n. Define theorder
cone sectionCC(P,u) to be the intersectionC(P) ∩ Wu, restricted to the coordinates
P−C. (The restriction to the coordinatesP−C merely deletes constant coordinates and
has no effect on the geometric and combinatorial structure ofC(P)∩Wu.) Equivalently,
CC(P,u) is the set of all order-preserving mapsf : P−C→ R≥0 such that the extension
of f to P defined byf (ti ) = ui remains order-preserving. Note thatCC(P,u) is bounded
since for alls ∈ P − C and all f ∈ CC(P,u) we have 0≤ f (s) ≤ un. ThusCC(P,u)
is a convex polytope contained inRP−C. Moreover, dimCC(P,u) = |P − C| provided
eachxi > 0 (or in certain other situations, such as when no element ofP−C is greater
thant1).

There is an alternative way to view the polytopeCC(P,u). LetP1, . . . ,Pn be convex
polytopes (or just convex bodies) in the same ambient spaceRm, and letx1, . . . , xn ∈
R≥0. Define theMinkowski sum(or, more accurately,Minkowski linear combination)

x1P1+ · · · + xnPn = {x1X1+ · · · + xn Xn: Xi ∈ Pi }.

ThenQ = x1P1 + · · · + xnPn is a convex polytope that was first investigated by
Minkowski (at least form ≤ 3) and whose study belongs to the subject ofintegral
geometry(e.g., [29]). In particular, them-dimensional volume ofQ has the form

Vol(Q) =
∑

a1+···+an=m
ai ∈N

(
m

a1, . . . ,an

)
V(Pa1

1 , . . . ,Pan
n )x

a1
1 · · · xan

n ,

whereV(Pa1
1 , . . . ,Pan

n ) ∈ R≥0. These numbers are known as themixed volumesof the
polytopesP1, . . . ,Pn and have been extensively investigated.

Now suppose thatP1, . . . ,Pn are integer polytopes(i.e., their vertices have integer
coordinates) inRm, and letx1, . . . , xn ∈ N. Given any integer polytopeP ⊂ Rm, write

N(P) = #(P ∩ Zm),

the number of integer points inP. Then we callN(x1P1 + · · · + xnPn), regarded as a
function of x1, . . . , xn ∈ N, themixed lattice point enumeratorof P1, . . . ,Pn. It was
shown by McMullen [16] (see also [17] and [18] for two related survey articles) that
N(x1P1+ · · · + xnPn) is a polynomial inx1, . . . , xn (with rational coefficients) of total
degree at mostm. Moreover, the terms of degreem are given by Vol(x1P1+· · ·+xnPn).
Hence the coefficients of the terms of degreem are nonnegative, but in general the
coefficients ofN(x1P1 + · · · + xnPn) may be negative. In the special casen = 1, the
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mixed lattice point enumeratorN(xP) is called theEhrhart polynomialof the integer
polytopeP and is denotedi (P, x). An introduction to Ehrhart polynomials appears on
pp. 235–241 of [32].

Define theorder polytopeO(P) of the finite posetP to be the set of all order-
preserving mapsf : P → [0,1] = {x ∈ R: 0 ≤ x ≤ 1}. ThusO(P) is a convex
polytope inRP of dimension|P|. The basic properties of order polytopes are developed
in [31].

Theorem 4. Given P, C, andu as above, so ui = x1+ · · · + xi , let

Pi = {s ∈ P − C: s 6< ti−1}

(with P1 = P − C). Regard the order polytopeO(Pi ) as lying inRP−C by setting
coordinates indexed by elements of(P − C)− Pi equal to0. Then

CC(P,u) = x1O(P1)+ x2O(P2)+ · · · + xnO(Pn).

Proof. We can regardO(Pi ) as the set of order-preserving mapsf : P − C → [0,1]
such thatf (s) = 0 if s < ti−1. From this it is clear that every element ofx1O(P1) +
x2O(P2)+ · · · + xnO(Pn) is an order-preserving mapg: P − C → R≥0 such that the
extension ofg to P defined byg(ti ) = x1+ · · · + xi remains order-preserving. Hence

CC(P,u) ⊇ x1O(P1)+ x2O(P2)+ · · · + xnO(Pn).

For the converse, we may assume (by deleting elements ofP if necessary) that eachxi >

0. Let f ∈ CC(P,u). Lets ∈ PC and defineg1(s) = f (s)and f1(s) = min(1, x−1
1 g1(s)).

Set

g2(s) = g1(s)− x1 f1(s) = max(g1(s)− x1,0).

Now let f2(s) = min(1, x−1
2 g2(s)) and set

g3(s) = g2(s)− x2 f2(s) = max(g2(s)− x2,0).

Continuing in this way gives functionsf1, f2, . . . , fn, for which it can be checked that
fi ∈ O(Pi ) and

f = x1 f1+ · · · + xn fn,

so

CC(P,u) ⊆ x1O(P1)+ x2O(P2)+ · · · + xnO(Pn).

We now want to give a formula for the number of integer points inCC(P,u), which
by Theorem 4 is just the mixed lattice point enumerator of the polytopesO(Pi ). Let C
be the chaint1 < · · · < tn = 1̂ as above. Givenπ = a1 · · ·ap ∈ L(P), write hi (π) for
theheightof ti in π , i.e., ti = π−1(ahi (π)). Thus 1≤ h1(π) < · · · < hn(π) = p. Also
write

di (π) = #{ j : hi−1(π) ≤ j < hi (π), aj > aj+1},
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where we seth0(π) = 0 anda0 = 0. Thusdi (π) is the number ofdescentsofπ appearing
betweenhi−1(π) andhi (π). Recall (e.g., Section 1.2 of [32]) that the number of ways
to choosej objects with repetition from a set ofk objects is given by((

k

j

))
=
(

k+ j − 1

j

)
= k(k+ 1) · · · (k+ j − 1)

j !
. (27)

Regarding
((

k
j

))
as a polynomial ink ∈ Z, note that

((
k
j

))
= 0 for− j + 1≤ k ≤ 0.

Theorem 5. We have

N(CC(P,u)) =
∑

π∈L(P)

n−1∏
i=1

((
xi − di (π)+ 1

hi (π)− hi−1(π)− 1

))
. (28)

Proof. Fix π = a1 · · ·ap ∈ L(P). Write hi = hi (π) anddi = di (π). Let f : P → R
be an order-preserving map such that (a)f ∈ Aπ , (b) f (ti ) = ui = x1+· · ·+xi , and (c)
the restrictionf |P−C of f to P−C satisfiesf |P−C ∈ CC(P,u). If we writeci = f (αai ),
then for fixedπ it follows from Theorem 3 that the integer pointsf |P−C ∈ CC(P,u),
where f satisfies (a) and (b), are given by

0≤ c1 ≤ c2 ≤ · · · ≤ ch1 = x1 ≤ ch1+1 ≤ · · · ≤ ch2

= x1+ x2 ≤ · · · ≤ cp = x1+ · · · + xn, (29)

cj < cj+1 if aj > aj+1. (30)

Letα, β,m ∈ N and 0≤ j1 < j2 < · · · < jq ≤ m. Elementary combinatorial reasoning
shows that the number of integer vectors(r1, . . . , rm) satisfying

α = r0 ≤ r1 ≤ · · · ≤ rm ≤ rm+1 = α + β,
r ji < r ji+1 for 1≤ i ≤ q

is equal to
((
β−q+1

m

))
. Hence the number of integer sequences satisfying (29) and (30)

is given by ((
x1− d1+ 1

h1− 1

))((
x2− d2+ 1

h2− h1− 1

))
· · ·
((

xn − dn + 1

hn − hn−1− 1

))
.

Summing over allπ ∈ L(P) yields (28).

Example 6. Let P be given by Fig. 3, and lett1 = α1, t2 = α3, and t3 = α6. The
conditions in (26) become in the notation of the above proof as follows:

0 ≤ c1 = x1 ≤ c2 ≤ c3 = x1+ x2 ≤ c4 ≤ c5 ≤ c6 = x1+ x2+ x3,

0 ≤ c1 = x1 ≤ c2 ≤ c3 = x1+ x2 ≤ c4 < c5 ≤ c6 = x1+ x2+ x3,

0 ≤ c1 = x1 ≤ c2 = x1+ x2 < c3 ≤ c4 ≤ c5 ≤ c6 = x1+ x2+ x3,
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0 ≤ c1 = x1 ≤ c2 = x1+ x2 < c3 ≤ c4 < c5 ≤ c6 = x1+ x2+ x3,

0 ≤ c1 = x1 ≤ c2 = x1+ x2 ≤ c3 < c4 ≤ c5 ≤ c6 = x1+ x2+ x3,

0 ≤ c1 < c2 = x1 ≤ c3 = x1+ x2 ≤ c4 ≤ c5 ≤ c6 = x1+ x2+ x3,

0 ≤ c1 < c2 = x1 ≤ c3 = x1+ x2 ≤ c4 < c5 ≤ c6 = x1+ x2+ x3,

yielding

N(CC(P,u)) =
((

x2+ 1

1

))((
x3+ 1

2

))
+
((

x2+ 1

1

))((
x3

2

))
+
((

x3

3

))
+
((

x3− 1

3

))
+
((

x3

3

))
+
((

x1

1

))((
x3+ 1

2

))
+
((

x1

1

))((
x3

2

))
.

We mentioned earlier that the terms of highest degree (here of degree|P − C|) of
N(x1P1 + · · · + xnPn) are given by Vol(x1P1 + · · · + xnPn). Hence we obtain from
Theorem 5 the following result.

Corollary 7. The volume ofCC(P,u) is given by

Vol(CC(P,u)) =
∑

π∈L(P)

n∏
i=1

xhi (π)−hi−1(π)

i

(hi (π)− hi−1(π))!
. (31)

Thus if m= |P−C|, then the mixed volume m! · V(O(P1)
a1, . . . ,O(Pn)

an) is equal to
the number of linear extensionsπ ∈ L(P) such that ti has height a1+ · · · + ai in π , for
1≤ i ≤ n.

The casen = 2 of Corollary 7 (or equivalently the casen = 1 wheret1 can be any
element ofP, not just the top element) appears in (16) of [31].

Theproductof two polytopesP ∈ Rp andQ ∈ Rq is defined to be their cartesian
productP × Q ∈ Rp+q. If L̄(P) denotes the poset ofnonemptyfaces ofP, then
L̄(P×Q) = L̄(P)× L̄(Q) (see pp. 9–10 of [39]). IfP is ad-simplex, thenL̄(P) is just
a boolean algebra of rankd with the minimum element removed. Moreover, the product
of n one-dimensional simplices is combinatorially equivalent (even affinely equivalent)
to ad-cube. Ifπ = a1 · · ·ap ∈ LP, then define3π to be the subset ofCC(P,u) given by
(29). Thus when eachxi > 0 we have that3π is a product of simplices of dimensions
h1− 1, h2− h1− 1, . . . , hp − h1− 1, and

Vol(3π) =
n∏

i=1

xhi (π)−hi−1(π)

i

(hi (π)− hi−1(π))!
.

Moreover, the3π ’s form the chambers of a polyhedral decompositionÄC(P,u) of
CC(P,u). We regardÄC(P,u) as the set of all faces of the3π ’s (including the3π ’s
themselves), partially ordered by inclusion. Note that formula (31) corresponds to an
explicit decomposition ofCC(P,u) into “nice” pieces (products of simplices) whose
volumes are the terms in (31).
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Our next result concerns the combinatorial structure of the decomposition ofCC(P,u)
into the chambers3π . First we review some information from Section 5 of [31] about the
coneC(P) of all order-preserving mapsf : P→ R≥0. (Paper [31] actually deals with the
order complexO(P) rather than the coneC(P), but this does not affect our arguments.)
Recall (e.g., p. 100 of [32]) that anorder ideal I of P is a subset ofP such that ift ∈ I
ands< t , thens ∈ I . The poset (actually a distributive lattice) of all order ideals ofP,
ordered by inclusion, is denotedJ(P). Given a chainK : ∅ = I0 < I1 < · · · < Ik = P
in J(P), defineCK (P) to consist of allf : P→ R≥0 satisfying

0≤ f (I1) ≤ f (I2− I1) ≤ · · · ≤ f (Ik − Ik−1), (32)

where f (S) denotes the common value off at all the elements of the subsetS of
P. Clearly, CK (P) is a k-dimensional cone inRP. It is not hard to see that the set
Ä(P) = {CK (P): K is a chain inJ(P) containing∅ andP} is a triangulation ofC(P).
The chambers (maximal faces) ofÄ(P) consist of the cones

0≤ f (αa1) ≤ · · · ≤ f (αap),

whereπ = a1 · · ·ap ∈ L(P). Moreover,CK (P) is aninterior face ofÄ(P) (i.e., does
not lie on the boundary) if and only if each subsetIi − Ii−1 of (32) is anantichain, i.e.,
no two distinct elements ofIi − Ii−1 are comparable. Such chains ofJ(P) are called
Loewy chains. LetÄ◦(P) denote the set of interior faces ofÄ(P) regarded as a partially
ordered set under inclusion. ThusÄ◦(P) is isomorphic to the set of Loewy chains of
J(P), ordered by inclusion. Similarly, we letÄ◦C(P,u) denote the set of interior faces
of the polyhedral decompositionÄC(P,u).

Theorem 8. Let Wu denote the subspace ofRP given by f(ti ) = ui , 1≤ i ≤ n. Define
a mapφ: Ä◦(P)→ Ä◦C(P,u) by lettingφ(CK (P)) equalφK (P)∩Wu restricted to the
coordinates P− C. Thenφ is an isomorphism of posets.

Proof. Let (32) define an interior faceCK (P) of C(P), so∅ = I0 < I1 < · · · < Ik = P
is a Loewy chain. Thus each setI j − I j−1 contains at most one element of the chain
C: t1 < · · · < tn. Let ti ∈ I ji − I ji−1. (In particular,jn = k sincetn = 1̂.) Thenφ(CK (P))
is defined by the equations

0 ≤ f (I1) ≤ f (I2− I1) ≤ · · · ≤ f (I j1 − I j1−1) = u1

≤ f (I j1+1− I j1) ≤ · · · ≤ f (I j2 − I j2−1) = u2 ≤ · · · ≤ f (Ik − Ik−1) = un.

It follows immediately thatφ is a bijection, and that two Loewy chainsK andK ′ satisfy
K ⊆ K ′ if and only if φ(CK (P)) ⊆ φ(CK ′(P)). Henceφ is a poset isomorphism.

The point of Theorem 8 is that it gives a simple combinatorial description (namely, the
posetÄ◦(P), which is isomorphic to the set of Loewy chains ofJ(P) under inclusion)
of the geometrically defined posetÄ◦C(P,u). Note thatÄ◦(P) depends only onP, not
on the chainC.
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4. 5n(x) as a Section of an Order Cone

In this section we apply the theory developed in the previous section to5n(x). We say
that two integer polytopesP ⊂ Rk andQ ⊂ Rm areintegrally equivalentif there is an
affine transformationϕ: Rk → Rm whose restriction toP is a bijectionϕ: P → Q,
and such that if aff denotes affine span, thenϕ restricted toZk ∩ aff(P) is a bijection
ϕ: Zk ∩ aff(P)→ Zm ∩ aff(Q). It follows thatP andQ have the same combinatorial
type and the same “integral structure,” and hence the same volume, Ehrhart polynomial,
etc.

Now let i denote ani -element chain, and letQn = 2 × n, the product of a two-
element chain with ann-element chain. We regard the elements ofQn asα1, . . . , α2n

with α1 < · · · < αn, αn+1 < · · · < α2n, andαi < αn+i for 1 ≤ i ≤ n. Let ti = αn+i ,
and letC be the chaint1 < · · · < tn. As in the previous section letx1, . . . , xn ≥ 0, and
setui = x1 + · · · + xi . The polytopeCC(Qn,u) ⊂ RQn−C ∼= Rn, thus by definition is
given by the equations

0≤ f1 ≤ · · · ≤ fn,

fi ≤ ui , 1≤ i ≤ n.

Let yi = fi − fi−1 (with f0 = 0). Then the above equations become

yi ≥ 0, 1≤ i ≤ n,

y1+ · · · + yi ≤ x1+ · · · + xn.

These are just the equations for5n(x). The transformationyi = fi − fi−1 induces
an integral equivalence betweenCC(Qn,u) and5n(u). Hence the results of the above
section, when specialized toP = Qn, are directly applicable to5n(x).

Theorem 4 expressesCC(P,u) as a Minkowski linear combination of order polytopes
O(Pi ). In the present situation, whereP = 2× n, the posetPi is just the chainαi <

αi+1 < · · · < αn. The order polytopeO(Pi ) is defined by the conditions

f1 = · · · = fi−1 = 0, 0≤ fi ≤ · · · ≤ fn ≤ 1.

This is just a simplex of dimensionn− i + 1 with vertices(0 j ,1n− j ), i − 1 ≤ j ≤ n,
where(0 j ,1n− j ) denotes a vector ofj zeros followed byn− j ones. Switching to the
y coordinates (i.e.,yi = fi − fi−1) yields the following result.

Theorem 9. Let τi be the(n− i + 1)-dimensional simplex inRn defined by

y1 = · · · = yi−1 = 0,

yi ≥ 0, . . . , yn ≥ 0,

yi + · · · + yn ≤ 1,

with vertices(0 j−1,1,0n− j ) for i ≤ j ≤ n, and(0,0, . . . ,0). Then

5n(x) = x1τ1+ x2τ2+ · · · + xnτn.
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Consider the setL(Qn)of linear extensions ofQn. A linear extensionπ = a1 · · ·a2n ∈
L(Qn) is uniquely determined by the positions ofn + 1, . . . ,2n (since 1, . . . ,n must
appear in increasing order). Ifaji = n+i for 1≤ i ≤ n, then 1≤ j1 < · · · < jn = 2nand
ji ≥ 2i . The number of such sequences is just the Catalan numberCn = (1/(n+1))

(2n
n

)
(see, e.g., Exercise 6.19(t) of [34], which is a minor variation). If we setki = ji − ji−1

(with j0 = 0), then the sequencesk = (k1, . . . , kn) are just those of (3). Moreover,
in the linear extensiona1 · · ·a2n there are no descents to the left ofn + 1, and there
is exactly one descent betweenn + i andn + i + 1 provided thatki+1 − ki ≥ 2. (If
ki+1 − ki = 1, then there are no descents betweenn+ i andn+ i + 1.) By Theorem 5
we conclude

N(5n(x)) =
∑
k∈Kn

((
x1+ 1

k1

)) n∏
i=2

((
xi

ki

))
, (33)

whereKn is given by (3). Taking terms of highest degree yields Theorem 1. Thus we
have obtained an explicit decomposition of5n(x) into products of simplices whose vol-
umes are the terms in (2). (A completely different such decomposition will be given in
Section 6.) Moreover, Theorem 8 gives the combinatorial structure of the interior faces
of this decomposition.

Note. Equation (33) was obtained independently by Ira Gessel (private communication)
by a different method.

We illustrate the above discussion with the casen = 3. The posetQ3 is shown
in Fig. 4. The linear extensions ofQ3 are given as follows, with the elements 4,5,6
corresponding to the chainC shown in boldface:

123456

124356

124536

142356

142536

Fig. 4. The posetQ3 = 2× 3.
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Fig. 5. The latticeJ(Q3) of order ideals ofQ3.

Hence the points(y1, y2, y3) ∈ 53(x) are decomposed into the sets

0≤ y1 ≤ y2 ≤ y3 ≤ x1,

0≤ y1 ≤ y2 ≤ x1 < y3 ≤ x1+ x2,

0≤ y1 ≤ y2 ≤ x1 ≤ x1+ x2 < y3 ≤ x1+ x2+ x3,

0≤ y1 ≤ x1 < y2 ≤ y3 ≤ x1+ x2,

0≤ y1 ≤ x1 < y2 ≤ x1+ x2 < y3 ≤ x1+ x2+ x3,

(34)

yielding

N(53(x)) =
((

x1+ 1

3

))
+
((

x1+ 1

2

))((
x2

1

))
+
((

x1+ 1

2

))((
x3

1

))
+
((

x1+ 1

1

))((
x2

2

))
+
((

x1+ 1

1

))((
x2

1

))((
x3

1

))
.

Theorem 8 allows us to describe the incidence relations among the faces of the decom-
position of53(x) whose chambers are the closures of the five sets in (34). The lattice
J(Q3) of order ideals ofQ3 has five maximal chains. This lattice is shown in Fig. 5,
with elements labeleda,b, . . . , j . The elementsa,b, i, j appear in every Loewy chain
of J(Q3) and can be ignored. The simplicial complex of chains ofJ(P) (with a,b, i, j
removed) is shown in Fig. 6(a). The Loewy chains correspond to the interior faces, of
which five have dimension 2, five have dimension 1, and one has dimension 0. Figure 6(b)
shows the “dual complex” of the interior faces. This gives the incidence relations among

h

e
f

dg

c

(a) (b)

Fig. 6. The order complex ofJ(Q3) with a,b, i, j omitted, and the interior face dual complex.



A Polytope Related to the Associahedron 619

the five chambers of the decomposition of53(x) into five products of simplices obtained
from Ä◦C(P,u) by the change of coordinatesyi = fi − fi−1 discussed above. For a
picture, see the second subdivision of53(x) in Fig. 2.

We mentioned earlier that in general the coefficients of the mixed lattice point enu-
meratorN(x1P1 + · · · + xnPn) may be negative. The polytope5n(x) is an exception,
however, and in fact satisfies a slightly stronger property.

Corollary 10. The polynomial N(5n(x1−1, x2, . . . , xn))has nonnegative coefficients.

Proof. Immediate from (33), since the polynomial
(( t

i

))
has nonnegative coefficients.

Note. One can also think ofCC(Qn,u)as the “polytope of fractional shapes contained in
the shape(un,un−1, . . . ,u1).” In general, letλ = (λ1, . . . , λn) be a partition, i.e.,λi ∈ N
andλ1 ≥ · · · ≥ λn, which we also call ashape. We say that a shapeµ = (µ1, . . . , µn)

is contained inλ if µi ≤ λi for all i . (This partial ordering on shapes definesYoung’s
lattice [32, Exercise 3.63]. Additional properties of Young’s lattice may be found in
various places in [34].) If we relax the conditions that theλi ’s are integers but only
require them to be real (withλ1 ≥ · · · ≥ λn ≥ 0), then we can think ofλ as a “fractional
shape.” ThusCC(Qn,u) just consists of the fractional shapes contained in the shape
(un,un−1, . . . ,u1).

5. Connections with Parking Functions and Plane Partitions

There are two additional interpretations of the volume and lattice point enumerator of
5n(x) that we wish to discuss. The first concerns the subject of parking functions,
originally defined by Konheim and Weiss [9]. Aparking functionof lengthn may be
defined as a sequence(a1, . . . ,an) of positive integers whose increasing rearrangement
b1 ≤ · · · ≤ bn satisfiesbi ≤ i . For the reason for the terminology “parking function,”
as well as additional results and references, see Exercise 5.49 of [34]. A basic result of
Konheim and Weiss is that the number of parking functions of lengthn is (n+ 1)n−1.

Write park(n) for the set of all parking functions of lengthn. Forx = (x1, . . . , xn) ∈
Nn define anx-parking functionto be a sequence(a1, . . . ,an) of positive integers whose
increasing rearrangementb1 ≤ · · · ≤ bn satisfiesbi ≤ x1 + · · · + xi . Thus an ordinary
parking function corresponds to the casex = (1,1, . . . ,1). Let Pn(x) denote the number
of x-parking functions. Note thatPn(x) = 0 if x1 = 0.

Theorem 11.

Pn(x) =
∑

(a1,...,an)∈park(n)

xa1 · · · xan = n! Vn(x). (35)

Proof. Given(a1, . . . ,an) ∈ park(n), replace eachi by an integer in the set{x1+· · ·+
xi−1 + 1, . . . , x1 + · · · + xi }. The number of ways to do this is given by the middle
expression in (35), and everyx-parking function is obtained exactly once in this way.
This yields the first equality. The second equality follows from the expansion (2) of
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Vn(x), since a parking function is obtained by choosingk ∈ Kn, forming a sequence
with ki i ’s, and permuting its elements in

( n
k1,...,kn

)
ways.

Takexi = 1 for all i in (35) and apply (7) fora = b = 1 to recover the result of [9]
that the number of parking functions of lengthn is (n+ 1)n−1. We note that formula (7)
can be given a simple combinatorial proof generalizing the proof of Pollak [5, p. 13] for
the case of ordinary parking functions; see p. 10 of [33] for the casea = b. We note that
Theorem 11 also gives enumerative interpretations of formulae (8) and (9). Presumably
these formulae too could be derived combinatorially in the setting of parking functions,
but we do not attempt that here.

An interesting special case of Theorem 11 arises when we takexi = qi−1 for some
q > 0. In this case we have

n! Vn(1,q,q
2, . . . ,qn−1) =

∑
(a1,...,an)∈park(n)

qa1+···+an−n.

It follows from a result of Kreweras [11] (see also Exercise 5.49(c) of [34]) that also

n! Vn(1,q,q
2, . . . ,qn−1) = q(

n
2) In(1/q),

whereIn(q) is theinversion enumerator of labeled trees.
We can generalize (7) by giving a simple product formula for the Ehrhart polynomial

i (5n(x), r ) of 5n(x) in the casex = (a,b,b, . . . ,b) (see Theorem 13). First we need
to discuss another way to interpretN(5n(x)).

Let λ = (λ1, . . . , λ`) be a partition, soλi ∈ N andλ1 ≥ · · · ≥ λ` ≥ 0. A plane
partition of shapeλ and largest part at most mis an arrayπ = (πij ) of integers
1 ≤ πij ≤ m, defined for 1≤ i ≤ ` and 1≤ j ≤ λi , which is weakly decreasing
in rows and columns. For instance, the plane partitions of shape(2,1) and largest part
at most 2 are given by

11 21 22 21 22

1 1 1 2 2
,

where we only display the positive partsπij > 0. Basic information on plane partitions
may be found in Sections 7.20–7.22 of [34]. Ifx = (x1, . . . , xn) ∈ Nn, then set

u = (u1, . . . ,un) = (x1, x1+ x2, . . . , x1+ · · · + xn)

and writeũ = (un, . . . ,u1), so thatũ is a partition.

Theorem 12. Let x ∈ Nn. Then N(5n(x)) is equal to the number of plane partitions
of shapẽu and largest part at most2.

Proof. If (y1, . . . , yn) ∈ 5n(x) ∩ Zn, then define the plane partitionπ of shapeu to
havey1 + · · · + yi twos in rown+ 1− i and the remaining entries equal to one. This
sets up a bijection between the integer points in5n(x) and the plane partitions of shape
ũ and largest part at most 2.
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Note. Because of the connection given by Theorem 12 between integer points in5n(x)
and plane partitions, a number of results concerning5n(x) appear already (sometimes
implicitly) in the plane partition literature. In particular, consider the determinantal for-
mula (6) of Steck. Letj ′i = ji − i , b′i = bi − i + 1, andc′i = ci − i − 1. We are then
counting sequencesj ′1 ≤ j ′2 ≤ · · · ≤ j ′n satisfyingb′i ≤ j ′i ≤ c′i . If b′i > b′i+1, then we
can replaceb′i+1 by b′i without affecting the sequencesj ′1 ≤ · · · ≤ j ′n being counted.
Similarly, if c′i > c′i+1 we can replacec′i with c′i+1. Moreover, clearly the number of
sequences being counted is not changed by adding a fixed integerk to eachb′i andc′i .
Hence it costs nothing to assume that 0≤ b′1 ≤ · · · ≤ b′n and 0≤ c′1 ≤ · · · ≤ c′n (with
b′i ≤ c′i ). Let λ = (c′n, . . . , c′1) andµ = (b′n, . . . ,b′1). Thenλ andµ are partitions, and
µ ⊆ λ in the sense of containment of diagrams (see Section 7.2 of [34]). LetY denote
the poset (actually a distributive lattice) of all partitions of all nonnegative integers, or-
dered by diagram containment. The latticeY is justYoung’s latticementioned above. In
terms of Young’s lattice, we see that that the number #(b, c) of (6) is just the number of
elements( j ′n, . . . , j ′1) in the interval [µ, λ] of Y. Alternatively, #(b, c) is the number of
multichainsµ = λ0 ≤ λ1 ≤ λ2 = λ of length 2 in the interval [µ, λ] of Y. Kreweras
[10, Section 2.3.7] gives a determinantal formula for the number of multichains of any
fixed lengthk in the interval [µ, λ]. (See also Exercise 3.63 of [32].) Such a multichain is
easily seen to be equivalent to a plane partition of shapeλ/µ with largest part at mostk.
When specialized tok = 2, Kreweras’ formula becomes precisely our (25). Moreover,
the special caseµ = ∅ of Kreweras’ formula was already known to MacMahon (put
x = 1 in the implied formula forGF(p1 p2 · · · pm;n) [14, p. 243]). By Theorem 12 the
number of elements of the interval [∅, λ] is just N(5n(x)), whereλ is the partitionũ
of Theorem 12. Hence in some sense MacMahon already knew a determinantal formula
for N(5n(x)) and thus also (by taking leading coefficients ofN(5n(r x)) regarded as a
polynomial inr ) for the volumeVn(x).

Theorem 13. Let a,b ∈ N and x = (a,b,b, . . . ,b) ∈ Nn. Then the Ehrhart polyno-
mial i(5n(x)) is given by

i (5n(x), r )= 1

n!
(ra+ 1)(r (a+ nb)+ 2)(r (a+ nb)+ 3) · · · (r (a+ nb)+ n). (36)

In particular, the number N(5n(x)) of integer points in5n(x) satisfies

N(5n(x)) = 1

n!
(a+ 1)(a+ nb+ 2)(a+ nb+ 3) · · · (a+ nb+ n).

First Proof. The theorem is simply a restatement of a standard result in the subject of
ballot problems and lattice path enumeration, going back at least to Lyness [13], and with
many proofs. A good discussion appears in Sections 1.4–1.6 of [19]. See also Lemma 3B
in Section 1.3 of [20].

Second Proof. We give a proof different from the proofs alluded to above, because it
has the virtue of generalizing to give Theorem 14 below. The polytoper5n(x) is just
5n(r x). Hence by Theorem 12i (5n(x), r ) is just the number of plane partitions of shape
r u and largest part at most 2. Identify the partitionu with its diagram, consisting of all
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pairs(i, j ) with 1 ≤ i ≤ n and 1≤ j ≤ ũi = a+ (n− i )b. Define thecontent c(s) of
s= (i, j ) ∈ ũ by c(s) = j − i (see p. 373 of [34]). An explicit formula for the number
of plane partitions of shapeu andany bound on the largest part was first obtained by
Proctor and is discussed in Exercise 7.101 of [34] (as well as a generalization due to
Krattenthaler). Proctor’s formula for the case at hand gives

i (5n(x), r ) =
∏

s=(i, j )∈r ũ
n+c(s)≤r ũi

1+ n+ c(s)

n+ c(s)

∏
s=(i, j )∈r ũ
n+c(s)>r ũi

rb + 1+ n+ c(s)

n+ c(s)
.

When all the factors of the above products are written out, there is considerable cancel-
lation. The only denominator factors that survive are those indexed by(i,1), 1≤ i ≤ n,
yielding the denominatorn!. The surviving numerator factors arera + 1 (indexed by
(n, ra)) andr (a+ nb)+ k, 2≤ k ≤ n (indexed by(1, r (a+ (n− 1)b)− n+ k)), the
lastn− 1 squares in the first row of̃u).

Note from (36) that the leading coefficient ofi (5n(x), r ) (and hence the volume
Vn(x) of 5n(x)) is given bya(a+ nb)n−1, agreeing with (7).

There is a straightforward generalization of Theorems 12 and 13 involving plane
partitions of shapeu with largest part at mostm+ 1 (instead of justm+ 1= 2). Given
x ∈ Nn as before, let5m

n (x) ⊂ Rnm be the polytope of alln×m matrices(yij ) satisfying
yij ≥ 0 and

vi 1 ≤ vi 2 ≤ · · · ≤ vim ≤ x1+ · · · + xi ,

for 1≤ i ≤ n, where

vij = yi 1+ yi 2+ · · · + yij .

Thus51
n(x) = 5n(x). Then the proof of Theorem 12 carries over mutatis mutandis to

show thatN(5m
n (x)) is the number of plane partitions of shapeũ and largest part at most

m+ 1. The result of Proctor mentioned above gives an explicit formula for this number
when x = (a,b,b, . . . ,b). Replacingx by r x and computing the leading coefficient
of the resulting polynomial inr gives a formula for the volumeVm

n (x) of 5m
n (x). This

computation is similar to that in the proof of Theorem 13, though the details are more
complicated. We merely state the result here without proof. Is there a direct combinatorial
proof similar to the proofs of Theorem 13 (the casem= 1 of Theorem 14) appearing in
[19] and [20]?

Theorem 14. Let x = (a,b,b, . . . ,b) ∈ Nn. Then

(nm)! Vm
n (x) = 1! 2! · · ·m! f 〈m

n〉(n+m)n−1(n+m− 1)n−2 · · · (n+ 1)n−m,

where f〈m
n〉 denotes the number of standard Young tableaux of shape〈mn〉 = (m,m, . . . ,

m) (n m’s in all), given explicitly by the “hook-length formula”[34, Corollary 7.21.6].

6. A Subdivision of5n(x) Connected with the Associahedron

In this section we describe a polyhedral subdivison(5̂n(k; x), k ∈ Kn)of5n(x)different
from the subdivision discussed in Section 3. This subdivision is closely related to a
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convex polytope known as theassociahedron, defined as follows. LetEn+2 be a convex
(n+ 2)-gon. Apolygonal decompositionof En+2 consists of a set of diagonals ofEn+2

that do not cross in their interiors. Hence the maximal polygonal decompositions are the
triangulations, and contain exactlyn−1 diagonals. Let dec(En+2) denote the poset of all
polygonal decompositions ofEn+2, ordered by inclusion, with a top element1̂ adjoined.
It was first shown by Lee [12] and Haiman [7] that dec(En+2) is the face lattice of an
(n − 1)-dimensional convex polytopeAn+2, known as theassociahedronor Stasheff
polytope. (Earlier Stasheff [35] defined the associahedron as a simplicial complex and
constructed a geometric realization as a convex body but not as a polytope. Some authors
(e.g., p. 18 of [39]) refer to the dual ofAn+2 as the associahedron.) A vast generalization
is discussed in Chapter 7 of [6]. For some further information see Exercise 6.33 of [34].

We next give a somewhat different description of the associahedron (or, more pre-
cisely, of its face lattice) that is most convenient for our purposes. Afan inRm is a (finite)
collectionF of pointed polyhedral cones (with vertices at the origin) satisfying the two
conditions:

• If C, C ′ ∈ F, thenC ∩ C ′ is a face (possibly consisting of just the origin) ofC and
C ′.
• If C ∈ F andC ′ is a face ofC, thenC ′ ∈ F.

A fan F is calledcompleteif
⋃
C∈F = Rm.

In analogy to subdivisions of polytopes, them-dimensional cones of a complete fan
inRm are calledchambers. We define a fan whose chambers are indexed by plane binary
trees withn internal vertices. The definition of a plane tree may be found for instance in
the Appendix of [32]. The key point is that the subtrees of any vertex are linearly ordered
T1, . . . , Tk, indicated in drawing the tree (with the root on the bottom) by placing the
subtrees in the orderT1, . . . , Tk from left to right. Abinaryplane tree is a plane tree for
which each vertexv has zero or two subtrees. In the latter case we call the vertex an
internalvertex. Otherwisev is aleaf or endpoint. We always regard plane trees as being
drawn with the root at the bottom.

Let T be a plane binary tree withn internal vertices (son+ 1 leaves). The number
of such trees is the Catalan numberCn [34, Exercise 6.19(d)]. Do a depth-first search
throughT (as defined, e.g., on pp. 33–34 of [34]) and label the internal vertices 1,2, . . . ,n
in the order they are first encounteredfrom above. Equivalently, every internal vertex is
greater than those in its left subtree, and smaller than those in its right subtree. We call
this labeling of the internal vertices ofT thebinary search labeling. Figure 7 gives an
example whenn = 4. Let y2, . . . , yn−1 denote the coordinates inRn−1. If the internal

Fig. 7. A plane tree with the binary search labeling of its internal vertices.
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vertexi of T (using the labeling just defined) is the parent of vertexj andi < j , then
associate with the pair(i, j ) the inequality

yi+1+ yi+2+ · · · + yj ≤ 0, (37)

while if i > j , then associate with(i, j ) the inequality

yj+1+ yj+2+ · · · + yi ≥ 0. (38)

We get a system ofn− 1 homogeneous linear inequalities that define a simplicial cone
CT in Rn−1. For example, the inequalities corresponding to the tree of Fig. 7 are given
by

y2 ≤ 0,

y2+ y3 ≥ 0,

y4 ≤ 0.

Lemma 15. The Cn conesCT , as T ranges over all plane binary trees with n internal
vertices, form the chambers of a complete fanFn in Rn−1. (For instance, Fig. 8 shows
the fanF3.)

Proof. Given 1≤ i ≤ n, letDi be the cone inRn−1 defined by

y2+ y3+ · · · + yi ≥ 0,

y3+ · · · + yi ≥ 0,

...
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Fig. 8. The fanF3.
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yi ≥ 0,

yi+1 ≤ 0,

yi+1+ yi+2 ≤ 0,

...

yi+1+ yi+2+ · · · + yn ≤ 0.

Note that

Di = {(y2, . . . , yn) ∈ Rn−1: y2+ y3+· · ·+ yi = max{y2+ y3+· · ·+ yk: 1≤ k ≤ n}}.

In particular,

D1 = {(y2, . . . , yn) ∈ Rn−1: y2+ y3+ · · · + yk ≤ 0, 2≤ k ≤ n}.

Claim. LetTi consist of all plane binary trees with n internal vertices and with root i
(in the binary search labeling). Then

Di =
⋃
T∈Ti

CT . (39)

The proof of the claim is by induction onn, the casesn = 1 andn = 2 being trivial
to check. Letn ≥ 3, and assume the claim for allm < n. Let T ∈ Ti . Hence by the
induction hypothesis, the set of all possible left subtreesT1 with root j of the rooti of T
defines all points(y2, y3, . . . , yi−1) ∈ Ri−1 such thaty2+ y3+· · ·+ yj is the maximum
partial sum of the sequence(y2, . . . , yi−1). Since generically vertexj will be the left
child of the rooti (because the maximum partial sumy2 + y3 + · · · + yk will occur for
aunique k), we obtain the additional inequalityyj+1+ yj+2+ · · · + yi ≥ 0. This means
that y2 + y3 + · · · + yi is the maximum partial sum of the sequence(y2, y3, . . . , yi ).
Similarly, the set of all possible right subtreesT2 with root j of the rooti of T defines
all points(yi+1, yi+2, . . . , yn) ∈ Rn−i such thatyi+1+ yi+2+ · · · + yj is the maximum
partial sum of the sequence(yi+1, yi+2, . . . , yn). Since genericallyj will be a child of
the rooti , we obtain the additional inequalityyi+1 + yi+2 + · · · + yj ≤ 0. This means
that

y2+ y3+ · · · + yk ≤ y2+ y3+ · · · + yi , for all i + 1≤ k ≤ n.

HenceDi =
⋃

T∈Ti
CT , so the proof of the claim follows by induction.

From the definition ofDi it is clear that

n⋃
i=1

Di = Rn−1. (40)

The proof of the lemma then follows from (39) and (40).
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Fig. 9. A triangulated 10-gon and the corresponding plane binary treeT .

Theorem 16. The face poset P(Fn) of the fanFn, with a top element̂1 adjoined, is
isomorphic to the face lattice dec(En+2) of the associahedronAn+2.

Proof. The face lattice of a complete fan is completely determined by the incidences
between the chambers and rays (one-dimensional faces). (See Exercise 3.12 of [32] for a
stronger statement.) The chambers ofFn (proved to be a complete fan in Lemma 15) have
already been described in terms of plane binary trees. There is a well-known bijection
between plane binary trees on 2n+1 vertices and triangulations of a convex(n+2)-gon
En+2. This bijection is explained for instance in Corollary 6.2.3 of [34]. In particular, to
define the bijection we first need to fix an edgeε of En+2, called theroot edge. We hope
that Fig. 9 will make this bijection clear; see the previous reference for further details.
Thus we have a bijection between the chambersC of Fn and the triangulations of the
convex(n+ 2)-gon En+2.

We now describe the raysR of Fn. We can describeR uniquely by specifying one
nonzero point onR. We index these points by the diagonalsD of a convex(n+ 2)-gon
En+2. Label the vertices ofEn+2 as 0,1, . . . ,n+1 clockwise beginning with one vertex
of ε and ending with the other. Letei denote the unit coordinate vector corresponding to
the coordinateyi in the spaceRn−1 with coordinatesy2, . . . , yn. Given the diagonalD
between verticesi < j of En+2, associate a pointpD ∈ Rn−1 as follows:

pD =


ej , if i = 0,

−ei+1, if j = n+ 1,

ej − ei+1, otherwise.

We claim that the ray{αpD: α ∈ R≥0} is the ray ofFn that is the intersection of all the
chambers ofFn corresponding to the triangulations ofEn+2 that containD. From this
claim the proof of the theorem follows (using the fact thatFn is a simplicial fan, i.e.,
every face is a simplicial cone).
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Consider first the diagonalD with vertices 0 andj . Letϒ be a triangulation ofEn+2

containingD. The internal vertices ofT correspond to the regions (triangles) of the
triangulationϒ . Because of our procedure for labeling the internal vertices of a plane
binary treeT , it follows that the labels of the internal vertices “above”D (i.e., on the
opposite side ofD as the root edgeε) will be 1,2, . . . , j − 1, while the internal vertices
below D will be labeled j, j + 1, . . . ,n. (See Fig. 9 for an example withn = 8. The
diagonalD in question is labeledD1 and connects vertex 0 to vertexj = 6. The plane
binary treeT is drawn with dashed lines.) Consider the internal edges ofT that give rise
(via (37) and (38)) to chambers whose equations involveyj . No such edge can appear
belowD, sincej is the least vertex label appearing belowD. Similarly no such edge can
appear aboveD, since only vertices less thanj appear aboveD. Hence such an edge must
crossD. The top (farthest from the root) vertexa of this edge is< j , while the bottom
vertexb is≥ j . Hence the chamber equation is given byya+1 + ya+2 + · · · + yb ≥ 0,
wherea < j andb ≥ j . Hence the pointej lies on this chamber, and so the ray through
ej is the intersection of the chambers corresponding to triangulations containingD.

A completely analogous argument holds for the diagonalD with verticesi andn+1.
Finally suppose thatD has verticesi, j where 0< i < j < n + 1. The internal

vertices ofT appearing aboveD will be labeledi + 1, i + 2, . . . , j − 1, while the
remaining vertex labels appear belowD. (See Fig. 9, where the diagonalD in question
is labeledD2, and wherei = 2 and j = 6.) Consider an internal edge ofT whose
vertex labels area andb wherea ≤ i and i + 1 ≤ b < j . These are precisely the
edges whose corresponding chamber equation (eitherya+1 + ya+2 + · · · + yb ≥ 0 or
ya+1 + ya+2 + · · · + yb ≤ 0) involvesyi+1 but notyj . Sinceb appears aboveD anda
below, the chamber equation is in factya+1 + ya+2 + · · · + yb ≤ 0. In particular, the
point ej − ei+1 lies on the chamber. Similarly, consider an internal edge ofT whose
labels area andb wherei + 1 ≤ a < j and j ≤ b. These are precisely the edges
whose corresponding chamber equation (again eitherya+1 + ya+2 + · · · + yb ≥ 0 or
ya+1 + ya+2 + · · · + yb ≤ 0) involvesyj but not yi+1. Sinceb appears belowD and
a above, the chamber equation is in factya+1 + ya+2 + · · · + yb ≥ 0. In particular,
the pointej − ei+1 lies on the chamber. Every other chamber equation either involves
both yi+1 and yj (with a coefficient 1), or else involves neither. Henceei+1 − ej lies
on every chamber corresponding to a triangulation containingD, so the intersection of
these chambers is the ray containingej − ei+1. This completes the proof of the claim,
and with it the theorem.

The connection between5n(x) and the fanFn is provided by the concept of a plane
tree with edge lengths. If we associate with each edgee of the plane treeT a positive
real number̀ (e), then we call the pair(T, `) aplane tree with edge lengths. Such a tree
can be drawn by letting the length of each edgee be`(e).

Now fix a real numbers > 0, which will be the sum of the edge lengths of a plane
tree. Letx = (x1, . . . , xn) ∈ Rn

+ with
∑

xi < s. Let y = (y1, . . . , yn) ∈ Rn
+ with

y1 + · · · + yi ≤ x1 + · · · + xi for 1 ≤ i ≤ n. We associate with the pair(x, y) a plane
tree with edge lengthsϕ(x, y) = (T̄, `) as follows. Start at the root and traverse the tree
in preorder (or depth-first order) [34, pp. 33–34]. First go up a distancex1, then down
a distancey1, then up a distancex2, then down a distancey2, etc. After going down a
distanceyn, complete the tree by going up a distancexn+1 = s− x1− · · · − xn and then
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Fig. 10. A planted plane binary tree with edge lengths.

down a distanceyn+1 = s− y1−· · ·− yn. Generically we obtain aplanted plane binary
tree with edge lengths, i.e, the root has degree 1 (or one child), and all other internal
vertices have degree 2. Figure 10 shows the planted plane binary tree with edge lengths
associated withs = 16 andx = (6,2,7), y = (1,4,3). If T̄ is a planted plane tree,
then we letT denote the tree obtained by “unplanting” (uprooting?)T̄ , i.e., remove from
T̄ the root and its unique incident edgee (letting the other vertex ofe become the root
of T).

Fix the sequencex = (x1, . . . , xn) with
∑

xi < s. For a plane binary treeT (without
edge lengths) withn internal vertices (and hencen+ 1 leaves), define1T = 1T (x) to
be the set of ally = (y1, . . . , yn) ∈ Rn

+ such thatϕ(x, y) = (T̄, `) for some`. Let Tn

denote the set of plane binary trees withn internal vertices. LetT ∈ Tn with the binary
search labeling of its internal vertices as defined earlier in this section. We now define a
sequencek(T) = (k1, . . . , kn) ∈ Nn as follows: (1)ki = 0 if the left child of vertexi is
an internal vertex. (2) If the left child of vertexi is an endpoint, then letki be the largest
integerr for which there is a chaini = j1 < j2 < · · · < jr of internal vertices such that
jh is a left child of jh+1 for 1≤ h ≤ r − 1. For instance, ifT is the tree of Fig. 11, then
k(T) = (2,3,0,1,0,1,0,2,0).
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Fig. 11. A plane binary treeT with k(T) = (2,3,0,1,0,1,0,2,0).
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Lemma 17. The map T7→ k(T) is a bijection fromTn to the set Kn defined by(3).

Proof. Let k(T) = (k1, . . . , kn). The chainsi = j1 < j2 < · · · < jr described above
partition the internal vertices ofT , so

∑
ki = n. Sincekj2 = · · · = kjr = 0, it follows

thatkh+1 + kh+2 + · · · + kn ≤ n− h for 0 ≤ h ≤ n− 1. Hencek1 + · · · + kh ≥ h, so
k(T) ∈ Kn.

It remains to show that givenk = (k1, . . . , kn) ∈ Kn, there is a uniqueT ∈ Tn such
thatk(T) = k. We can construct the subtree of internal vertices ofT as follows. LetT1

be defined by starting at the root and makingk1−1 steps to the left. (Each step is from a
vertex to an adjacent vertex.) Hence we havek1 vertices in all, and we are located at the
vertex furthest from the root. Suppose thatTi has been constructed fori < n, and that
we are located at vertexvi . If ki+1 > 0, then move one step to the right andki+1−1 steps
to the left, yielding the treeTi+1 and the vertexvi+1 at which we are located. Ifki+1 = 0,
then move down the tree (toward the root) until we have traversed exactly one edge in a
southeast direction. This gives the treeTi+1 = Ti and a new present locationvi+1. Let
T = Tn. It is easily checked that the definition ofKn ensures thatT is defined (and,
though not really needed here, thatvn is the root vertex) andk(T) = k. Since there are
Cn = (1/(n+ 1))

(2n
n

)
plane binary trees withn internal vertices and since #Kn = Cn, it

follows that the mapT 7→ k(T) is a bijection as claimed. (It is also easy to see directly
thatT is unique, i.e., ifk(T) = k(T ′), thenT = T ′.)

Now givent ∈ R+, let σk(t) denote thek-dimensional simplex of points(t1, . . . , tk)
satisfying 0≤ t1 ≤ t2 ≤ · · · ≤ tk ≤ t . Thus

Vol(σk(t)) = tk

k!
.

By conventionσ0(t) is just a point, with Vol(σ0(t)) = 1. Define two compact subsets
X andY of Rn to beunimodularly equivalentif there is an affine transformation of
determinant±1 that mapsX ontoY. (Hence Vol(X ) = Vol(Y).) We can now state the
main result of this section.

Theorem 18. (a)The sets1T (x), for T ∈ Tn, form the maximal faces(chambers) of a
polyhedral decomposition0n of5n(x).

(b) Let k(T) = (k1, . . . , kn), where T∈ Tn. Then1T (x) is unimodularly equivalent
to the productσk1(x1)× · · · × σkn(xn), so in particular

Vol(1T (x)) = xk1
1

k1!
· · · x

kn
n

kn!
.

(c) The interior face complex0◦n of 0n is combinatorially equivalent to the associ-
ahedron, i.e., the set of interior faces of0n, ordered by inclusion, is isomorphic to the
face lattice of the associahedron.

Proof. (a) The construction of the plane tree with edge lengthsϕ(x, y) = (T̄, `) is
defined if and only ify ∈ 5n(x). Since genericallyϕ(x, y) is a planted plane binary tree,
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it follows that the sets1T (x), T ∈ Tn, form the chambers of a polyhedral decomposition
of 5n(x).

(b) Letϕ(x, y) = (T̄, `)as above. Call a vertexv of T̄ aleft leaf if it is a leaf (endpoint)
and is the left child of its parent. Similarly aright edgeis an edge that slants to the right
as we move away from the root. LetP(v) be the path from the left leafv toward the root
that terminates after the first right edge is traversed (or terminates at the root if there is no
such right edge). Letc(v) be the label of the (internal) vertex that is the parent ofv. Then
the length of the pathP(v) is justxc(v). If c(v) = i , then exactlyki of the pathsP(u) end
at the pathP(v). Suppose that these paths areP(u1), . . . , P(uki ) whereu1 < · · · < uki .
Then the pathsP(uj ) intersect the pathP(v) in the orderP(u1), . . . , P(uki ) from the
bottom up. Hence for eachi with ki > 0, we can independently place on a path of length
xi theki points that form the bottoms of the pathsP(uj ). The placement of these points
defines a point in a simplex unimodularly equivalent toσki (xi ), so1T (x) is unimodularly
equivalent toσk1(x1)× · · · × σkn(xn) as claimed.

Example 19. Let T̄ be the planted plane binary tree of Fig. 12. On the path of length
x1 from the rootr to v1 we can place vertices 1 and 3 in bijection with the points of
the simplex 0≤ t3 ≤ t1 ≤ x1 of volume x2

1/2. On the path of lengthx2 from 1 to
v2 we can place vertex 2 in bijection with the points of the simplex 0≤ t2 ≤ x2, of
volumex2. Finally on the path of lengthx4 from 3 tov3 we can place vertices 4,5,6 in
bijection with the points of the simplex 0≤ t6 ≤ t5 ≤ t4 ≤ x4, of volumex3

4/6. Hence
1T is unimodularly equivalent to the productσ2(x1) × σ1(x2) × σ3(x4), of volume
x2

1x2x3
4/2! 1! 3!.

It is easy to make the unimodular equivalence between1T andσk1(x1)×· · ·×σkn(xn)

completely explicit. For instance, in the above examplet3 is the distance between vertices
r and 3, so

t3 = x1− y1+ x2− y2+ x3− y3.

Similarly,

t1 = x1− y1.

v1

v2

v3

3

1 6

52

4

r

Fig. 12. A planted plane binary tree.
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Now t2 is the distance between vertices 1 and 2, so

t2 = x2− y2.

In the same way we obtain

t6 = x4− y4+ x5− y5+ x6− y6,

t5 = x4− y4+ x5− y5,

t4 = x4− y4.

Proof of Theorem18(c). Let ϕ(x, y) = (T̄, `). Then the height (or distance from the
root) of vertexi is justx1+ · · · + xi − y1− · · · − yi = ui − vi . Hence if vertexi is the
parent of j , thenui − vi < uj − vj . If i < j we get the equation

(yi+1− xi+1)+ · · · + (yj − xj ) ≤ 0, (41)

while if i > j we get

(yj+1− xj+1)+ · · · + (yi − xi ) ≥ 0. (42)

Thus thesen − 1 equations, together withyi ≥ 0 andy1 + · · · + yi ≤ x1 + · · · + xi ,
determine1̄T .

Note that if we replace eachyk by yk − xk in the inequalities (37) and (38) defining
the chambers of the fanFn of Theorem 16, then we obtain precisely the inequalities (41)
and (42). From this we conclude the following. Givenx = (x1, . . . , xn) ∈ Rn

≥0, translate

the fanFn so that the center of the translated fanF̃n is at(x2, . . . , xn). Add a newy1 axis
and lift F̃n intoRn, giving a “nonpointed fan” (i.e., a decomposition ofRn satisfying the
definition of a fan except that the cones are nonpointed) which we denote byR × F̃n.
(Thus each coneC ∈ F̃n lifts to the nonpointed coneR × C.) Finally intersect each
chamber (maximal cone)R× C of R× F̃n with the polytope5n(x). Then the polytopes
C ∩5n(x) are just the chamberŝ5(k; x) of the polyhedral decompositionPn of5n(x).
Moreover, the interior faces of this decomposition are just the intersections ofarbitrary
cones inR × F̃n with 5n(x). Hence the interior face poset ofPn is isomorphic to the
face poset of the fanFn, which by Theorem 16 is the face lattice of the associahedron.

Notes. The decomposition of5n(x) given by Theorem 16 is fundamentally different
(i.e., has a different combinatorial type) than that of Theorem 8. For instance, when
n = 3 Fig. 6 shows that the interior face dual complex described by Theorem 8 is not
a decomposition of a convex polytope, unlike the situation in Theorem 16. In that case
whenn = 3 the interior face dual complex is just a solid pentagon. The two subdivisions
of 53(x) are shown explicitly in Fig. 2.

We are grateful to Victor Reiner for pointing out to us that Theorem 16 is related to
the construction of the associahedron appearing in [12] and [26], and that aBn-analogue
of this construction appears in Section 3 of [1]. Note that the proof of Theorem 16 shows
that the rays of the fanFn are the vectorsei and−ei for 1 ≤ i ≤ n − 1, andei − ej

for 1 ≤ i < j ≤ n − 1. As pointed out to us by Reiner, it follows from [12] that we
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can rescale these vectors (i.e., multiply them by suitable positive real numbers) so that
their convex hull is combinatorially equivalent (as defined in the next section) to the
associahedronAn+2.

Some of the results of this section can be interpreted probabilistically in terms of
the kind of random plane tree with edge lengths derived from a Brownian excursion by
Neveu and Pitman [21]. It was in fact by consideration of such random trees that we were
first led to the formula (2) for the volume polynomial, with the geometric interpretation
provided by Theorem 18.

7. The Face Structure of5n(x)

In this section we determine the structure of the faces of5n(x), i.e., a description of
the lattice of faces of5n(x) (ordered by inclusion). This description will depend on the
“degeneracy” of5n(x), i.e., for whichi we havexi = 0. Thus letui = x1+ · · · + xi as
usual, and define integers 1≤ a1 < a2 < · · · < ak = n by

u1 = · · · = ua1 < ua1+1 = · · · = ua2 < · · · < uak−1+1 = · · · = uak .

We say that two convex polytopes arecombinatorially equivalentor have the same
combinatorial typeif they have isomorphic face lattices.

Theorem 20. Let a1, . . . ,ak be as above, and set bi = ai −ai−1 (with a0 = 0).Assume
(without loss of generality) that x1 > 0. Then5n(x) is combinatorially equivalent to a
productσb1 × · · · × σbk , whereσj denotes a j-simplex. In particular, if each xi > 0 then
5n(x) is combinatorially equivalent to an n-cube.

Proof. For 1≤ i ≤ k, let Si = {Ci 0,Ci 1, . . . ,Ci,bi } denote the set of the following
bi + 1 conditionsCij on a pointy ∈ 5n(x):

(Ci 0) yai−1+1 = yai−1+2 = · · · = yai = 0,

(Ci 1) yai−1+1 = ui , yai−1+2 = yai−1+3 = · · · = yai = 0,

(Ci 2) yai−1+2 = ui , yai−1+1 = yai−1+3 = · · · = yai = 0,
...

(Ci,bi ) yai = ui , yai−1+1 = yai−1+2 = · · · = yai−1 = 0.

Note that each of the conditionsCij consists ofbi chambers of5n(x); we regardCij as
being the set of these chambers. LetSi denote any subset ofSi , and let

⋂
Si =

⋂
C∈Si

C.
A little thought shows that we can find a pointy ∈ 5n(x) lying on all the chambers in
each

⋂
Si , but not lying on any other chamber of5n(x). Moreover, no point of5n(x)

can lie on any other collection of chambers of5n(x) but on no additional chambers.
From the above discussion it follows that5n(x) is combinatorially equivalent to

a product of simplices of dimensionsb1, . . . ,bk, as desired. In particular,5n(x) has
(b1+1)(b2+1) · · · (bk+1) verticesv, obtained by choosing 0≤ ji ≤ bi for eachi and
definingv to be the intersection of the chambers in all theCi j i ’s.
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Although5n(x) is combinatorial equivalent to a product of simplices, it is not the case
that5n(x) is affinelyequivalent to such a product. For instance, Fig. 1 shows52(x1, x2)

whenx1, x2 > 0. We see that52(x1, x2) is a quadrilateral and hence combinatorially
equivalent to a square. However,52(x1, x2) is not a parallelogram and hence not affinely
equivalent to a square. Similarly Fig. 2 shows that53(x1, x2, x3) is combinatorially
equivalent but not affinely equivalent to a 3-cube when eachxi > 0.
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