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Abstract. A post-processingystenfor OCRof Gurmukhiscripthasbeendevel-
oped.Statisticalinformationof Punjabilanguagesyllable combinationsgcorpora
look-up and certainheuristicsbasedon Punjabigrammarrules have beencom-
binedto designthepost-processoAn improvemenif 3%in recognitiorrate from
94.35%to 97.34%,hasbeenreportedon cleanimagesusingthe post-processing
techniques.
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1. Introduction

The objective of post-processingg to correcterrorsor resole ambiguitiesin OCR results
by using contetual information. There are a numberof levels at which contet may be
operatve. It can be at the word level, at the sentencdevel and at the level of seman-
tics. The most common post-processindechniqguewhich operatesat the word level is

the dictionary look-up method (Wells et al 1990; Mayeset al 1991). The output of the
OCR is comparedto the systems built-in dictionary (lexicon) and candidatesare gener

ated. According to the differencebetweenthe output of the OCR and the output of the
dictionary look-up, the numbersdenotingthe confidencelevel in the correct classifica-
tion are modified. The output sequenceof suitable candidatess then orderedand the
best candidateselected.Another very common post processingtechniqueis basedon
statistical information about the language(Riseman& Hanson1974; Suen1979; Hull

& Srihari 1982; Yannalondakiset al 1990; Tong & Evans1996).In this method,an n-

gramis usedto filter out unacceptabldetter string candidatesrom the recognizer An

n-gramis a letter string of size n. Two gramsare referredto as bigrams,three grams
as trigrams and so on; n-gram tablesare createdfrom a corporaand the output letter
stringsare checled againstthesetables,both to seewhetherthey occur (if not they can
be discarded),and, if they do, to use their probability of occurrenceto decide which
oneto choose.Another similar approachis word collocation evaluationimplementedat
OCR output to perform post-processindChurch et al 1990). Word collocation tables
expressthe probability of two words being found in the text in the given order As an
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addition the constraintsof impossible combinationscan be implemented.Word-level
post-processings not sufficient to detectand correct mary recognition errors partic-
ularly in caseof degradedtext. One techniquefor improving post-processingerfor
manceis called contt-dependentword correction. Passage-kel linguistic contetual
constraintsabove the word level, are utilized in this processHong (1995) hasuseddif-
ferent high-level knowledge sourcesand visual contextual informationin a text imageto
enhancdext recognitionin degradedtext imagessuchasmultiple generatiorphotocopy or
facsimile.

Not muchliteratureis availableon post-processingechniquedor Indianlanguagescript
recognitionsystemsSinha(1987)hasdevelopeda rule-basedtontextual postprocessofor
Devanagritext recognition.Bansal& Sinha(1999)have developeda partitionedword dic-
tionary for correctingoptically read Devana@ri characterstrings. The word dictionary is
partitionedin orderto reducethe searchspacebesidegreventingforcedmatchto incorrect
words.Word size andthe ernvelop information of words are taken asthe main partitioning
features.

In this paperwe describea post-processdior improving the recognitionrate of an OCR
of Gurmukhiscript. The completedetailsof the GurmukhiOCR systemusedin the present
study are as given earlier (Lehal & ChandanSingh 1999, 2000). We have useda Punjabi
corpuswhich senesthedualpurposeof providing datafor statisticalanalysisof the Punjabi
languageandalsofor checkingthe spelling of a word. The corpushasbeenpartitionedat
two levels. At thefirst level, the corpusis split into seven disjoint subsetdasedon word
length.At thesecondevel, we have usedthe shapeof thewordto furthersegmentthe subset
into a list of visually similar words.We have useda setof robust, font- andcharactessize
independenteaturedor identificationof visually similarwords.Thesefeaturesareavailable
moreor lessasby-productsof the on-goingrecognitionprocessanddo not necessitatary
additional computation.Punjabigrammarrules are also incorporatedto checkfor illegal
charactecombinationsuchaspresencef two consecutie vowelsor aword startingwith a
forbiddenconsonanbr vowel.

2. Characteristics of Gurmukhi script

Gurmukhiscriptis usedprimarily for the Punjabilanguagewhich is the world’s 14th most
widely spolenlanguageSomeof the propertiesof the Gurmukhiscriptareasbelow.
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Figurel. Charactesetof Gurmukhiscript.
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Figure2. Threezonesof awordin Gurmukhiscript.

e The Gurmukhiscriptis cursve andthe alphabetconsistsof 41 consonants] 2 vowels
and3 half charactergfigure 1).

o Mostof thecharactersiave a horizontalline atthe upperpart. Thelettersof aword are
connectednostly by this line, calledthe headline, andthusthereis no vertical inter
charactergap in the lettersof a word. Formationof merged characterss thereforea
normratherthananaberratiorin the Gurmukhiscript

o A wordin Gurmukhiscriptcanbepartitionednto threehorizontalzonegfigure2). The
upperzonedenotesheregionaboretheheadine, wherevowelsreside while themiddle
zonerepresentshe areabelov the headline wherethe consonantandsomesub-parts
of vowels arepresentThe middle zoneis the busiestzone.The lower zonerepresents
theareabelov themiddlezonewheresomevowelsandcertainhalf characterdie in the
foot of consonants.

e Boundingboxesof 2 or morecharactersn aword mayintersecior overlapvertically.

e Charactersn thelowerzonemaytouchcharacterén themiddlezone.

e Therearemary topologicallysimilar charactepairsin the Gurmukhiscript. They can
be catayorizedasbelow.

(i) Charactepairswhichafterthinningorin noisyconditionsappeawery similar (< and
g, 3ands, g ands, 3andz, < and- ).

(i) Similar looking characterpairs which are only differentiatedby whetherthey are
open/close@longthe headline(m andH, g andu,s andy).

(iii) Charactermairs which are exactly similar in shapeand distinguishedonly by the
presence/absencé a dot at thefoot of a characte s andm, 4 andy4, 7 ands, © and
g, 31 anda).

3. Proposed scheme

We have useda Punjabicorpusfor generatingheword frequeng list, whichis thebackbone
of thepost-processinmodule. The Punjabicorpususedin the presenstudywasprovided by
the Centrallnstitute of Indian LanguagesiMysore. The corpuswasdevelopedin the 1990s
underfundingfromtheTechnicaDirectorateof IndianLanguageDepartmenbf Electronics
(DOE), Governmentof India.

Someof the characteristicef the corporaareasbelow.

Number of words 8,43,590
Number of Characters 32,72,268
Number of Unique words 55,071
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Themainstepsin the postprocessinghasearethefollowing.

(1) Createtheword frequeng list from the Punjabicorpus.Thelist storeshefrequeny
of occurrenceof all wordspresenin thecorpus.

(2) Partition the word frequeng list into smallersub-listsbhasedon word size.We have
created” sub-listscorrespondingo wordsizeswo, three four, five,six, seven,greater
thanseven.

(3) Generatdrom eachof the sub-listsa dynamiclist of structureswhich is basedon
visually similar charactersThis list of structuregecordshepercentagérequeny of
occurrencef thecharactemn all thepositionsof aword. Thislist is combinedwith the
confidenceateof recognitionof therecognizeto correcttheerrorsof therecognizer

(4) Correcttheupperdotrelatederrors.

(5) UsePunjabigrammarulesto eliminateillegal charactecombinations.

Steps3-5areexplainedin detailin thefollowing sections.

4. Creation of visually smilar word structurelist

As alreadydiscussedn the previoussectionthe corpusis dividedinto sevensub-setdbased
onword size.Furtherin eachof thesesub-setsa list of visually similar wordsis generated.
We saythattwo wordsarevisually similar, if eachcharactein thecorrespondingositionof
thetwo wordsis visually similar. To decidethevisualsimilarity of two charactersthezonal
positionof thecharacteanda setof robustfeaturesareused For this purposethe Gurmukhi
charactesetis dividedinto 16 sub-setsOut of the 16 sub-setsthefirst ten sub-setsontain
thecharacterpresentn themiddlezone.Themiddlezonecharactersreassignedhesub-set
by therecognizewusingthe following font- andsize-irvariantfeatures Thesefeatureshave
Booleanvalues.

(i) Numbernofjunctionswith theheadline:lt is obseredthateachcharactepresenin the
middlezonemeigeswith theheadlineatoneor morethanonepoint. For example the
characteg hasonejunctionwhile thecharactew hastwo junctionswith theheadline.
Thisfeatureis trueif thenumberof junctionsis one,elseit is false.

(i) Presenceof sidebar: This featureis trueif averticalline is presenion therightmost
sideof thesub-symbolelseit is false.For example thisfeatureis truefor thecharacter
H while it is falsefor thecharacter.

(iii) Presenceof a loop excludingthe headline: This featureis true if thereis aloopin
charactetimage.The loop shouldnot be formedalongthe headline.This featureis
true for the characters but is falsefor the charactems, sincethe loop of @ formed
alongtheheadline.

(iv) Loopalongthe headline: This featureis trueif the characteformsaloop with the
headline Examplesof charactersvith this featurearesub-symbolof & andw.

All thememberof asub-sesharethe sameBooleanvaluesof theabore mentionedeatures.
For example,for all the memberof sub-sef (tablel), the valueof thefirst featureis true,
secondeatureis false third featureis trueandfourth featureis false,sinceall thecharacters
in this sub-sehave onebranchfrom the headline do not have a sidebar, containaloop but
not alongthe headline The eleventhandtwelfth charactesub-setsorrespondo the upper
zoneandlower zonecharactersespectiely. We have createdseparatesub-setfor someof
themostfrequentlyoccurringcharactersyhich have avery highrecognitionrateandarenot
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Tablel. Partitioningof Gurmukhicharacter
setinto 16 sub-sets.

Sub-seno. Characteset
0 g9d

1 add

2 d5ES3E€STS
3 23852

4 ISRSE W

5 g9

6 ™uwyH

7 AFUWH

8 86

9 EFETZTH

10 SR

11 s

12 1

13 :

14 f

15 1

confusedvith any othercharacterThethirteenthsub-setontainsonly thecharacter. Froma
statisticahnalysiof thecorpust wasfoundthatthecharacteristhemostfrequentlyoccurring
charactewith afrequeng of occurrencef 10%andit is very easilyrecognizableSimilarly

the character , which is just a dot presentin the upperzoneandherebyreferredasbindi,

is very easilyrecognizablendnot confusedwith ary othercharacteandhas5% frequeny

of occurrenceis assignedhe fourteenthsub-set.The fifteenthandsixteenthcharactesub-
setsconsistof f andt charactersThesecharactersyhich arepresenin bothupperandlower
zones have a high frequeng of occurrenceandarenot confusedwith ary othercharacter
Thecompletesub-set@areshavn in table 1.

Eachstructurerepresentthevisually similarwordsandthepercentagéequeng of occur
renceof charactern differentpositionsof theword. We call this structureéSSS(Shape-based
StatisticalStructure). Thesstructuresareassigned uniquecodegeneratedrom the sub-list
numberof thecharacterandthe structuresarearrangedn sortedorderof the code.To clar
ify how the SSSstructureis spavned,we considerthe following ten-word frequeny list of
wordsof length3.

Word Frequenyg
Al 1400
J3 500
J9 2600
79 1500
> 2500
o3 1600
o3 4700
=3 700
=9 200
EC| 300

Fromtheabore frequeng list thefollowing two structuresaregenerated:



104 G SLehalandChandanSingh

SIRTDCT 1
Code - 1AD

Pos2: (6])
Fos 3 352

Pos 1:92(32) A(4%)

©9 @
B25) A2

STRUCT 2
Code: 3A2

Pos 1 - R(47) 3(32) =16 ()

Pos 2" (63)
Pos 3 3(63)

@25 & 3
R(32) ®(2)

Thefirst structures generatedisingthefirst four wordsof thefrequeng list. Thesewords
have visually similar characterén all thethreepositions.Thefirst charactein eachof these
wordsbelonggo sub-sefl, secondharactebelonggo sub-seflOandthird charactebelongs
to sub-setzero. Thusthe codeof this structurein hexadecimalformatis 1A0, representing
the subsetof the three charactempositions.The characterfg is presentin the first position
in thefirst and secondword, giving a total frequeng 3100andsimilarly the character is
presentin first positionin the third andfourth words, giving a total frequeng 2900.The
percentagérequencie®f occurrencef g andd arethus52 and48respectiely. Similarly the
percentagéequencie®f occurrenc®f charactergn secondandthird positionds calculated.
Thesestructuresanthenbe usedto decidebetweenconfusingcharacterslf, for example,
therecognizedetermineshatthefirst characteof athree-letteredvord hasno sidebayone
branchfrom theheadlineandnoloops,thesecondtharacteis presentbove theheadlineand
thethird charactehasno sidebayonebranchwith theheadlineandoneloop, thenthesecond
structurecould be usedto assistthe recognitionprocesslt predictsthat the mostprobable
character®ccurringin thethreepositionsare<, andz. This predictionis combinedwith the
resultsof therecognizeto decidetheactualcharacters.

This recognitionschemas similar to bi-gramandtri-gram postprocessingnalysisbut it
hasthe following advantageln caseof bi-gramanalysisthe predictionof the next character
dependsiponcorrectrecognitionof thepreviouscharacternf, for example thefirst character
isincorrectlyrecognizedhenthebi-gramanalysigpredictsthesecondharactebasednthe
wrongly recognizedirst characteandthis resultcarrieson for the subsequentharactersin
ourcurrentschemewehaveusedveryrobustfont-andsize-independeffiéaturego cateyorize
acharacteto oneof the sub-setslt wasobseredthaton cleanimagesthe charactersvere
correctly cateyorizedto their sub-setsn 99.82%casesSo evenif thefirst characteiis not
correctlyrecognizedif its subsets correctlyidentified theperformancef thepost-processor
is not affected.The only limitation is that, if the sub-seis not properlydistinguishedthen
the post-processanay notyield correctresults.

5. Application of SSSin post processing

The recognizergenerates charactedistancepair set(CD) {(c1, d1), (c2, d2)}, wherecl
representshe bestmatchingcharacteandd1 representshe distanceof the input character
imagefrom thecharacteprototypestoredin thetrainingdata.Similarly ¢2 andd2 represent
thesecondhearesmatchingcharacteandthedistanceof theinput characteimagewith the
charactemprototype.The CD pairsare storedfor eachcharactepositionin the word. The
SSSstructureis combinedwith the CD pairsto predictthe mostlikely characterThefinal
decisionof thechoiceof characters obtainedoy combiningtheresultsof therecognizeand
the post-processobDependingon how closelythe characteimagematcheswith the nearest
charactemprototypeandthe secondhearestharacteiprototype,a decisionis madeon how
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muchweightagehasto be assignedo the post-processoandthe recognizerWe have used
two weightsw1 andw?2, wherewl is basedon the distanceof the charactemwith its nearest
matchingprototype(d 1) andrepresenttheconfidencef therecognizerSmallervalueof wl
meanghatthe characteimagecloselymatcheghelibrary imageandlessemeighthasto be
assignedo the postprocessorTheweightw?2 representshe closenessf the shapeof the
toptwo choicesHighervalueof w2 meanghattheshape®f thecharactemmagesof top two
choicescloselymatchandthe confusionhasto be resohed by assigningmoreweightto the
post-processoi hereis a quadratiogrowth of the weightswith distance Theseweightsare
combinedwith the percentagesf occurrenceof the top two choicesat a particularposition
in the word andthe distanceof the top two choiceswith their nearestnatchingtraining set
prototypesThedecisionon the choiceof oneof the characterss takenasfollows.

We calculatea parameterdist, which representshe distanceof the recognizedcharacter
from theactualcharacterThis hasbeenformulatedempiricallyas

dist= ((wl+ w2)/(1000)) * (p2 — pl) — (d2 — d1)?;

whered1 = distanceof first choice(charl)with the nearestnatchinglibrary prototype,
d2 = distanceof secondchoice(char2)with the nearesmatchinglibrary prototype

wl = d1? subjectto maximumof 50;

w2 = 50— (d2 — d1)? subjectto minimumof 0;

pl = percentagérequeng of occurrencef charlin char freq_list;

p2 = percentagérequeng of occurrencef char2in char freq_list;

We recognizea characteaschar2,if dist > 0 elseit is retainedascharl.
This s clarifiedwith someexamples:
Considetthefollowing skeletonizedmages.
Thisimagerepresentsheword =z but it hasbeenidentifiedasss by the

recognizersincethe limbs of 3 have beenremoved during the binariza-
— tion andthinning stage.The CD pair generatedor the third characteiis
8_57 {3, 2), (3, 6)}. Thepercentagérequeng of occurrencef g ands in the
third positionin the corresponding SSstructureis foundto be 0 and90

respectely.

Thusvaluesaredl = 2,d2 =6, p1 =0, p2 = 90, wl = 4, w2 = 34 anddist= 18and
sincedistis positive soz is replacedoy =

Using this techniquewe have beenable to rectify more than one wrongly recognized
charactein aword. Considerthefollowing example:
This image representshe word ggus but it hasbeenidentified as
g3us by the recognizer The CD pairs generatedor the first two
8’8'1_1_5 wrongly identified charactersare {(g, 3), (8, 5)} and{(s, 2), (s, 6)}.

The percentagdrequeny of occurrenceof & ands in thefirst posi-

tion in the correspondingSSSstructureis found to be 0 and 100
respectiely. Similarily the percentagdrequeng of occurrenceof 3 andws in the second
in the correspondingsSSstructureis 0 and 100 respectrely. Thusdist is found to have
positive valuesfor first and secondcharacterpositionsin the word and hencethe best
choicesare replacedby the secondbestchoicesand the word is correctly identified as
S

A drawbackof dictionariesis thata word, evenif recognizeccorrectlyby OCR, finally
getsreplacedwith someotherword becauset is non-standardand was not found in the
dictionary The samecan be appliedto abbreiations and acroryms. But in our current
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Word Image Ej—:& 3_‘);& %g (_\1

Recognized Word | %] ZHI =Em

Arctual Word Vi ZHI = oA

Figure3. Errorsproducedby memging/deletionof bindi charactersn wordimages.

schemea non-standardvord, which is not presentin the dictionary but for which the
OCR hasa high confidenceof recognition,will still be acceptedand not replacedby the
nearestmatchingword in the dictionary For example,considerthe characteiimage used
in the last example.If, say the CD pair for the secondcharacteris {(s, 1), (3, 8)}, which
impliesthatthe characteimagevery closelymatchedhe characteg andnotthe next near
estmatchingcharacters. The percentagdrequeng of occurrenceof 3 ands in the sec-
ond position in the correspondingSSSstructureis 0 and 100 respectiely. Then wl =
1L, w2 =1,pl =0, p2 = 100 anddist = —47, which is a negative numberand this
impliesthatthecharactes will beretainedeventhoughtheword gsus is not presenin the
dictionary

6. Errorsrelated to the upper dot

The character® (bindi), which is similar to a dot and is presentin the upperzonewas
foundto be responsibldor a substantiahumberof errors. Thereweretwo typesof errors
produced

(1) Deletion—Thecharactebindiwouldberemoredduringthescanningandbinarization
processor by the thinning algorithm. In mary caseshe bindi charactemwould be
meigedwith othersymbolsin the upperzoneandvanish(figure 3).

(2) Insertion— The noisepresentn the upperzonewould be confusedwith the bindi.
Sometimesan upperzonevowel would be broken into smallercomponentsyhich
would generatextra bindi charactergfigure 4).

To tacklethebindi-relatederrors we have usedPunjabigrammarulesfor theusageof the
bindi. Accordingto theserules,the bindi symbolshouldalwaysbe precededy oneof the

following characterg >~ =~ =~ 1 1 €). Wecall this setof characterssetB1.
|
Word Image 6 ﬁ 8
Recognized Word | =537 EoE] gag 9
Actual Ward ELT) EpE] EEE]

Figure4. Errorsproducedby extrageneratedindi charactersn wordimages.
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The problemof filling the missingbindi charactergould only be partially solved. If the
recognizedvordis notpresentn thecorpusthenwe examinethepositionsn thewordwhere
oneofthecharactersfsetBlis presenandassumethatthebindifollowingthatcharactehas
beenaccidentallyeliminatedandinserta bindi atthatposition.All thepossiblecombinations
aretried andthe combinationwhich yieldsa word with the highestfrequeng of occurrence
in the corpus,replaceghe word recognizedy the recognizerUsing this methodologywe
areableto rectify the error madeby the recognizeiin identifying the third word imageof
figure 3. The two bindis of the word were removed during the thinning stageand meged
with the symbolin upperzone.Theword waswrongly recognizedassgmwn andit wasfound
thatthereis no suchword in the corpus.Therearethreecharacter®f setB1 presenin the
word andsothereare seven combinationf placingthe bindi in the word (&g, Setnr,
S, S Ehnn, FEnr, Fdnr, ). All the combinationswveretried andit wasfound
thatthe word &*&mir hadthe highestfrequeng of occurrencen the corpusandthereforeit
wasselectedA limitation of this methodologyis thatif therecognizedvordis presentin the
corpusandif the bindi symbolis missingthenit cannotbe used.As for examplebotha and
g arepresentin the corpusandar hasa muchhigherfrequeng of occurrencéout we cannot
corvertary identifiedg to ot asit maycorvertanactuala into or.

To weedouttheextrabindis thesamegrammarrule of Punjabiis againinvoked.If abindi
is precededy ary characteputsidesetB1, thenthebindi cansafelyberemoved.Usingthis
stratgy theextrabindisof theidentifiedwordss s of figure4 areremoved,sincethesebindis
areprecededby charactes whichis notamemberof setB1. Thistechniquewill noterasehe
extrabindi producedy thebrokenuppervowel in word &= of figure 2 sinceherethebindi
followsthecharacter whichis amemberof setB1. For meetingthesetypesof situations
we again usethe sametechniguethatwe usedto padin the missingbindis. If therecognized
wordis notfoundin thecorpusthenit is anindicationthatit couldbeabindi-relatedproblem.
We again try all the possiblecombinationsof insertingbindi aftera memberof setB1 and
theword with the highestfrequeng is acceptedUsingthis approachheimageof word frgs
of figure4 whichis identifiedasfrgs by therecognizeris correctedTwo superfluoubindis
have beenintroducedin the word image.The first bindi is a noisespeckwhile the second
bindi is generatedy the broken character. Thefirst bindi is eliminatedusingthe grammar
rule sinceit is trailing behinda, whichis anonmembeof setB1. Thesecondindi followsa
membeiof thesetB1 andsoit cannotbedeletedassuch.Butthemodifiedword, gz, is still
not presenin the corpus.Soit is checledif the new word minusthe bindi is presentn the
corpusandthewordfias , is presentn thecorpusandsothewordimageis identifiedasfros .

7. Application of grammar rules

Various Punjabilanguagegrammarrules have beenusedto improve the recognitionrate.
Theserulesaremainly concernedvith charactecombinationsandvalid startingcharacters
in aword. Therulescanbe statedasfollows:

(1) The first charactercannotbe a vowel or a half characteror a memberof the set
(3 = = 3) (SetS1). The only exceptionis vowel f . In casethe startingcharac-
ter is a vowel or a half characterthenit is deleted,sincethe secondbestchoice
will again be a vowel or a half character otherwiseif it is a consonantbelong-
ing to the set S1 thenit is replacedwith the secondbestchoice.If the second
bestchoiceis again a memberof the setS1thenit is marked as an unrecognized
character
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Table 2. Recognitionaccurayg of the OCRwith andwithout the application
of postprocessor.

Recognitiorratewithout Recognitiorrateafter
Zone postprocessing%) postprocessing%)
Upperzone 91.19 95.14
Middle zone 96.71 98.38
Lowerzone 82.48 90.87
Overall 94.35 97.34

(2) A half characteror a vowel in the lower zone cannotbe immediatelyfollowed by
anotherhalf characteror a vowel in the lower zone.In suchcasesithe character
which morecloselymatcheghe library prototypeis retainedandthe othercharacter
is deleted.This type of problemoccursif a symbolin the lower zoneis brokeninto
two or moreparts.Similarly, anupperzonevowel belongingto thesetV1l (f T = ~

T " * ) cannotbesucceedetdy amemberof setV1. If this happenspnly the closest
matchingcharacteis retained.

(3) ThecharacteR shouldalwaysbefollowedby thevowel _ or _ in thelower zone.

(4) Theletterwi cannever befollowed by a memberof thesetv2 {~ "1 __ . . }.In
caseit happengsheletterais replacedy thenext bestoption.

(5) Thelettere shouldalwaysbefollowedby vowel or? or precededy letterf.In caseit
doesnot happerthelettere is replacedoy the next bestoption.

(6) The membersof the set{ = = =} cannotbe followed by a memberof the set
{" * }. In caseit happenshe memberof theset{ s = =} is replacedvy the next best
choice.

(7) Thehalf charactershouldalwaysbe precededy amemberof theset{z H= 3 & 3
A} otherwiseit is replacedoy the next bestchoice.

(8) The half character shouldalways be precededoy a memberof the set{rn = 4}
otherwiseit is replacedoy the next bestchoice.

(9) Thehalf charactershouldalwaysbeprecededy amemberof theset{ " H R I U T

-
o~

wz2yg38d 1138} Incasdt doesnothappenthecharactewhichis moreclosely
matchests prototypeis left unchange@ndtheothercharacteis replacedy thenext
bestchoice.

The decisionregardingthe characteto be replacedjn caseof aninvalid charactecom-
bination,is madeby looking at the pasthistory of the recognitionrate of the recognizeifor
the characterFor example,in rule (4) we have replacedhe charactems with the next best
optionin caseof aninvalid charactecombinationinsteadof the memberof setV2 asit was
obseredthatthe chanceof wrongly recognizinga characteof setV2 arevery low. There
couldbe confusionbetweerthe memberf setV2 but it wasrarethata nonmemberof set
V2 wasrecognizedasa memberof setV2 or vice-versa.

8. Experimental results

We have testedthe performancef the OCR andthe postprocessoon alarge variety of text
imageswhich includedscannedmagesfrom booksandlaserprint outs. The imageswere
scanneat 300dpiresolution.The performancef thepostprocessobnatext imageis given
in figure 5. The mis-recognizedtharacteraredravn in red andthe missingcharactersare
redravn in green.
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Note— Redtext representsrronglyidentifiedcharacterGreentext representsissingcharactein the
recognizedext

Figure5. (a) A sampletext image.(b) Recognizedext with post-processingc) Recognizedext
afterpost-processing.

The recognitionaccurag of the OCR without post processingvas 94.35%,which was
increasedo 97.34%o0n applyingthe post-processado the recognizedext. The recognition
ratesfor thecharacterén all thethreezonesaretakulatedin table2.
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Word Images

RAS &t J UWes A9 fed

Actual words - A& =gl J =g 79 e\

Figure6. Wordimageswith confusingcharacteimagesof ~and™.

Someotherobsenrationswhich weremadeduringthe experimentsare:

(1) The upperzonevowels (" and ™ ), becauseof the similarity in shapesand large
possible shapecombinations(figure 6) were greatly confusedby the recognizer
andthe confusionwas partially resohed by the post-processoil he othersourceof
error in the upperzoneis the characterindi, which hasalreadybeendiscussedn
one of the previous sections.As canbe obsered in table 1, the recognitionaccu-
ragy of upperzonecharacterds 91.19%which is improved upto 95.14%by the
post-processor

(2) Therecognizemerformedvery well on the charactersn the middle zone,which is
the busiestzone.A majority of the errorsin this zonewere madein the recogni-
tion of the visually similar charactempairs (g ands) and (s andg). The recognition
rate of middle characterdgs 96.71%,which is further improved to 98.38%by the
post-processor

(3) Thelowerzone,in which 2 vowelsand3 half charactersesideaccountdor approx-
imately 3.5% of total charactempopulation,proved to be the mostdifficult zoneto
remove errors.Someof the cause®f the poor performancef therecognizemarethe
similarity in shapesof the characterssmall size of the charactersand meging of
the lower zonecharactersvith the middle zonecharactersThe recognitionrate of
the lower zonecharactersvasobsered to be 82.48%,which hasbeenimproved to
90.87%hy the post-processor

9. Conclusions

A post-processdior improving recognitionaccurag of OCR for Gurmukhiscripthasbeen
developed It usesnformationderivedby analysinganavailablecorpusof Punjabitext. The
corpuds usedo obtainfrequeng of occurrencef differentcharactersatspecificpositionsn
aword. In addition,thecorpusis usedto derive informationthatis usefulfor disambiguating
visually similar-looking words. Basedon the valuesof somesimple binary features,the
charactersetis partitionedinto subsetsf characterghat are visually very similar. Using
statisticof suchsimilarcharactersccurringn differentpositionsn theword,anovel stratgy
is employedto correctcharacterecognitionerrors.In addition Punjabilanguagerulesand
heuristicsfor upperdot areutilized. A 3% increasen recognitionaccurag from 94.35%to
97.34%hasbeenreportedon cleanimages.This is the first time that a post-processonas
beendevelopedfor Gurmukhiscript OCR but it hasbeentestedonly on cleanimages.The
developmentof a post-processdior degradedmagess atopic for futureresearch.
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