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Abstract In this paper optimal control problems governed by elliptic
semilinear equations and subject to pointwise state constraints are con-
sidered. These problems are discretized using finite element methods and a
posteriori error estimates are derived assessing the error with respect to the
cost functional. These estimates are used to obtain quantitative information
on the discretization error as well as for guiding an adaptive algorithm for
local mesh refinement. Numerical examples illustrate the behavior of the
method.
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1 Introduction

In this paper we consider optimal control problems governed by semilinear

elliptic partial differential equations and subject to inequality constraints

on the state variable, so called state constraints, formulated as follows:
minimize J(q,u), ¢€Q, u€eV,

u=S(q), (1.1)
ug(z) < u(x) <up(z) for z € 0.

Here, the pair (¢, u) consists of the control variable ¢ and the state variable
u from the corresponding function spaces (Q and V' to be specified later.

* The author’s research was supported by the Austrian Science Fund FWF,
project P18971-N18 ” Numerical analysis and discretization strategies for optimal
control problems with singularities”
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The operator S: @@ — V represents the solution operator of a semilinear
elliptic equation, J denotes the cost functional to be minimized, and the
inequality constraints on the state variable u are formulated pointwise on
the computational domain 2 C R? using lower and upper bounds ug, uy €
C(£2). Such problems are known to be difficult from the theoretical as well
as from the numerical point of view, due to the fact that the Lagrange
multipliers associated with the state constraints are in general regular Borel
measures, see, e.g., [8]. There are several recent results on numerical solution
algorithms, see, e.g., [19,20,29,30,32] as well as on a priori error analysis of
finite element discretizations for such problems; see [11,12,25,27].

In this paper we are concerned with a posteriori error estimation for
finite element discretization of (1.1). The use of adaptive techniques based
on a posteriori error estimation is well accepted in the context of finite
element discretization of partial differential equations, see, e.g., [13,35,2].
The application of these techniques to optimization problems with PDEs is
an active area of research. A posteriori error estimators are developed for
problems with control constraints assessing the error with respect to the
natural norms of the corresponding spaces, see, e.g., [17,23]. In a recent
preprint [22], these techniques are extended to an optimal control problem
with state constraints governed by a linear elliptic equation.

An approach for estimating the error in terms of the cost functional was
introduced in [1] for problems without inequality constraints and has been
further developed for assessing the error with respect to a given quantity
of interest in [3,4] and for treatment of parabolic problems in [26]. This
approach is extended to problems with control constraints in [36,18]. In
a recent preprint [16] a posteriori error estimates with respect to the cost
functional are derived for a linear-quadratic optimal control problem with
state constraints.

Our goal is to develop an a posteriori estimator for the error
J(q7 u) - J(qh7 uh)v

where (¢, u) denotes a (local) solution of the optimal control problem (1.1)
governed by a semilinear elliptic equation and (g, up) is the corresponding
solution of the discretized problem. Moreover, we discuss a strategy for eval-
uation of this error estimator which significantly differs from the approach
presented in [16]. To the authors knowledge, this is the first paper where a
posteriori error estimates for nonlinear optimal control problems with state
constraints are developed.

The organization of the paper is as follows: In the next section we discuss
the functional analytic setting of the problem under consideration and recall
necessary optimality conditions. In Section 3 the finite element discretiza-
tion of (1.1) is presented. Then, a posteriori error estimates are derived in
Section 4. In the last section two numerical examples are considered illus-
trating the behavior of our method.
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2 Problem formulation

In this section we discuss the precise formulation of the optimal control
problem under consideration and the corresponding optimality conditions.
We start with the introduction of some basic notation and with some as-
sumptions on the quantities involved.

Let £2 C R? be a polygonal Lipschitz domain with boundary I', which
is composed of the two disjoint parts I and I with I" = I} U I and
meas(I7) > 0. Let moreover a symmetric 2 x 2-matrix A(z) = (a;j(z)) be
given with entries a;; € L*(2) fulfilling

2
D ai(2)68 > aol¢)* V6 € R? and ace. in £2

ij=1

for some g > 0. The corresponding uniformly elliptic differential operator
is defined as

209 )
Au(z) = Jz::l 3, (au (z) o, u(x)) . (2.1)
Further n(z) denotes the outer unit normal of {2 and 9, , (x) is the conormal
derivative to the operator A defined as the directional derivative in the
direction v4(z) := A(x) - n(x).
For the in general nonlinear functions d : 2 xR — Randb: [5 xR — R
we make throughout the following assumption

Assumption 1 The functions d and b are measurable with respect to the
first argument and d(x,-) and b(z,-) are monotone increasing and three
times differentiable on R with respect to the second argument for each fized
x € 2 or x € Iy respectively. Moreover, there exists a positive constant K
such that

|d(x,0)] + |du(2,0)] + |dyu(2,0)] < K a.e. in 2

and

[b(x,0)| + |bu(x,0)| + |byu(x,0)| < K a.e. on Is.

Furthermore, for the Hilbert space @, called the control space, with the
norm |||l and the inner product (-,-)g, let B: Q — L*(£2) be a linear and
continuous operator, called the control operator.

The space of state functions is defined by

V=C(2)NHp(2), with Hp(2)={veH'(2)|v|ln=0}. (22)

With this notation, the state equation is given by

Au(z) + d(z,u(z)) = Bg(z) in £,
u(z) =0 on I7, (2.3)
Oy u(x) + bz, u(z)) =0 on Iy,
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and belongs to the class of semilinear elliptic partial differential equations.
Using the notation (-, -) for the usual L?(£2)-inner product and (-, ), for the
L?(Iy)-inner product we introduce the semilinear form a: Q x V x V — R
associated to the state equation by

a(g, u)(p) = (AVu, Vo) + (d(-,u), ) + (b(;u), o), = (Bg, ). (2:4)

For given ¢ € @ the weak formulation of the state equations reads: Find
u € V such that
a(g,u)(p) =0 Vo eV (2.5)

Lemma 2.1 Let Assumption 1 be fulfilled. Then, for every q € @Q there
exists a unique weak solution uw € V' of the state equation (2.5). Moreover,
there holds w € WL () for some r > 2.

Proof In fact, the unique existence in H}, (£2) follows by standard arguments
for monotone operators. For the additional proof of the continuity of u, one
can directly follow the steps in [34, Theorem 4.7, 4.8]. It remains to proof,
that u € WH"(£2) holds.

The solution « fulfills the linear elliptic equation

Au(x) = f(z) in £,
u(z) =0 on I,
Oy u(x) = g(x) on Iy,

where f(z) = Bq(x) — d(x,u(z)) and g(z) = —b(z, u(x)). By Assumption 1
and the continuity of u we obtain f € L?(§2). Using a trace theorem we get
that u € Hz(I}) N C(I%,). Then, we obtain due to the Lipschitz-continuity

of b(-,-) with respect to the second argument that g € H2 (I%). This implies
by [15, Theorem 4.4.4.13, Corollary 4.4.4.14] that for all s < 2

u — Zciwi € W2’S(Q),

where 1; are the functions describing the singular behaviour of u at the
corners of the domain (2. It can be directly checked, that 1; € W17 (£2)
holds with some r > 2. This completes the proof. O

This Lemma gives rise to the definition of the solution operator S: QQ —
V mapping a given control ¢ € @ to the corresponding solution of (2.5).
This operator is known to be twice continuously Fréchet differentiable, see,
e.g., [34].

Remark 2.1 While the space of state functions V' has been settled in (2.2),
the control space @ will be left quite general, to allow for different situations
like distributed control, i.e., Q = L?(£2), or finite dimensional control, i.e.,
@ = R™. This does not affect the analysis involved; for the numerical real-
ization however it will be a difference whether () is an infinite-dimensional
space or not, see the discussion in Section 3.
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To formulate the optimal control problem we introduce the cost functional
J: @ xV — R to be of the following form:

J(g,u) = w(u) + 5 lally (2:6)

with a regularization parameter o« > 0 and a three times differentiable
functional ¥: V — R.
After these preliminaries, we formulate the optimal control problem as
follows:
Minimize J(q,u), ¢ € Q,u€V,
(P) § alg;u)(¢) =0 Vo eV, (2.7)
ug(z) < u(z) <up(z) Vo € 2,
where the bounds ug,u, € C(£2) should match the rest of the setting by
fulfilling u, < up in 2 and u, < 0 < up on I. Thus the set of admissible
state functions
Vad ::{UEV’uagugubinQ}
has a nonempty interior int(V,q).
The following assumptions will guarantee the existence of an optimal
solution to (2.7) and the validity of optimality conditions.

Assumption 2 There exists § € Q so that S(G) € Vaq and there holds

qu,é?qf)eVad 704, 5(0)) > =oe.
Under this assumption the optimal control problem (2.7) is guaranteed to
have a globally optimal solution. Due to the nonlinearity of the solution
operator, however, uniqueness can not be assured.
To formulate necessary optimality conditions for a locally optimal solu-
tion pair (¢, u) we require the following Slater condition.

Assumption 3 For the locally optimal point (q,u) there exists § € Q such
that
S(a) +S8'(a)(@ — q) € int(Vaa)-

In general, it is not easy to verify this assumption, since it contains the
unknown solution. In the case of a linear state equation this assumption
reduces to S(G) € int(Vaq), which can simply be checked.

The formulation of the optimality system is based on the Lagrange func-
tional defined by

L(g,u,z, 1", 17) = J (g, u) — alg,u)(z) = (W up —u) = (™, u—ua), (2.8)

where z denotes the adjoint state variable, u and p~ are Lagrange multi-
pliers for the upper and lower inequality constraints from the space M(2) =

C(£2)* of regular Borel measures. The duality product between M (£2) and

C(£2) is denoted by (-, -). For a measure u € M(§2) we will write as usual:
w>0 & (uf)>0 VfeO(2) with f(z) > 0in L.

According to, e.g., [8,9,28], we formulate the necessary optimality conditions
in the following proposition.
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Proposition 2.1 Suppose that (q,w) is a locally optimal solution of (2.7)
and that the Assumptions 1, 2, and 3 are fulfilled. Then, there exist an
adjoint state z € WYP(£2) with p < 2 and Lagrange multipliers p*,pu~ €
M(£2), such that the following optimality system holds for v = (q,u, z, u*, p=):

L (z)(¢) =0 Vo eV, (2.9a)
L (z)() =0 Vo e VAW (1), (2.9b)
L (x)(€) =0 Ve € Q, (2.9¢)
(W™ up —u) =0, ut >0, (2.9d)
(U=, u—wuq) =0, u- >0, (2.9¢)

where 1/p+1/p" = 1.

The equation (2.9a) is equivalent to the state equation (2.5). The equa-
tion (2.9b) is called adjoint equation and can be explicitly rewritten as

al,(q,u)(p. 2) = (g, u) (@) + (uF —p,p) Yo e VAW (2). (2.10)

The regularity of the adjoint solution is natural due to the presence of regu-
lar Borel measures on the right-hand side, see, e.g., [8]. The equation (2.9¢)
is often called gradient equation and has the form

dy(g.u)(€,2) = Ty(g.u)(€) VE€Q. (2.11)

Remark 2.2 The Lagrange multipliers ™ and p~ are searched for in the
space of regular Borel measures which is dual to the space C(2), where
the state constraints are formulated. Unlike in the case of problems with
control or mixed control-state constraints one can in general not expect
better regularity of the Lagrange multipliers, see, e.g., [29] for an example
with a Dirac measure as a Lagrange multiplier.

Remark 2.8 Since the support of ™ and p~ is disjoint, they could be re-
placed by a single measure p := pu* — p~, which is especially suitable for
implementation purposes but will not be used in the analysis below. The
conditions (2.9d) and (2.9¢) can be replaced by

(uyup — u) = (u,u — ug) = 0.

3 Discretization

For the efficient numerical solution of the optimal control problem under
consideration, it is discretized on a sequence of locally refined meshes. The
iterative construction of these meshes is guided by the error estimator to
be derived in the next section. This section is devoted to the discretization
of (2.7) on a single mesh, which is later on used on each locally refined mesh
within the adaptive algorithm.
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We consider a shape-regular mesh 7}, consisting of quadrilateral cells K.
The mesh parameter h is defined as a cellwise constant function by setting
h|K = hg and hg is the diameter of K. On the mesh 75, we consider a
conforming finite element space Vj, C V consisting of cellwise bilinear shape
functions, see, e.g., [5,6] for details.

In order to ease the mesh refinement, we allow the cells to have nodes
which lie on midpoints of edges of neighboring cells. But at most one of
such hanging nodes is permitted per edge. Consideration of meshes with
hanging nodes requires additional care. There are no degrees of freedom
corresponding to these irregular nodes and the value of the finite element
function is determined by pointwise interpolation. We refer, e.g., to [7] for
implementation details.

Throughout we will denote the set of all nodes of 7, not belonging to
It by N, = {z;} and the corresponding nodewise basis functions of V}, by
{¢i}. The space V3, will be used for the discretization of the state variable.

The discrete control variable will be searched for in a subspace @}, C Q.
Depending on the structure of the control space different possibilities can be
considered: In the case of a finite dimensional control space @ one typically
chooses @, = Q. If the space @ is defined as a space of functions on (a
part of) £2, e.g., Q@ = L%(£2), then the finite-dimensional space Q) C Q can
be constructed as an analogue of V}, consisting of cellwise bilinear shape
functions or as a space consisting of cellwise constant functions. Another
possibility is to choose @ = @ also in the case of an infinite-dimensional
control space following the approach from [21]. We note however, that for
the problem under consideration with @ = L?(£2), the latter approach is
equivalent to the setting Qp = Vj due to the structure of the optimality
system.

Remark 3.1 As pointed out, e.g., in [24,26], it might be desirable to use
different meshes for the control and the state variable. The error estimator
presented below can provide information for separate assessment of the er-
rors due to the control and the state discretizations. The refinement then
follows an equilibration strategy for both estimators, cf. [26].

For a given discrete control g, € @ the solution up € Vj, of the discrete
state equation is determined by

algn, un)(en) =0 Ve € V. (3.1)

Due to Assumption 1 one can prove like on the continuous level that this
equation has a unique solution u;, € Vj, for each ¢, € Q. This fact de-
fines the discrete solution operator Sp: @, — V. This operator is twice
continously differentiable.

For the discretization of the state constraints we use a nodewise inter-
polation operator i,: C(£2) — Vj, and define the discrete admissible set
as

Vad_,h:{uhEVh‘ihuaguhgihubonf?}.
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Altogether, the discretized optimal control problem is formulated as follows:

Minimize J(gn,un), qn € Qn,un € Vi,

(Pn) | algn,un)(pn) =0 Yon € Vp, (3.2)
intg(z) < up(z) <ipup(z) Vo € 2.

Remark 3.2 Although the state constraints in (3.2) are formulated point-
wise, they are equivalent to a finite number of inequality constraints:

Ua7i§UiSUb7i, 1=1,...,dim Vj,

where the coeflicients u, i, ui, and uy ; are determined by
ihltg = g Ua,i®i, IpUp = E Upi¢i, and  up = g Ui ;.

To ensure the existence of a solution to (3.2) we make an assumption similar
to Assumption 2.

Assumption 4 There ezists ¢, € Qn so that Sp(qn) € Vaa,n and there holds

inf J(qn, S > —00.
an €QR,Sh(qn)EVad,n (an, Snlan))
Remark 3.3 Although, in general, the above conditions have to be assumed
to ensure the existence of a solution to (3.2), Assumption 4 can follow from
Assumption 2 in several situations and for h small enough, see [28] for
details.

As on the continuous level, Assumption 4 guarantees the existence of a solu-
tion, which is in general not unique. To pose necessary optimality conditions
for a discrete locally optimal solution (g, us,) an analogue of the continuous
Slater condition (Assumption 3) has to be required:

Assumption 5 For the discrete locally optimal point (qn,up) there exists
qn € Qp, such that

Sn(an) + Sh(an)(Gn — qn) € int(Vaa,n).

For the formulation of the optimality system we use the fact, that the in-
equality constraints in (3.2) are equivalent to a finite number of constraints
formulated for all nodes z; € N},, cf. Remark 3.2. Therefore a finite number
of Lagrange-multipliers {¢:} has to be introduced. In order to write the
optimality system similarly to the continuous case, we introduce a space of
discrete Lagrange multipliers:

S s

where 0, denotes the Dirac measure concentrated at the point ;. Then,
the optimality conditions are formulated utilizing the same Lagrangian func-
tion (2.8) in the following Proposition.

z; € Ny, } C M(9),
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Proposition 3.1 Suppose that (g, up) is a locally optimal solution of (3.2)
and that the Assumptions 1, 4, and 5 are fulfilled. Then, there exist a dis-
crete adjoint state zp, € Vi, and discrete Lagrange multipliers u;, wy, € My,
such that the following optimality system holds for x;, = (qn, un, zn, u;, Ky, ):

L (zn)(on) =0 Von € Vi, (3.3a)
Ly (xn)(pn) =0 Vo € Vi, (3.3b)
Lo(zn)(n) =0 Vén € Qn, (3.3¢)
(it up —up) =0, >0, (3.3d)
(g, > un — ta) = 0, py, > 0. (3.3¢)

Proof The proof can be done like on the continuous level, cf. [11,22], leading
to the equations (3.3a)-(3.3c) and the complementarity conditions of the
following form

</’L;1Fa ih’U,b - Uh> = 07 ,U,; 2 07

which is equivalent to (3.3d) due to the structure of M}, Equation (3.3e)
is obtained in the same way. 0O

Rewriting the equations (3.3a)—(3.3¢) more explicitly we obtain the discrete
state equation (3.1), the discrete adjoint equation for z; € Vj,

ar, (qn, un) (Pns 2n) = Iy (an, un)(on) + (1 — 1y n)  Veon € Vi,

and the discrete gradient equation

aq(qn, un)(En, 2n) = Jy(qn, un)(€n)  Yén € Qn. (3.4)

4 A posteriori error estimation

In this section we derive an error estimator for the error between the solution
(g, u) of (2.7) and the solution (gp, up) of the discretized problem (3.2) with
respect to the cost functional, i.e.

J(Q? U) - J(q}h uh)-

This error estimator will be used for two purposes: Firstly, to obtain quan-
titative information on the discretization error and secondly, to guide an
adaptive mesh refinement process in order to reduce the error in an effi-
cient way. To this end the error estimator can be localized to cellwise (or
nodewise) contributions, called error indicators, see, e.g., [2] for details on
adaptive algorithms.

As the first step we provide the following Lemma, which is an extension
of the result in [2].



10 Olaf Benedix, Boris Vexler

Lemma 4.1 Let © = (q,u,z,u™, =) be a solution of the optimality sys-
tem (2.9a)~(2.9¢) and x, = (qn, un, zn, ), , 11, ) be a solution of the discrete
optimality system (3.3a)—(3.3e). Then there holds:

Ta,u) — Tanwn) = 5£@) @ — 1) + 3£/ (o) — ) + R,

where the remainder term R is of third order in the error e = x — xp and
is given by

1
R — %/ [,I”(l'h + Se)(&e’e) .5- (3 — 1) ds.
0

Proof Using the fact that the pair (¢, ) fulfills the state equation (2.5) and
employing the complementarity conditions (2.9d)—(2.9e) we obtain

J(q,u) = L(x).

Due to the Galerkin type discretization the same argument is possible on
the discrete level leading to

1
Tavu) = Jansun) = £a) = L) = [ Lan +se)(e)ds.
0
Approximating this integral by the trapezoidal rule we complete the proof
like in [2]. O

In the next lemma we give a more explicit form of the above error repre-
sentation.

Lemma 4.2 Let © = (q,u,z,u™, =) be a solution of the optimality sys-
tem (2.9a)~(2.9¢) and xp, = (qn, un, 2n, i, 15, ) be a solution of the discrete
optimality system (3.3a)—(3.3e). Then there holds:

J(g,u) = J(qn, un) :% (J;(Qh, up)(w —up) — ay,(qn, un) (u — wp, 25)
+ Jo(qns un)(q — an) — ag(qn, un)(q — Gn, 2n)
—algn, un)(z = Zn) = (0" —p~u— uh>) +R,
(4.1)

where Gy, € Qn and Z, € Vi, can be arbitrarily chosen and R is given as in
Lemma 4.1.

Proof Starting from the representation in Lemma 4.1 we obtain
LN(z)(w — an) =LL(2)(z = 2n) + Ly, (2)(u — un) + Lo (2)(q — qn)
+ Ly (@) (0 = ) + L () (T = )

The first, the second, and the third terms vanish due to the state equa-
tion (2.5), adjoint equation (2.10), and the gradient equation (2.11) re-
spectively. Note that for employing (2.10) we have to check that u — uy, €

(4.2)
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WP (£2), which is obvious for u;, due to the fact that V;, € W1°°(£2) and
is shown for v in Lemma 2.1. Using the explicit form of ﬁ; + we get

L) — o) = — (ot — i — ) — (g ).

For the second term in the error representation in Lemma 4.1 we proceed
as follows:

L' (wp)(x — xp) =L, (2)(2 = 2n) + Ly, () (u — up) + L (xr)(q — qn)
+ Ly (en) (™t = ) + L, (xn) (0™ = 1),
(4.3)

where for the first term in (4.3) we obtain:

L (xn)(z = zn) = —alqn, un)(z — zn) = —a(qn, un)(z — Zn)

with an arbitrary Z, € Vj. The replacement of zj;, by Zj in the residual of the
state equation follows by the Galerkin orthogonality apparent from (3.1).
The second term in (4.3) gives

L, () (u=un) = J;,(qn, wn) (u—un) =, (qn, wn) (u—un, 20)+ ) =g, , u—up),
the third term results in

ﬁé(fch)(q —qn) :Jé(%, un)(q —qn) — a;(‘]h, un)(q — qn, 2n)
=Jy(qn,un)(q — qn) — ag(qn, un)(q — Gn, 2n)

with an arbitrary ¢, € @ due to the discrete gradient equation (3.4). For
the last two terms in (4.3) we obtain directly

L (n) (= )+ L (en) (0™ = py) =
=t = —un) — (07— g un — ua).

Summing over all terms involving u* and ,u; and exploiting the comple-
mentarity conditions (2.9d) and (3.3d) we have

+ +

— i ue — un)— (= g ue — w) + (g — )
==t up —un) + (g up — u) 4+ (i, u — up)
= — (" up —u) + (W un —u) + (g u —up)

= (u",up —u).

—(u

Similarly we obtain for the terms involving p~ and p, :

=0T =g un = ua) = (BT = g = ua) — (g u— ) = — (0 up — ).

Summing all these terms up yields the desired result. 0O
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Remark 4.1 Note, that the errors ¢ — ¢, and z — zj, are replaced by ¢ — gy,
and z — Zj, respectively, which can be seen as interpolation errors. However,
the error in the state variable u — up can not be directly replaced in this
way due to the structure of the optimality system.

Remark 4.2 The residual of the gradient equation

Jo(an, un)(q — Gn) — ag(qn, un)(q — n, 2n)

in the above error representation can be shown to be zero, if either Q) = @
or the control operator B is chosen as the identity on Q = L2({2) and

Vh C Qh.

Remark 4.3 The explicit form of the remainder term R in (4.1) is given as

1 1
R = 5/ (!I/”’(uh—l—seu)ei—(d”’(uh—i—seu)ei,zh—i—sez)—Q(d"(uh—i—seU)ez,ez)
0

— (0" (up, + sen)ed, zn 4 se)r, — 200" (un, + sey)e?, ez>r2)8(s —1)ds,

where the error in the state variable e,, = u—uy and the error in the adjoint
variable e, = z — z;, are involved. Note, that the errors in the Lagrange
multipliers u* do not appear explicitly. Therefore the remainder term R
can usually be neglected as a higher order term.

Remark 4.4 To illustrate the behavior of the remainder term R we discuss
the following two special cases:

1. In the case of a linear-quadratic problem (i.e. ¥ () quadratic in u, d(-, )
and b(+, -) linear in the second argument) the remainder term R vanishes.

2. Let ¥(-) be quadratic in u, d(z,u) = u® and b(z,u) = u. Then the
remainder term has the form

1 1
R = Z(ez,z +zn) + §(eiez,uh + u).

As in [11] we expect that [|qn|@ and ||pn||r(e) are bounded uniformly
in h. Using stability of the Ritz-Projection in W1P(§2), cf. [6, Corol-
lary 8.6.3], we obtain that |[us|| () and ||z, ||w1.r(o) are also bounded
uniformly in h. A possible estimate is then

IR| < clleullFore ) + clleullFao) le=ll 2

with an arbitrary e > 0 and an h-independent constant c. To our knowl-
edge there are no rigorous results on a priori error analysis for nonlinear
optimal control problems with state constraints. Nevertheless the above
bound for the remainder term is expected to be a higher order term with
respect to the error in the cost functional.



Error estimation for optimal control with state constraints 13

The error representation formula (4.1) still contains continuous solu-
tions (q,u, z, u*, u™), which have to be approximated in order to obtain a
computable error estimator. To this end, we employ the technique of inter-
polation in higher order finite element spaces, which is observed to work
very successfully in the context of a posteriori error estimation, see, e.g. [2,
3,26,36]. We use operators ITj,: Vj, — V, and Il: Qn — Q), with suitable
finite element spaces Vi, #+ Vp, and Qh %+ @y, so that ITpuy, is assumed to be
an asymptotically better approximation of u than wuy. Such operators can
be constructed for example by the interpolation of the computed bilinear
solutions into the space of biquadratic finite elements on patches consisting
of four cells each. A typical structure of a patch and the degrees of freedom
used for this biquadratic interpolation are illustrated in Figure 4.1.

Fig. 4.1 Mesh points corresponding to the nine degrees of freedom for the con-
struction of the patchwise biquadratic interpolation

Using the operators I, and II}! we approximate all terms in (4.1) not
involving the Lagrange multipliers as follows:

Ju(an,un)(w —up) — aq, (qn, wn) (u — wn, 21)
~ J) (qn, un) (I pup — up) — ab,(qn, wn) (Tpun, — un, 21),

Jy(an, un)(q = Gn) — ag(qn, un)(q — Gn, 2n)
~ Jo(qn, un) I qn — Gn) — ag(qn, wn) (Il an — Gn, zn),

and
—a(gn,un)(z — Zn) = —alqn, up)(IIpzn — Zp).

The construction of an approximation of the term {(u™ — p™, u—wuy) is more
involved, since no direct analog of higher order interpolation can be used for
the multipliers u*, being Borel measures. A simple approximation u® ~ uf
is not directly useful, since <u;f — ., Ipup — up) is identical to zero if the
biquadratic interpolation is taken for I7j,. In [16] the authors use therefore
another construction for IT,. Instead, we express the term (u™ —p=, u—wup)
using the adjoint equation (2.10) leading to

+

(= p u—un) = = J (g, u) (u — un) + a,,(g, u) (u — un, 2),
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and then we have an expression which does not involve any Lagrange mul-
tiplier and can be approximated like above:

(W —p~u—up)

~ —J, (I} qn, Hpup) (yu, — up) + ay (I qp, Dyuy)(Hpun, — up, Hhzn).

Taking all these considerations into account, the error representation for-
mula (4.1) motivates the definition of the error estimator as

1

ni=g (Jé(%,uh)(ﬂg% —qn) — ag(qn, un) (I} qn — qn, 2n)

+ o (qn, un) (pun — up) — ay, (qn, un) (Ipup — up, 25)
+ Jy, (I qp, Hpup) (Hpun — up) — ay, (I qn, Tyuy) (M, — wp, Hpzn)

— algn un)(Inzn = 2n) ).
(4.4)

Remark 4.5 In order to use this error estimator as an indicator for mesh
refinement, we have to localize it to cellwise or nodewise contributions. A
direct localization of the terms like

T (an, un) (pup, — up) = ay (g, up) (Ipun, — un, zn)

leads, in general, to a wrong order of the local contributions (overestimation)
due to oscillatory behavior of the residual terms. To overcome this, one
may integrate the residual terms by part, see, e.g., [2], or use a filtering
operator, see, e.g., [33] for details. In the numerical examples below, the
latter possibility is used.

Remark 4.6 The use of operators II}, and I} for estimation of local approx-
imation errors can be rigorously justified only for smooth solutions ¢, u, z
employing super-convergence effects. However, the adjoint solution z and
consequently the control variable g possess in general only reduced regu-
larity (z € W1P(02), p < 2). Nevertheless, we expect a good behaviour of
the proposed error estimator, since the operators II, and II} are defined
locally and the regions, where the adjoint state z is not smooth, are usually
strongly localized.

5 Numerical examples

In this section we present numerical results illustrating the behavior of the
error estimator and of the adaptive algorithm developed in this paper. To
this end we consider several example configurations which correspond to
prototypical types of the structure of the solution to (2.7). For all examples
the optimal control problems are solved on sequences of meshes produced
either by uniform refinement or by the refinement according to the proposed
error estimator. This allows us to investigate the saving in degrees of freedom
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required to reach a given error tolerance if local refinement is employed.
Moreover, we study the quality of the error estimation by calculating the
effectivity index of the error estimator defined by

J(q,u) — J(gn, un)

leg = . 5.1
f ; (5.1)

On each mesh the discrete optimal control problem (3.2) is solved us-
ing a primal-dual-active-set strategy implemented in the software packages
RoDoBo [31] and GASCOIGNE [14]. For visualization we used the visual-
ization tool VISUSIMPLE [37].

5.1 Example 1

We consider the following optimal control problem governed by a linear
state equation

. 1 1
Minimize — J(u,q) = 5”” — w20y + 5”‘1”%2((2)7
—Au=q+ f in £,

(F1) u=0 on I,
Opu =0 on I,
u < up in (_2,

where 2 = (0,1)? is the unit square,
Flz{x:(x1,$2)€8!2|:171:()} and FQ:[)Q\H

The choice of the data ug, up and f is constructed in such a way, that the
optimal solution (q,u), the adjoint state z and the Lagrange multiplier p™
are known and possess a typical structure described, e.g., in [20]. That is,
the active set AT defined by

A" = {z e 2] ul) =w(@) },

has non empty interior and the Lagrange multiplier 4 consists of two parts
ut = uf—i—u;, where u; € L>°(£2) and uf is a line measure concentrated on
a part of the boundary of AT. Moreover, we aim on obtaining this structure
with smooth data uy,uq € C*(£2), f € C*(£2) resulting in the following
construction: We introduce the parameters s € (0,1), m < s, b > 0 and
set

mrlg 1% T

- — S—2+3?+2, r1 <S8

g3
Ud\T1,T2) =
( ) {—%(11—5)44—7%(11—3)34—3, x1 > 8,
1, r1 < S
_%(I1_5)4+m($1_5)3+15 € Zsa

up(wy, 2) = {
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and
Flan ) = S%—6m:171—|—171(a:1—2)—|—b(1—5)a:1, 1 < 8
b (1—r)a?+(b— 282 — 2 —6m)ay + S —rs?, 1 > s,

where r = % — 19:”8 The corresponding solution (q,u), the adjoint state z

and the Lagrange multiplier ;™ have the following explicit form

—z1 (21 —2) — (& — 6m)ay — b(1 — s)y, r1 < s
—x1(x; —2) — S% + 6ms + gx% — bz + %S2, T > S,

q(xy,22) = {

3
Ty

2
1 _ 3% 4 311 <
U(J;l,.’l,'g) = s 3m s * y ,4 3 . i
] (r1 —8)*+m(z1 —s)° +1, x1 > s,

z=—q, and pt = pf + pg with

0, z1<s

6 ! ~
(ui, o) = (5—3 - Gm) / Q(s,x2)dus Vp € C(2), pf = {b
0

r1 > S.

3

All quantities involved in the above definitions are independent of x5 leading
to a one-dimensional structure of the solution. The active set AT is obviously
given as

A+:{(I1,I2)€Q’I125}.

The control operator B is in this example the identity on L?(£2) and the
control discretization is chosen as the discretization of the state variable, i.e.,
Q1 = Vj. Therefore, the part of the error estimator consisting of the residual
of the gradient equation (2.11) vanishes, cf. Remark 4.2. Due to the linearity
of the state equation, the remainder term R in the error representation (4.1)
vanishes too.

We present the results of the computations for two sets of parameters.
The first parameter choice is b = 50, m = —2, and s = 0.125. The develop-
ment of the discretization errors and the effectivity indices defined as in (5.1)
are given in Table 5.1 for both uniform and local mesh refinement. In both
cases we observe good agreement of the error and the error estimator after
two refinement steps. In Figure 5.1 the dependence of the discretization er-
ror on the number of degrees of freedom N is shown for uniform and local
refinements.

The above parameter choice however does not correspond to the most
general case, since the line {z = s} at which the measure is concentrated is
always a grid line. Avoiding this effect, for a second calculation we choose
s = 0.3. The corresponding results can be seen in Table 5.2 and Figure 5.2.
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Table 5.1 Development of discretization errors and of the efficiency indices for
s = 0.125 for P,

(a) local (b) uniform

N | J(q,u) = J(gn,un) | Ien N | J(g,u) = J(gn,un) | Iem

25 1.37e+3 4.54 25 1.37e+3 4.54

55 -5.93e-2 0.00 81 -6.62e-02 0.00
113 -8.56e-03 0.41 289 -1.59e-02 0.98
189 -1.48e-02 0.94 1089 -3.92e-03 0.96
403 -3.90e-03 0.94 4225 -9.70e-04 0.97
1233 -1.72e-03 0.93
4241 -6.60e-04 0.96

I local e

uniform —e—

1073 |

102 103
N

Fig. 5.1 Discretization error vs. degrees of freedom for the two refinement strate-
gies for s = 0.125 for Py

Table 5.2 Development of discretization errors and of the efficiency indices for
s = 0.3 for P,

(a) local refinement (b) uniform refinement

N | J(g,u) = J(gn,un) | et N | J(g,u) = J(gn,un) | Lets

25 3.02e+00 0.65 25 3.02e+00 0.65

55 1.33e+00 8.74 81 1.32e+-00 8.03

139 1.15e-01 1.71 289 1.33e-01 1.52

403 2.56e-02 -4.68 1089 3.03e-02 -0.45

955 -3.88e-03 0.96 4225 6.10e-04 1.23
2185 -1.24e-03 0.78
5125 -2.99e-05 0.81
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B " local —e—
100 | uniform —e— A
10°t | E
1072 | 4
1073 | 4
1074 | =

102 103

N

Fig. 5.2 Discretization error vs. degrees of freedom for the two refinement strate-
gies for s = 0.3 for P,

An example of a locally refined mesh for this case is shown in Figure 5.3.
We observe stronger refinement close to the line where the measure part of
the Lagrange multiplier um is concentrated.

Fig. 5.3 An example of a locally refined mesh for s = 0.3 for P;

In this example the choice of the parameter m secured that the multiplier
part of the error representation (4.1), ie., —2(u™ — p=,u — wy), has a

significant size compared to the other parts. The choice of the parameter b
was less significant.
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5.2 Example 2

In this section we consider an optimal control problem governed by a semi-
linear elliptic equation on the unit square 2 = (0,1)2:

o 1 e
Minimize — J(u,q) = §||U —ug|| 720 + §||‘1||2L2(Q)

(Py) —Au+ud=q+f in £,
u=0 on 012,
Ug <u < uyp n !_2,

with o = 0.001, f = 0, up = 0, and

2 2
3 1 27
d:lGx(l—x)z(x—y)—i—g, ua:—0.08—4<x—1) —4<y—3—2)

For this example problem no exact solution is avaliable. Therefore we through-
out use the value J(gp+,up+) computed on a very fine mesh 7~ as an ap-
proximation of the exact value J(g, ). The plots of the optimal control and
state for this example are shown in Figure 5.4.

ww

) control variable ) state variable

Fig. 5.4 Plots of the optimal control and the optimal state for (P;)

We observe that the active set AT corresponding to the upper bound is a
two-dimensional set with nonempty interior and the active set A~ contains
apparently only one point. A typical locally refined mesh which captures
the feature of the problem under consideration is shown in Figure 5.5. The
development of the discretization errors and the effectivity indices defined as
in (5.1) are given in Table 5.3 for both uniform and local mesh refinement.
The comparison of both refinement strategies with respect to the required
number of degrees of freedom to reach a given error tolerance is done in
Figure 5.6.
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Fig. 5.5 Example of a locally refined mesh for ()

Table 5.3 Development of discretization errors and of the efficiency indices for
(P2)

(a) local refinement (b) uniform refinement

N | J(Qv u) - J(qh7 uh) | Toq N | J(Qv u) - J(qh7 uh) | Teqr

25 5.38e-04 -1.41 25 5.38e-04 -1.41

41 -1.16e-04 0.43 81 -1.58e-04 0.62

99 -4.48e-05 0.33 289 -6.18e-05 0.87

245 -2.68e-05 0.60 1089 -1.58¢-05 0.87

541 -1.04e-05 0.56 4225 -3.99¢-06 0.89

1459 -6.04e-06 0.89 16641 -7.45e-07 0.66
4429 -1.54e-06 0.83
13107 -5.01e-07 0.89

5.3 Example 3

Finally, we consider an example that has been presented in [10], and in
similar form in [29] before. Here, on the unit circle {2 = B;(0) as the domain,
the problem reads
s 1 2 Q2
Minimize J(u,q) = 5”“ = Udl|72(0) + §||'J||L2(Q),

(Ps) —Au=gq in £,
u=20 on 0f2,
u<up in (_2,

with a = 0.01, and the data given in polar coordinates

wa=—— (oL Loy, w = (LT
T ona\a q T ee\ ) = a i \a T )
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I ' I 'loéall IR
uniform —e—
1074 | E
1075 | E
107° ¢ 5
102 103 104
N

Fig. 5.6 Discretization error vs. degrees of freedom for the two refinement strate-
gies for (P)

As for example 1, we are in the situation of knowing the exact solution in
algebraic form:

1 1 145 154 1 1
U= (4 i + i log(r)) ;4= 5 log(r), z= 5 log(r)
and p = dp, where dy denotes the Dirac measure concentrated in the origin.
We can see that the active set consists of one point only, and the adjoint
state has a regularity of WP (£2) with p < 2, but 2 ¢ H'({2). Note, that the
data (ug, up) is smooth, and the singularity is caused by state constraints
and not by some singularities of the data.

The convergence of the error in the functional value can be seen in
Figure 5.7. The graphs point to a different order of convergence for the two
discretization strategies.

Although the local discretization strategy leads to a much better con-
vergence of the functional value, we observe that the effectivity indices are
not close to 1. They are even smaller than zero, but stay bounded in their
absolute values.

Conclusions

In this paper we derived a posteriori error estimates for the finite element
discretization of a class of nonlinear optimal control problems with state
constraints. The error estimator assesses the discretization error with re-
spect to the cost functional. The terms in the estimator which involve La-
grange multipliers being regular Borel measures are reformulated utilizing
the continuous formulation of the adjoint equation.
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I ' I Hllocall e
10-1 uniform —eo—
1072 |
1073 |
1074 |
102 103 10%
N

Fig. 5.7 Discretization error vs. degrees of freedom for the two refinement strate-
gies for (P3)

The numerical results show mostly good agreement between the esti-

mated and real discretization errors. Moreover, the adaptive algorithm for
local mesh refinement allows for substantial savings in degrees of freedom
required for reaching a given tolerance level.
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