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A ”power” conjugate equation in the symmetric group

Szilvia Homolya and Jenő Szigeti

Abstract. First we consider the solutions of the general ”cubic” equation

α1 ◦ x
r1 ◦ α2 ◦ x

r2 ◦ α3 ◦ x
r3 = 1

(with r1, r2, r3 ∈ {1,−1}) in the symmetric group Sn. In certain cases this
equation can be rewritten as α ◦ y ◦ α

−1 = y
2 or as α ◦ y ◦ α

−1 = y
−2, where

α ∈ Sn depends on the αi’s and the new unknown permutation y ∈ Sn is a
product of x (or x

−1) and one of the permutations α
±1

i
. Using combinatorial

arguments and some basic number theoretical facts, we obtain results about
the solutions of the so-called power conjugate equation α ◦ y ◦α−1 = y

e in Sn,
where e ∈ Z is an integer exponent. Under certain conditions, the solutions
are exactly the solutions of ye−1 = 1 in the centralizer of α.

1. INTRODUCTION

One of the starting points of classical algebra is the solution of polynomial equations
in fields. Thus, the investigation of equations in groups is a natural idea. Recently
a good number of publications appeared that are related to complexity, taking
an algorithmic approach to solving such equations. In the present paper we are
interested only in the explicit solutions, so we restrict our consideration to the non-
algorithmic aspects. It is a surprising fact that the authors found only a limited
number of results about the explicit solutions of equations in groups. One of the
earliest results (due to Frobenius) is about the number of solutions of xm = 1
in a finite group (see [IR]). Further results concerning the equation xm = 1 in
the symmetric group Sn consisting of all bijective {1, 2, . . . , n} −→ {1, 2, . . . , n}
functions can be found in [CHS], [MW] and [FM]. A general equation (containing
constants and group operations) for a single unknown permutation x ∈ Sn is of the
form:

α1 ◦ x
r1 ◦ α2 ◦ · · · ◦ αk ◦ x

rk = 1,

where k ≥ 1, αi ∈ Sn and ri ∈ {1,−1} for each 1 ≤ i ≤ k. Our first impression is
that the complete solution of the above equation is hopeless, on the other hand to
deal with some special cases seems to be a challenging problem. We note that in the
above equation r1 = 1 can be assumed, otherwise α1 ◦x

−r1 ◦α2 ◦ · · · ◦αk ◦x
−rk = 1

is the same equation for the inverse x−1 and −r1 = 1.
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2 SZILVIA HOMOLYA AND JENŐ SZIGETI

The solutions in the ”quadratic” case k = 2 can easily be obtained by a simple
procedure. If 1 = r1 = r2, then α1 ◦ x ◦ α2 ◦ x = 1 is equivalent to

(x ◦ α2)
2 = α−1

1 ◦ α2.

The above square root equation has a solution if and only if the number of the
2i-element cycles in α−1

1 ◦ α2 is even for all integers i ≥ 1. If 1 = r1 = −r2, then
α1 ◦ x ◦ α2 ◦ x

−1 = 1 is equivalent to

x ◦ α2 ◦ x
−1 = α−1

1 .

The above equation has a solution if and only if the permutations α2 and α−1
1 are

of the same type. The type of a permutation π ∈ Sn is a sequence type(π) =
〈t1, t2, . . . , tn〉 of integers, where ti ≥ 0 denotes the number of cycles in π of length
i ≥ 1. A well-known fact is that for π1, π2 ∈ Sn the equality type(π1) = type(π2) is
equivalent to the conjugate relation between π1 and π2 (there exists a permutation
τ ∈ Sn such that τ ◦ π1 ◦ τ

−1 = π2). Further details (about the complete solutions
in the case k = 2) are left to the readers.
The situation in the case k ≥ 3 is far more complicated. A nice summary about the
general situation can be found in [L]. An important direction of research is to find
solutions of a given group-equation in an appropriate extension of the base group.
The Kervaire–Laudenbach (KL) conjecture asserts that if the length r1+r2+· · ·+rk
of the equation α1 ◦x

r1 ◦α2 ◦ · · ·◦αk ◦x
rk = 1 over an arbitrary group G is nonzero,

then this equation has a solution in a group H containing G (here we assume that
ri−1 + ri 6= 0 if αi = 1, 2 ≤ i ≤ k). A consequence of a general extension theorem
of Gerstenhaber and Rothaus (see [GR]) is that (KL) holds for finite groups. For
k = 5 the conjecture (KL) is proved in [E].
Now consider the ”general cubic” equation

(∗) α1 ◦ x
r1 ◦ α2 ◦ x

r2 ◦ α3 ◦ x
r3 = 1

in Sn, where r1 = 1. According to the choice of the exponents we have the following
four possibilities

(∗1) α1 ◦ x ◦ α2 ◦ x ◦ α3 ◦ x
−1 = 1, (∗2) α1 ◦ x ◦ α2 ◦ x

−1 ◦ α3 ◦ x = 1,

(∗3) α1 ◦ x ◦ α2 ◦ x
−1 ◦ α3 ◦ x

−1 = 1, (∗4) α1 ◦ x ◦ α2 ◦ x ◦ α3 ◦ x = 1.

Clearly, the above equations can be rewritten as follows

(∗1) α ◦ y ◦ β = y2, where y = x ◦ α2 and α = α−1
1 , β = α2 ◦ α

−1
3 ◦ α−1

2 ,

(∗2) α ◦ y ◦ β = y2, where y = x−1 ◦ α−1
1 and α = α2, β = α1 ◦ α3 ◦ α

−1
1 ,

(∗3) α ◦ y ◦ β = y2, where y = x ◦ α−1
3 and α = α1, β = α3 ◦ α2 ◦ α

−1
3 ,

(∗4) α ◦ y ◦ β = y−2, where y = α3 ◦ x and α = α1 ◦ α
−1
3 , β = α2 ◦ α

−1
3 .

Thus, the solution of the ”cubic” equation can be reduced to the solution of the
equations

α ◦ y ◦ β = y2 and α ◦ y ◦ β = y−2,

where α, β ∈ Sn are constants and the new unknown permutation is y ∈ Sn. In both
cases we assume that y = 1 is a solution of the given equation. Our requirement is
quite natural, however the weaker assumption, that we have at least one solution
in Sn is even more natural. The condition that y = 1 is a solution is equivalent
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to the fact that β = α−1 is the inverse of α (in both cases). In view of the above
observations, we consider the ”power conjugate” equation

(e ∗ α) α ◦ y ◦ α−1 = ye,

where e ∈ Z is an integer exponent. If e ∈ {−1, 1}, then (e ∗ α) is quadratic
and the case e = 0 is trivial. Therefore in the rest of the paper we assume that
e /∈ {−1, 0, 1}. Using combinatorial arguments and some basic number theoretical
facts, in certain cases (depending on the type of α) we are able to obtain essential
information about the solutions of (e ∗ α) in Sn (see Theorems 2.8, 2.11,2.12 and
2.14). One of our main results reveals that under certain conditions, the solutions
of (e ∗ α) are exactly the solutions of ye−1 = 1 in the centralizer of α.

2.THESOLUTIONSOFTHEPOWERCONJUGATEEQUATION α ◦y◦ α−1 = ye

Let δ = τ ◦α◦ τ−1 be a conjugate of α (here τ ∈ Sn is fixed). Since the conjugation
is an automorphism of Sn, the solutions of (e ∗ δ): δ ◦ z ◦ δ−1 = ze can be obtained
as the conjugates z = τ ◦ y ◦ τ−1 of the solutions of (e ∗ α). Thus, the number of
solutions of (e ∗ α) depends only on the conjugacy class (or the type) of α.
For a given permutation α ∈ Sn with type(α) = 〈g1, g2, . . . , gn〉 and for an integer
1 ≤ d ≤ n we define a set of integers (the d-range of α) as

Fd(α) =







∑

1≤j≤n, d|j

qj · j

∣

∣

∣

∣

∣

∣

0 ≤ qj ≤ gj for all 1 ≤ j ≤ n







=

{qd · d+ q2d · 2d+ · · ·+ q⌊n/d⌋d · ⌊n/d⌋ d | 0 ≤ qid ≤ gid for all 1 ≤ i ≤ ⌊n/d⌋}.

Now g1 · 1 + g2 · 2 + · · · + gn · n = n gives that Fd(α) ⊆ {d, 2d, . . . , ⌊n/d⌋ d} and
gn = 1 implies that g1 = g2 = · · · = gn−1 = 0, whence F1(α) = {0, n} follows.
Clearly, the divisibility d1 | d2 implies that Fd2

(α) ⊆ Fd1
(α).

2.1. Lemma. If the containment α(H) ⊆ H holds for some subset H ⊆ {1, 2, . . . , n},
then α(H) = H and H = D1∪D2∪· · ·∪Dm is a union of certain pairwise disjoint
cycles of α. If 1 ≤ d ≤ n and d | |Dj | holds for all 1 ≤ j ≤ m, then for the number
of elements we have

|H | = |D1|+ |D2|+ · · ·+ |Dm| ∈ Fd(α).

Proof. Obvious. �

2.2. Lemma. If α ◦ y ◦ α−1 = z holds for α, y, z ∈ Sn and (c1, c2, . . . , cr) is a
cycle of y, then (α(c1), α(c2), . . . , α(cr)) is a cycle of z.

Proof. Clearly, z(α(ci)) = (z ◦ α)(ci) = (α ◦ y)(ci) = α(y(ci)) = α(ci+1) (indices
1 ≤ i ≤ r are considered modulo r). �

2.3. Lemma. Consider the union {1, 2, . . . , n} = H1∪H2∪· · ·∪Hs of the pairwise
disjoint fixed subsets Hk ⊆ {1, 2, . . . , n}, 1 ≤ k ≤ s of α ∈ Sn (now α(Hk) = Hk

for each 1 ≤ k ≤ s) and let yk ∈ SHk
(here yk : Hk −→ Hk is a permutation) be a

solution of (e ∗ (α ↾ Hk)), where (α ↾ Hk) : Hk −→ Hk is the restriction of α to
Hk. Now the disjoint union y1 ⊔ y2 ⊔ · · · ⊔ ys of the permutations yk ( 1 ≤ k ≤ s)
is a solution of (e ∗ α) in Sn. Notice that for i ∈ {1, 2, . . . , n}

(y1 ⊔ y2 ⊔ · · · ⊔ ys)(i) = yk(i), where 1 ≤ k ≤ s is the unique index with i ∈ Hk.
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Proof. Obvious. �

2.4. Lemma. If y1, y2 ∈ Sn are solutions of (e ∗ α) such that y1 ◦ y2 = y2 ◦ y1,
then the product y1 ◦ y2 is also a solution of (e ∗ α). If y ∈ Sn is a solution of
(e ∗ α), then y−1 ∈ Sn is also a solution of (e ∗ α) and for all i ∈ Z and k ≥ 0 we
have

αk ◦ yi = ye
ki ◦ αk.

Proof. Since α ◦ y1 ◦ α−1 = ye1 and α ◦ y2 ◦ α−1 = ye2 hold, the multiplicative
property of the conjugation gives that

α ◦ y1 ◦ y2 ◦ α
−1 = (α ◦ y1 ◦ α

−1) ◦ (α ◦ y2 ◦ α
−1) = ye1 ◦ y

e
2 = (y1 ◦ y2)

e.

If y ∈ Sn is a solution of (e ∗ α), then

α ◦ y−1 ◦ α−1 = (α ◦ y ◦ α−1)−1 = (ye)−1 = (y−1)e.

Since yi is also a solution of (e∗α), we have α◦yi◦α−1 = (yi)e, whence α◦yi = yei◦α
follows for all i ≥ 0. For k ≥ 0 we use an induction:

αk+1◦yi=α◦(αk◦yi)=α◦(ye
ki◦αk)=(α◦ye

ki)◦αk=(ye(e
ki)◦α)◦αk=ye

k+1i◦αk+1.�

2.5. Lemma. If y ∈ Sn is a solution of (e ∗ α), then y and ye are of the same
type 〈t1, t2, . . . , tn〉, y

ew−1 = 1 and for any cycle (c1, c2, . . . , cr) of y the cycle length
r ≥ 1 is a divisor of ew − 1 (i.e. r | ew − 1), where type(α) = 〈g1, g2, . . . , gn〉 and

w = ord(α) = lcm{a | 1 ≤ a ≤ n, ga 6= 0}

is the order of α. We also have gcd(r, e) = 1 and (c1, ce+1, c2e+1, . . . , c(r−1)e+1)
is a cycle of ye, where the indices ie + 1, 0 ≤ i ≤ r − 1 are taken in {1, 2, . . . , r}
modulo r. This cycle of ye has the same elements as the original cycle and each
cycle of ye can be obtained by the above construction, starting from a uniquely
determined cycle of y.

Proof. According to (e∗α), the permutation ye is the conjugate of y (by α), whence
type(y) = type(ye) follows. The application of Lemma 2.4 gives that αw ◦ y =
ye

w

◦ αw . Now αw = 1 implies that ye
w−1 = 1, whence we obtain that any cycle

length r ≥ 1 of y is a divisor of ew − 1. Clearly, gcd(r, e) = 1 is a consequence
of r | ew − 1. If (c1, c2, . . . , cr) is a cycle of y, then (c1, ce+1, c2e+1, . . . , c(r−1)e+1)
is obviously a cycle of ye of the same length r (notice that cie+1 6= cje+1 follows

from r ∤ (j − i)e for all 1 ≤ i < j ≤ r − 1). If (c1, y
e(c1), . . . , y

(r−1)e(c1)) is a
cycle of ye of length r ≥ 1, then yre(c1) = c1 and s | re, where ys(c1) = c1 and
1 ≤ s ≤ n is the length of the y-cycle strating with c1. Since gcd(s, e) = 1, we obtain
that s | r. The containment {c1, y

e(c1), . . . , y
(r−1)e(c1)} ⊆ {c1, y(c1), . . . , y

s−1(c1)}
implies that r ≤ s, whence r = s follows. Thus, the above cycle of ye can be
constructed by the given process starting from the cycle (c1, y(c1), . . . , y

r−1(c1)) of
y. �

2.6. Lemma. Let y ∈ Sn be a solution of (e ∗ α) with type(y) = 〈t1, t2, . . . , tn〉
and for a given 1 ≤ r ≤ n with tr ≥ 1 consider the base sets

C
(r)
i ⊆ {1, 2, . . . , n}, 1 ≤ i ≤ tr
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of all r-element cycles of y (
∣

∣

∣
C

(r)
i

∣

∣

∣
= r for all 1 ≤ i ≤ tr). Then there exists a

permutation γ of the index set {1, 2, . . . , tr} such that

α(C
(r)
i ) = C

(r)
γ(i).

Since γ is uniquely determined by α, it is natural to use the notation γ = α(r).
Now trr ∈ F1(α) and if α(r) has a cycle (i1, i2, . . . , id) of length 1 ≤ d ≤ tr, then
d | w = ord(α) and dr ∈ Fd(α).

Proof. In view of Lemmas 2.2 and 2.5, any r-element cycle of ye can be obtained
as the α image of a unique r-element cycle of y. Since the base sets of the r-element

cycles in y and in ye coincide, we obtain that α(C
(r)
i ) = C

(r)
γ(i) for some permutation

γ of the indices. Now H = C
(r)
1 ∪ C

(r)
2 ∪ · · · ∪ C

(r)
tr is a fixed set of α, whence

trr = |H | ∈ F1(α) follows by Lemma 2.1. If (i1, i2, . . . , id) is a cycle of α(r), then

α(C
(r)
i1

) = C
(r)
i2

, α(C
(r)
i2

) = C
(r)
i3

, . . . , α(C
(r)
id−1

) = C
(r)
id

, α(C
(r)
id

) = C
(r)
i1

.

Now H(d) = C
(r)
i1

∪ C
(r)
i2

∪ · · · ∪ C
(r)
id

is a fixed set of α and the above property of

α (or α(r)) gives that
H(d) = D1 ∪D2 ∪ · · · ∪Dm,

where D1, D2, . . . , Dm are certain pairwise disjoint cycles of α such that d | |Dj|
and |Dj | | w hold for all 1 ≤ j ≤ m. Thus, d | w and

dr = |H(d)| = |D1|+ |D2|+ · · ·+ |Dm| ∈ Fd(α)

follows by the repeated application of Lemma 2.1. �

2.7. Lemma. Let y ∈ Sn be a solution of (e∗α) with type(y) = 〈t1, t2, . . . , tn〉. If
tr 6= 0 and the induced permutation α(r) of the indices {1, 2, . . . , tr} (see Lemma
2.6) has a cycle (i1, i2, . . . , id) of length 1 ≤ d ≤ tr and gcd(ed − 1, r) = 1, then α

also has a cycle of length d in C
(r)
i1

∪ C
(r)
i2

∪ · · · ∪C
(r)
id

.

Proof. Let C
(r)
i1

= {c1, c2, . . . , cr} be the set of all elements in a cycle (c1, c2, . . . , cr)

of y (notice that r | ew − 1 by Lemma 2.5). Since c1 ∈ C
(r)
i1

and

α(C
(r)
i1

) = C
(r)
i2

, α(C
(r)
i2

) = C
(r)
i3

, . . . , α(C
(r)
id−1

) = C
(r)
id

, α(C
(r)
id

) = C
(r)
i1

,

the containment αd(c1) ∈ C
(r)
i1

holds, whence αd(c1) = ys(c1) follows for some

1 ≤ s ≤ r. Now gcd(ed− 1, r) = 1 implies that (ed − 1)u+ s = rv for some u, v ∈ Z
and yu(c1) is a fixed point of αd. Indeed, the application of Lemma 2.4 gives that

αd(yu(c1)) = (αd ◦ yu)(c1) = (ye
du ◦ αd)(c1) = ye

du(αd(c1)) = ye
du(ys(c1)) =

ye
du+s(c1) = yu+rv(c1) = yu(c1).

Thus, (yu(c1), α(y
u(c1)), . . . , α

d−1(yu(c1))) is a d-element cycle of α. �

2.8. Theorem. Let r ≥ 2 be a divisor of the integer n ≥ 3 such that e
n
r − 1 is

divisible by r (i.e. r | e
n
r − 1). Then for any cyclic permutation α ∈ Sn of length

n (say α = (1, 2, . . . , n)) equation (e ∗α) has a non-trivial solution y 6= 1 such that
each cycle of y is of length r and yr = 1. If e = 2, then n = 6, 20, 21, 60 are
examples of such integers with 3 | 2

6
3 − 1, 5 | 2

20
5 − 1, 7 | 2

21
7 − 1 and 15 | 2

60
15 − 1.

If e = −2, then n = 55 is an example of such integer with 11 | (−2)
55
11 − 1.
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Proof. Take q = n/r and define an n-element set Pn of ordered pairs and a function
ε : Pn −→ Pn as follows:

Pn = {(i, j) | 1 ≤ i ≤ q and 1 ≤ j ≤ r},

ε(i, j) =

{

(i+ 1, ej) if 1 ≤ i ≤ q − 1 and 1 ≤ j ≤ r
(1, ej + 1) if i = q and 1 ≤ j ≤ r

,

where ej and ej + 1 are taken in {1, 2, . . . , r} modulo r. It is straightforward to
check that ε is injective (hence a permutation of Pn). Clearly, the definition of ε
immediately gives that the length of a cycle in ε is a multiple of q. If 1 ≤ k ≤ q− 1
and 1 ≤ j ≤ r, then εk(1, j) = (1 + k, ekj) and r | eq − 1 ensures that εq(1, j) =
(1, eqj + 1) = (1, j + 1). Thus,

εq(1, j) = (1, j + 1), ε2q(1, j) = (1, j + 2), . . . , ε(r−1)q(1, j) = (1, j + r − 1)

are distinct elements and εrq(1, j) = (1, j + r) = (1, j) (in Pn). It follows that ε
has exactly one cycle of length n = rq. Now define a permutation y : Pn −→ Pn as
follows:

y(i, j) = (i, j + 1),

where 1 ≤ i ≤ q, 1 ≤ j ≤ r and j+1 is taken in {1, 2, . . . , r} modulo r. The number
of cycles in y is exactly q and each cycle of y is of the form

((i, 1), (i, 2), . . . , (i, r)) .

An easy calculation shows that ε ◦ y = ye ◦ ε. If 1 ≤ i ≤ q − 1 and 1 ≤ j ≤ r, then

ε(y(i, j)) = ε((i, j + 1)) = (i+ 1, ej + e)

and

ye(ε(i, j)) = ye((i + 1, ej)) = (i+ 1, ej + e).

If i = q and 1 ≤ j ≤ r, then

ε(y(q, j)) = ε((q, j + 1)) = (1, ej + e+ 1)

and

ye(ε(q, j)) = ye((1, ej + 1)) = (1, ej + 1 + e).

Thus, y is a required solution of (e∗ε). Finally, we deduce, that (e∗α) has a similar
solution for any permutation α ∈ Sn with type(α) = type(ε). �

2.9. Corollary. Let α ∈ Sn be a cyclic permutation of length n (say α =
(1, 2, . . . , n)). If gcd(n, en − 1) = d 6= 1, then (e ∗ α) has a non-trivial solution
y 6= 1 such that yd = 1.

Proof. If gcd(n, en − 1) = d, then there is a common prime divisor p ≥ 2 of n and
en − 1. Now n = n1p and

e
n
p − 1 = en1 − 1 = (en1p − 1)− en1(en1(p−1) − 1) = (en − 1)− en1(en1(p−1) − 1)

is divisible by p (i.e. p | e
n
p −1) by Fermat’s divisibility p | ep−1−1. The application

of Theorem 2.8 gives the existence of a solution y 6= 1 of (e ∗ α) such that yp = 1.
Clearly, p | d implies that yd = 1. �

2.10. Corollary. If α ∈ Sn is a permutation of type type(α) = 〈g1, g2, . . . , gn〉
such that ga 6= 0 and gcd(a, ea − 1) = d 6= 1 for some 2 ≤ a ≤ n, then (e ∗ α) has
a non-trivial solution y 6= 1 such that yd = 1.
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Proof. If (i, α(i), . . . , αa−1(i)) is an a-element cycle of α, then {1, 2, . . . , n} =
H1∪H2, where H1 = {i, α(i), . . . , αa−1(i)} and H2 = {1, 2, . . . , n}rH1 are disjoint
fixed sets of α. Now Corollary 2.9 ensures the existence of a solution 1H1

6= y1 ∈ SH1

(here y1 : H1 −→ H1 is a permutation) of (e ∗ (α ↾ H1)) such that yd1 = 1, where
(α ↾ H1) : H1 −→ H1 is the restriction of α to H1. The application of Lemma 2.3
gives that y1 ⊔ y2 6= 1 is a solution of (e ∗ α) in Sn such that (y1 ⊔ y2)

d = 1, where
y2 = 1 is the identity permutation on H2. �

2.11. Theorem. Let p ≥ 2 be a prime divisor of n such that p | e
n
p − 1 and

gcd(np , e
n − 1) = 1. If α = (1, 2, . . . , n) ∈ Sn is a cyclic permutation, then the only

solutions of (e ∗ α) are the powers y, y2, . . . , yp−1, yp = 1 of an arbitrary solution

1 6= y ∈ Sn. If e = 2, then n = 20, 21 are examples of such integers with 5 | 2
20
5 −1,

gcd(205 , 220 − 1) = 1 and 7 | 2
21
7 − 1, gcd(217 , 221 − 1) = 1. If e = −2, then n = 55

is an example with 11 | (−2)
55
11 − 1, gcd(5511 , 2

55 − 1) = 1.

Proof. The application of Theorem 2.8 gives the existence of a non-trivial solution
of (e ∗ α). Fix an element a ∈ {1, 2, . . . , n} and let 1 6= y ∈ Sn be an arbitrary
solution of (e ∗ α) with type(y) = 〈t1, t2, . . . , tn〉. Now y has at least one cycle
of length r ≥ 2 and Lemma 2.5 ensures that r | en − 1, where n = ord(α). Let

C
(r)
i ⊆ {1, 2, . . . , n}, 1 ≤ i ≤ tr be the pairwise disjoint base sets of the r-element

cycles of y. The type of α and Lemma 2.6 ensure that trr ∈ F1(α) = {0, n} =
{0, p · n

p }. Since trr = p · n
p , r | en − 1 and gcd(np , e

n − 1) = 1, we obtain that

r = p and tp = n
p = q. Thus, tk = 0 for each 1 ≤ k ≤ n, k 6= p and the powers

y, y2, . . . , yp−1, yp = 1 are distinct solutions of (e ∗ α).
If 1 ≤ d ≤ tp = q is the length of a cycle (i1, i2, . . . , id) of the induced permutation

α(p), then Lemma 2.6 gives dp ∈ Fd(α) ⊆ F1(α) = {0, p·q} and d = q. It follows that
α(p) has only one cycle of length d = q and we can assume that α(p) = (1, 2, . . . , q)

and a ∈ C
(p)
1 (hence α(C

(p)
j ) = C

(p)
j+1 for 1 ≤ j ≤ q − 1 and α(C

(p)
q ) = C

(p)
1 ). The

above cyclic property of α(p) and 1 ≤ q = n/p ≤ n−1 ensure that a 6= αq(a) ∈ C
(p)
1 ,

whence αq(a) = ys(a) follows for some 1 ≤ s ≤ p−1 (s depends on the choice of a).
We claim that y(αi(a)) = αs(i)q+i(a) holds for all integers 0 ≤ i ≤ pq = n, where
1 ≤ s(i) ≤ p− 1 denotes the multiplicative inverse (reciprocal) of eis in the prime

field Zp (notice that p | eis would contradict to 1 ≤ s ≤ p− 1 and p | e
n
p − 1).

First we use αi ◦ ys = ye
is ◦ αi (in Lemma 2.4) to get

αq(αi(a)) = αi(αq(a)) = αi(ys(a)) = ye
is(αi(a))

and then we prove by induction, that αkq(αi(a)) = yke
is(αi(a)) holds for all integers

k ≥ 0. Lemma 2.4 gives that αkq ◦ye
is = ye

kqeis◦αkq and ekqeis−eis = (ekq−1)eis
is divisible by eq − 1 and hence by p. Now ekqeis− eis = pv and the validity of the
above equality for k + 1 can be derived as

α(k+1)q(αi(a)) = αkq(αq(αi(a))) = αkq(ye
is(αi(a))) =

ye
kqeis(αkq(αi(a))) = ye

kqeis(yke
is(αi(a))) = ye

kqeis−eis(y(k+1)eis(αi(a))) =

ypv(y(k+1)eis(αi(a))) = y(k+1)eis(αi(a)).
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In view of s(i)eis = 1+pu, the substitution k = s(i) into αkq(αi(a)) = yke
is(αi(a))

gives our claim

y(αi(a)) = ys(i)e
is(αi(a)) = αs(i)q(αi(a)) = αs(i)q+i(a).

Since {αi(a) | 0 ≤ i ≤ n − 1} = {1, 2, . . . , n}, the permutation y is completely
determined by s. The fact that 1 ≤ s ≤ p− 1 can be chosen in p− 1 different ways
implies that the number of non-trivial solutions of (e∗α) is at most p−1. It follows
that y, y2, . . . , yp−1, yp = 1 is the complete list of solutions. �

2.12. Theorem. Let w = ord(α) = lcm{a | 1 ≤ a ≤ n, ga 6= 0} be the order of
the permutation α ∈ Sn of type(α) = 〈g1, g2, . . . , gn〉 with g1 = 0. Assume that for
any choice of the integers r ≥ 2 and d ≥ 2 with gcd(e− 1, r) = 1, r | ew − 1, d | w
and dr ∈ Fd(α) we have gd = 0 and gcd(ed− 1, r) = 1. If y is a solution of (e∗α)
such that gcd(e− 1, s) = 1 for any cycle length s ≥ 2 of y, then y = 1.

Proof. Let y ∈ Sn be a solution of (e ∗ α) with type(y) = 〈t1, t2, . . . , tn〉. Assume
that y 6= 1, then y has at least one cycle of length r ≥ 2. Now we have gcd(e−1, r) =

1 and Lemma 2.5 ensures that r | ew − 1. Let C
(r)
i ⊆ {1, 2, . . . , n}, 1 ≤ i ≤ tr be

the pairwise disjoint base sets of the r-element cycles of y. In view of Lemma 2.6

we have α(C
(r)
i ) = C

(r)
γ(i), 1 ≤ i ≤ tr, where γ = α(r) is the induced permutation

of the indices {1, 2, . . . , tr}. Consider an arbitrary cycle (i1, i2, . . . , id) of α
(r), then

1 ≤ d ≤ tr and Lemma 2.6 gives d | w and dr ∈ Fd(α). If d ≥ 2, then we have
gd = 0 and gcd(ed − 1, r) = 1. If d = 1, then we also have gcd(ed − 1, r) = 1.
Thus, the application of Lemma 2.7 gives that α also has a cycle of length d, in
contradiction with gd = 0. �

2.13. Corollary. Let α = (1, 2, . . . , a) ◦ (a+ 1, a+ 2, . . . , a+ b) ∈ Sn be a product
of two cyclic permutations, where 2 ≤ a < b ≤ n = a + b are integers such that
a is not a divisor of b. If gcd(u, eu − 1) = 1 for any choice of u ∈ {a, b, a+ b},
then (e ∗ α) has only the trivial solution y = 1. If e = 2, then a = 10 and b = 15
provide an example. If e = −2, then a = 35 and b = 77 provide an example.

Proof. We use Theorem 2.12. Let r ≥ 2 and d ≥ 2 be integers such that
gcd(e − 1, r) = 1, r | elcm(a,b) − 1, d | lcm(a, b) and

u = dr ∈ Fd(α) ⊆ F1(α) = {0, a, b, a+ b}.

Since a < b and a is not a divisor of b, we obtain that d /∈ {a, b}. It follows that
g1 = gd = 0 in type(α). Now gcd(ed−1, r) = 1 is a consequence of gcd(edr−1, dr) =
gcd(eu − 1, u) = 1. If y is a solution of (e ∗ α) with type(y) = 〈t1, t2, . . . , tn〉 and
s ≥ 2 is a cycle length of y, then tss ∈ F1(α) = {0, a, b, a + b} by Lemma 2.6.
In view of gcd(e − 1, a) = gcd(e − 1, b) = gcd(e − 1, a + b) = 1, we obtain that
gcd(e − 1, s) = 1. Thus Theorem 2.12 ensures that y = 1. �

For an integer 2 ≤ v with gcd(v, e − 1) = 1 let q(e, v) denote the smallest prime
divisor of ev−1 not dividing e−1 (if there is no such prime, then take q(e, v) = +∞).
If v is odd, then 7 ≤ q(2, v). Similarly, if v is not divisible by 2 and 3, then
23 ≤ q(2, v). Indeed, 2 ∤ v and 3 ∤ v imply that 2, 3, 5, 7, 11, 13, 17, 19 ∤ 2v−1. Notice
that q(2, 2) = 22 − 1, q(2, 3) = 23 − 1, q(2, 4) = 3, q(2, 5) = 25 − 1, q(2, 6) = 3,
q(2, 7) = 27 − 1, q(2, 8) = 3, q(2, 9) = 7, q(2, 10) = 3 and q(2, 11) = 23 6= 211 − 1
(clearly, 211 − 1 is not a Mersenne prime). We also note that q(−2, 2) = +∞,



A ”POWER” CONJUGATE EQUATION IN THE SYMMETRIC GROUP 9

q(−2, 4) = 5, q(−2, 5) = 11, q(−2, 7) = 43, q(−2, 8) = 5, q(−2, 10) = 11 and
q(−2, 11) = 683.

2.14. Theorem. Let w = ord(α) = lcm{a | 1 ≤ a ≤ n, ga 6= 0} be the order of
the permutation α ∈ Sn of type type(α) = 〈g1, g2, . . . , gn〉 such that g1 = 0 and
gcd(a, b) = 1 for all 1 ≤ a < b ≤ n with ga 6= 0 6= gb (two different cycle lengths are
relative primes). Assume that 1 ≤ ga ≤ q(e, w)− 1 and gcd(a, ea − 1) = 1 hold for
all 1 ≤ a ≤ n with ga 6= 0 (i.e. for all cycle lengths of α). If y ∈ Sn is a solution
of (e ∗ α), then ye−1 = 1 and α ◦ y = y ◦ α. On the other hand, if y ∈ Sn is a
permutation with ye−1 = 1 and α ◦ y = y ◦ α, then y is a solution of (e ∗ α).

Proof. Let y ∈ Sn be a solution of (e ∗α). Any cycle C of y(e−1)n can be obtained
from a uniquely determined cycle D of y (notice that C ⊆ D). If s = |D| is the
length of D, then |C| = s

d with d = gcd((e − 1)n, s). Since gcd(e − 1, s
d ) = 1, we

can apply Theorem 2.12 on y(e−1)n . Let r ≥ 2 and d ≥ 2 be integers such that
gcd(e − 1, r) = 1, r | ew − 1, d | w and dr ∈ Fd(α). Our conditions on the type
of α ensure the existence of a unique integer k ≥ 1 such that 1 ≤ dk ≤ n and
gdk 6= 0, whence Fd(α) = Fdk(α) = {0, dk, 2dk, . . . , gdkdk} follows. Now we have
dr = jdk as well as r = jk for some 1 ≤ j ≤ gdk. Since r | ew − 1, we obtain that
j | ew− 1. Clearly, gcd(e− 1, j) = 1 and 2 ≤ j ≤ gdk ≤ q(e, w)− 1 would contradict
to the definition of q(e, w). It follows that j = 1 and gdr = gdk 6= 0. Thus, gd = 0
and gcd(edr − 1, dr) = 1 are also consequences of our conditions on the type of
α, whence gcd(ed − 1, r) = 1 follows. The application of Theorem 2.12 gives that
y(e−1)n = 1. We also have ye

w−1 = 1 by Lemma 2.5. Since gcd(a, e − 1) = 1 holds
for all 1 ≤ a ≤ n with ga 6= 0 (our assumption that gcd(a, ea − 1) = 1 is stronger)
and w = lcm{a | 1 ≤ a ≤ n, ga 6= 0}, we obtain that gcd(w, e − 1) = 1. In view of

ew − 1 = (e− 1)(w + (e − 1) + (e2 − 1) + · · ·+ (ew−1 − 1)),

gcd(ew − 1, (e− 1)n) = e− 1 can be derived, whence (ew − 1)u+ (e− 1)nv = e− 1
follows for some u, v ∈ Z. As a consequence we have

ye−1 = y(e
w−1)u+(e−1)nv = (ye

w−1)u ◦ (y(e−1)n)v = 1.

Since ye−1 = 1 implies that ye = y, equation (e∗α) can be rewritten as α◦y◦α−1 =
y. It follows that α ◦ y = y ◦α. On the other hand, if y ∈ Sn is a permutation with
ye−1 = 1 and α ◦ y = y ◦α, then we have ye = y and α ◦ y ◦α−1 = y = ye. Thus, y
is a solution of (e ∗ α). �

2.15. Remarks. Theorem 2.14 reveals that under certain conditions, the solutions
of (e ∗ α) are exactly the solutions of ye−1 = 1 in the centralizer of α. If a = pt is
a prime power and p ∤ e− 1, then it is straightforward to check that

e = ep
0

≡ ep
1

≡ · · · ≡ ep
t−1

≡ ep
t

mod(p),

whence gcd(a, ea−1) = 1 follows. As gcd(w, e−1) appears in the above proof of 2.14,
we add the following simple observation. If α ∈ Sn is arbitrary and gcd(w, e− 1) =
d 6= 1, then y = α

w
d 6= 1 is a non-trivial solution of (e ∗ α) such that yd = 1 and

α ◦ y = y ◦ α.
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