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## Abstract

Using an atom interferometer method based on adiabatic transfer between atomic states, we measure the recoil frequency shift $f_{\text {rec }}=h /\left(m_{\mathrm{Cs}} \lambda_{\text {eff }}^{2}\right)$ of cesium due to the absorption of a photon of effective inverse wavelength $1 / \lambda_{\text {eff }}=1 / \lambda_{33^{0}}+1 / \lambda_{43^{0}}$, where $\lambda_{33^{0}}$ and $\lambda_{430}$ are the wavelengths of the D1 transitions between the $F=3$ and $F=4$ hyperfine ground states of the $6 \mathrm{~S}_{1 / 2}$ energy level and the $F^{\prime}=3$ hyperfine $6 \mathrm{P}_{1 / 2}$ excited state, respectively. We report a value of $f_{\text {rec }}=15006.2769996(874) \mathrm{Hz}$, where the single standard deviation uncertainty includes both the systematic and statistical uncertainties after averaging more than 2800 data points. With independent measurements of the Rydberg constant, the proton to electron mass ratio, the cesium to proton mass ratio, and the wavelengths for the D1 transition of cesium, we derive a value for the fine structure constant $\alpha^{-1}=137.035999710(427)(401)$, where the first error bar is the combined uncertainty, equivalent to a fractional error of $3.1 \times 10^{-9}$, from both this and the above mentioned independent measurements and the second value is the contribution to the uncertainty from just this work.
". . . One thirty-seven is Eddington's fine structure constant, of course, and it turns up over and over in nuclear physics. But it is more than that. Suppose you take the inverse, that is one over one thirty-seven, and express it as a decimal. The first three digits are Double Ought Seven, James Bond's identification as a killer. There is the lethality of the universe for you! The first eight digits are Clarke's Palindrome, point oh oh seven two nine nine two seven oh. There is its symmetry. Deadly, and two-faced, that is the fine structure constant! Or," he mused, "perhaps I should say, there is its inverse. Which would imply that the universe itself is the inverse of that? Namely kind and uneven? . . "
-Frederik Pohl, 1980
Beyond the Blue Event Horizon
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## Chapter 1

## Introduction



The fine structure constant $\alpha$ is a dimensionless number that describes the strength of the electromagnetic interaction between matter and light. It was originally introduced by Sommerfeld in 1916 to describe the size of the relativistic correction, termed "fine structure", to the energies levels of the Bohr hydrogen atom [1]. Because it appears any time electromagnetic interactions are involved, it links almost all disciplines of physics from elementary particle to macroscopic systems. As a result, throughout all of physics there have been several fundamentally different approaches to determining its value [2]. Currently, the five most precise determinations of $\alpha$ are based on the quantum Hall effect, the electron's anomalous magnetic moment, the ac Josephson effect, the muonium hyperfine structure, and the measurement of $h / m$ for slow neutrons. The values from these measurements used in the most recent statistical combination of all of the fundamental constants [3] are shown together with the value from this work in Figure 1.1. The quantum Hall approach measures the Hall resistance $R_{\mathrm{H}}$ and thus $\alpha$ directly, but it is limited to an accuracy of 19.7 parts per billion ( ppb ) by the uncertainty in the calibration of the standard Ohm. Determining $\alpha$ from a measurement of $a_{\mathrm{e}}$ [4], the anomalous magnetic moment of the electron, requires expanding $a_{\mathrm{e}}$ in powers of $\alpha$ and calculating the coefficients of this expansion. These calculations, which require an increasing complicated application of quantum electrodynamics (QED) theory, have been completed through the $\alpha^{3}$ term and most of the $\alpha^{4}$ term. Assuming the theory is correct, this determination of $\alpha$ will
soon be limited only by the 3.4 ppb uncertainty in the determining $a_{\mathrm{e}}$. The current discrepancy between the standard model and the muon anomalous magnetic moment $a_{\mu}$ is $\sim 4 \mathrm{ppb}$. Because of the electron's smaller mass, if this discrepancy is real, it would appear at approximately the $10^{-13}$ level for $a_{\mathrm{e}}$, or approximately 0.5 ppb in $\alpha$ [5]. Therefore, if the 1987 measurement of $a_{\mathrm{e}}$ [6] could be significantly improved, comparing the resulting theory-dependent value of $\alpha$ with another measurement that does not depend as heavily on QED would represent a significant test of the standard model. The 3 ppb measurement of $\alpha$ presented here is only a factor of six away from this limit.


Figure 1.1: The current determinations of the fine structure constant $\alpha$. The value from the most recent adjustment of all the fundamental constants is shown in gray. This value is primarily determined by the five most precise measurements of $\alpha$, based on the anomalous magnetic moment of the electron $(g-2)$, the quantum Hall effect, neutron interferometry, the ac Josephson effect, and the muonium hyperfine structure. Our work will discuss the details behind and the results of another determination of $\alpha$ based on a measurement of the photon recoil frequency for cesium. The values in parentheses () are the fractional single-standard deviation uncertainties in parts per billion.

The remaining methods including the one presented here determine $\alpha$ indirectly
by combining one or more precision measurements with the value of the Rydberg constant

$$
\begin{equation*}
R_{\infty}=\frac{m_{\mathrm{e}} c}{2 h} \alpha^{2} \tag{1.1}
\end{equation*}
$$

measured to an uncertainty of $0.0076 \mathrm{ppb}[3]$.
The ac Josephson technique first determines $e / h$, the elementary charge over Planck's constant, by carefully measuring the frequency of current oscillations produced when a known voltage is applied to a superconducting junction. The electron mass $m_{e}$ in equation (1.1) can be expressed in terms of the Bohr magneton $\mu_{\mathrm{B}}$, the proton's magnetic moment $\mu_{\mathrm{p}} 0$ in water, and the corresponding gyromagnetic moment $\gamma_{\mathrm{p}}$, all of which can be accurately measured. Combining these measurements produces a value for $\alpha$ whose 31.4 ppb accuracy is currently limited by the experimental uncertainty in determining $\gamma_{\mathrm{p}}$.

One can also determine $\alpha$ by comparing the measured ground state hyperfine splitting $\Delta f_{\mu}$ of muonium with the theoretically predicted value that depends on $R_{\infty}$, the muon electron mass ratio $m_{\mu} / m_{\mathrm{e}}$, and $\alpha$. Currently the 58 ppb uncertainty in $\alpha$ from this technique is limited mostly by the experimental determination of the muon mass. However, even if the mass ratio were known more precisely, complexities in the theory for predicting $\Delta f_{\mu}$ will limit the uncertainty to $\sim 17 \mathrm{ppb}$ for quite some time.

Finally, with a precise value for $R_{\infty}$, one of the most basic methods for experimentally determining $\alpha$ is to measure $h / m$, the ratio of Planck's constant to the mass $m$ of some particle. Combining this result with a measurement of $m / m_{\mathrm{e}}$ allows one to determine $\alpha$ from equation (1.1). By scattering a beam of neutrons off an ultrapure silicon crystal, the velocity and de Broglie wavelength of the neutron and thus the quantity $h / m_{\mathrm{n}}$ have been measured to an accuracy of 24.1 ppb , which is large compared to the 2.2 ppb uncertainty in the neutron to electron mass ratio $m_{\mathrm{n}} / m_{\mathrm{e}}$. This uncertainty in the measured value of $h / m_{\mathrm{n}}$ comes primarily from not knowing the exact effective lattice spacing of the silicon crystal. Even with a more exact x-ray measurement of the crystal lattice spacing, however, it is not clear that all effects such as impurities and mechanical stresses of the silicon crystal can be sufficiently
controlled and/or characterized.

In a completely different way, we perform an analogous measurement with cesium atoms. Instead of scattering the cesium atoms off a physical object, we use a laser with well-defined wavelength $\lambda$ to impart a momentum $p=h / \lambda$ to a cesium atom. In order to conserve momentum, the atom will recoil with velocity $\Delta v=p / m_{\mathrm{Cs}}=$ $1 / \lambda\left(h / m_{\mathrm{Cs}}\right)$. According to the first-order Doppler effect, this change $\Delta v$ in the atom's velocity shifts the perceived value of the atom's internal resonances by a frequency $\Delta f=\Delta v / \lambda=1 / \lambda^{2}\left(h / m_{\text {Cs }}\right)$. If we know the wavelength $\lambda$ of our laser accurately and we measure this frequency shift, often called the recoil shift $f_{\text {rec }}$, we can determine a value for $h / m_{\mathrm{Cs}}$, from which we can derive a value for $\alpha$ according to

$$
\begin{align*}
\alpha^{2} & =\frac{2 R_{\infty}}{c} \frac{m_{\mathrm{p}}}{m_{\mathrm{e}}} \frac{m_{\mathrm{Cs}}}{m_{\mathrm{p}}} \frac{h}{m_{\mathrm{Cs}}} \\
& =\frac{2 R_{\infty}}{c} \frac{m_{\mathrm{p}}}{m_{\mathrm{e}}} \frac{m_{\mathrm{Cs}}}{m_{\mathrm{p}}} f_{\mathrm{rec}} \lambda^{2} \tag{1.2}
\end{align*}
$$

Note that in addition to a value for $R_{\infty}$, this approach requires measurements of the proton to electron and the cesium to proton mass ratios, and the wavelength of the atomic transitions we lock our lasers to. Fortunately, the proton to electron mass ratio has been measured by Van Dyck and Schwinberg with an uncertainty of 2.1 ppb [7], and a beautiful measurement performed by the group of D. Pritchard assigns a value to the cesium mass with an uncertainty of 0.2 ppb . Finally, the group of T. Haensch has determined the frequency of the cesium D1 transition to an accuracy of 0.13 ppb . Since we lock our lasers to this transition, this frequency measurement determines the value of $\lambda$ and thus the size of the recoil. And, since all of the quantities in equation (1.2) are either defined or measured to the ppb level, a precise measurement of the recoil shift $f_{\text {rec }}=h / m_{\mathrm{Cs}}\left(1 / \lambda^{2}\right)$ for cesium will lead to a measurement of $\alpha$ with an uncertainty of only a few parts in one billion.

### 1.1. PHOTON RECOIL MEASUREMENT

### 1.1 Photon recoil measurement

The first measurement of the recoil frequency shift was made in an heroic experiment by Hall, Bordé and Uehara [8], achieving a resolution $\Delta f_{\text {rec }} / f_{\text {rec }}=2.3 \times 10^{-3}$ using a laser with a linewidth of $200 \mathrm{~Hz}, 32 \mathrm{~cm}$ diameter optics and an absorption cell with a 13 m path length. Systematic effects led to a $6 \times 10^{-3}$ discrepancy from the known value of $h / M$.

To look more closely at the definition of the recoil frequency, consider an atom of mass $m$ moving with velocity $\mathbf{v}_{\mathbf{i}}$. For now, consider just two of the internal electronic states of the atom: $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. These states have energies $E_{\mathrm{a}}=\hbar \omega_{\mathrm{a}}$ and $E_{\mathrm{b}}=$ $\hbar \omega_{\mathrm{b}}$, respectively. A laser with frequency $\omega_{\mathrm{L}} \simeq \omega_{\mathrm{b}}-\omega_{\mathrm{a}} \equiv \omega_{\mathrm{ab}}$ resonantly drives an electric dipole transition between these two states. A photon from this laser field has momentum $\hbar \mathbf{k}$, where $k=|\mathbf{k}|=\omega_{\mathrm{L}} / c$ is the laser's wavenumber. Assume the atom starts in state $|\mathrm{a}\rangle$, absorbs a photon from the laser field, and ends in state $|\mathrm{b}\rangle$. Before the absorption of this single photon the total energy and momentum of the system are

$$
\begin{align*}
& E_{\text {initial }}=\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}\right|^{2}+\hbar \omega_{\mathrm{a}}+\hbar \omega_{\mathrm{L}}  \tag{1.3}\\
& \mathbf{p}_{\text {initial }}=m \mathbf{v}_{\mathbf{i}}+\hbar \mathbf{k} \tag{1.4}
\end{align*}
$$

When the atom absorbs the photon it also absorbs the photon's momentum and recoils with velocity change $\Delta \mathbf{v}$ in the direction of the photon. The energy and momentum are now

$$
\begin{align*}
& E_{\text {final }}=\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}+\Delta \mathbf{v}\right|^{2}+\hbar \omega_{\mathrm{b}}  \tag{1.5}\\
& \mathbf{p}_{\text {final }}=m\left(\mathbf{v}_{\mathbf{i}}+\Delta \mathbf{v}\right) \tag{1.6}
\end{align*}
$$

In order to conserve momentum $\mathbf{p}_{\text {final }}=\mathbf{p}_{\text {initial }}$, the atom's final velocity $\mathbf{v}_{\mathrm{f}}$ must be

$$
\begin{equation*}
\mathbf{v}_{\mathrm{f}}=\mathbf{v}_{\mathrm{i}}+\Delta \mathbf{v}=\mathbf{v}_{\mathrm{i}}+\frac{\hbar}{m} \mathbf{k} \tag{1.7}
\end{equation*}
$$

Similarly, the change in energy is

$$
\begin{align*}
& E_{\text {final }}-E_{\text {initial }} \\
& =\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}+(\hbar / m) \mathbf{k}\right|^{2}+\hbar \omega_{\mathrm{b}}-\frac{1}{2} m\left|\mathbf{v}_{\mathrm{i}}\right|^{2}-\hbar \omega_{\mathrm{a}}-\hbar \omega_{\mathrm{L}} \\
& =\frac{1}{2} m\left[v_{\mathrm{i}}^{2}+2(\hbar / m) \mathbf{v}_{\mathrm{i}} \cdot \mathbf{k}+(\hbar / m)^{2} k^{2}\right]-\frac{1}{2} m v_{\mathrm{i}}^{2}+\hbar\left(\omega_{\mathrm{b}}-\omega_{\mathrm{a}}\right)-\hbar \omega_{\mathrm{L}} \\
& =\hbar\left(\mathbf{v}_{\mathrm{i}} \cdot \mathbf{k}\right)+\frac{(\hbar k)^{2}}{2 m}+\hbar \omega_{\mathrm{ab}}-\hbar \omega_{\mathrm{L}} \tag{1.8}
\end{align*}
$$

To conserve energy, the laser frequency $\omega_{\mathrm{L}}$ must be

$$
\begin{equation*}
\omega_{\mathrm{L}}-\omega_{\mathrm{ab}}=\mathbf{v}_{\mathrm{i}} \cdot \mathbf{k}+\frac{\hbar k^{2}}{2 m} \tag{1.9}
\end{equation*}
$$

The first term on the right hand side of equation (1.9) is the first order Doppler shift. The second term is the recoil shift ${ }^{1} \frac{1}{2} \omega_{\text {rec }}=\frac{1}{2}\left(2 \pi f_{\text {rec }}\right)$.

$$
\begin{equation*}
f_{\mathrm{rec}}=\frac{1}{2 \pi} \frac{\hbar k^{2}}{m}=\frac{1}{\lambda^{2}} \frac{h}{m} \tag{1.10}
\end{equation*}
$$

where $\lambda=2 \pi / k$ is the laser's wavelength. This term represents the amount of energy that must be added to the photon energy in order to compensate for the change of the atom's kinetic energy when it recoils with the photon's momentum. Once the atom absorbs a photon and changes its internal state, it can no longer absorb any more photons. Via its interaction with the laser field, it can however undergo a stimulated emission process, whereby it emits a photon of momentum $\hbar \mathbf{k}$ with the laser field, recoils in the opposite direction, and returns to state $|a\rangle$. In this stimulated emission case, the initial and final energy and momentum are

$$
\begin{array}{l|l}
E_{\text {initial }}=\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}\right|^{2}+\hbar \omega_{\mathrm{b}} & E_{\text {final }}=\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}+\Delta \mathbf{v}\right|^{2}+\hbar \omega_{\mathrm{a}}+\hbar \omega_{\mathrm{L}} \\
\mathbf{p}_{\text {initial }}=m \mathbf{v}_{\mathbf{i}} & \mathbf{p}_{\text {final }}=m\left(\mathbf{v}_{\mathbf{i}}+\Delta \mathbf{v}\right)+\hbar \mathbf{k} \tag{1.12}
\end{array}
$$

[^1]
### 1.1. PHOTON RECOIL MEASUREMENT

Again, to conserve momentum we must have

$$
\begin{equation*}
\Delta \mathbf{v}=-\frac{\hbar}{m} \mathbf{k} \tag{1.13}
\end{equation*}
$$

which implies that the change in energy is

$$
\begin{align*}
& E_{\text {final }}-E_{\text {initial }} \\
& \quad=\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}-(\hbar / m) \mathbf{k}\right|^{2}+\hbar \omega_{\mathrm{a}}+\hbar \omega_{\mathrm{L}}-\frac{1}{2} m\left|\mathbf{v}_{\mathbf{i}}\right|^{2}-\hbar \omega_{\mathrm{b}} \\
& =\frac{1}{2} m\left[v_{\mathrm{i}}^{2}-2(\hbar / m) \mathbf{v}_{\mathrm{i}} \cdot \mathbf{k}+(\hbar / m)^{2} k^{2}\right]-\frac{1}{2} m v_{\mathrm{i}}^{2}-\hbar\left(\omega_{\mathrm{b}}-\omega_{\mathrm{a}}\right)+\hbar \omega_{\mathrm{L}} \\
& =-\hbar\left(\mathbf{v}_{\mathrm{i}} \cdot \mathbf{k}\right)+\frac{(\hbar k)^{2}}{2 m}-\hbar \omega_{\mathrm{ab}}+\hbar \omega_{\mathrm{L}} \tag{1.14}
\end{align*}
$$

To conserve energy, the laser frequency is exactly the same as equation (1.9) except the last term is negative. For stimulated absorption or emission, the resonance condition for the laser is thus

$$
\begin{equation*}
\omega_{\mathrm{L}}-\omega_{\mathrm{ab}}=\mathbf{v}_{\mathrm{i}} \cdot \mathbf{k} \pm \frac{1}{2} \omega_{\mathrm{rec}} \tag{1.15}
\end{equation*}
$$

where the recoil shift term $\omega_{\text {rec }}=\hbar k^{2} / m$ is positive for absorption and negative for emission.

We are now ready to propose a direct experiment for measuring the value of the recoil shift given in equation (1.10). Once again, assume the atom starts in $|\mathrm{a}\rangle$ with velocity $v_{1}$ along the laser beam direction. At some time we expose the atom to laser light for a finite amount of time. The laser has wavevector $\left|\mathbf{k}_{\mathrm{P} 1}\right|=k$ and frequency $\omega_{\mathrm{P} 1}$, which we set near resonance. From equation (1.15), $\omega_{\mathrm{P} 1}=\omega_{\mathrm{ab}}+\mathbf{v}_{1} \cdot \mathbf{k}_{\mathrm{P} 1}+\frac{1}{2} \omega_{\mathrm{rec}}$. We control the duration and intensity of this light pulse so that the atom is transfered from $|\mathrm{a}\rangle$ to a superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. In order to go from state $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ the atom must absorb a photon from the laser field and recoil with velocity $v_{\mathrm{r}}=\hbar k / m$ in the direction of the laser. As a result, the parts of the atom in states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$ have velocities that differ by $v_{\mathrm{r}}$. As depicted in Figure 1.2a, these two components of the atomic state begin to separate in space. At some later time we again pulse the laser light on and off, but for this pulse we reverse the direction of the laser beam, so that $\mathbf{k}_{\mathrm{P} 2}=-\mathbf{k}_{\mathrm{P} 1}$. Finally, we detect the atomic state and repeat the measurement to


Figure 1.2: The fundamental measurement of the recoil frequency shift $\omega_{\text {rec }}$. A two-level atom of mass $m$ initially in state $|a\rangle$ interacts with a laser field of frequency $\omega_{\mathrm{P} 1}$ and wavenumber $k_{\mathrm{P} 1}$ such that the atom is transfered to an equal superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. In order to go from state $|\mathrm{a}\rangle$ to state $|\mathrm{b}\rangle$, the atom must absorb a photon of momentum $\hbar k_{\mathrm{P} 1}$ and recoil with velocity change $v_{\mathrm{r}}=\hbar k_{\mathrm{P} 1} / m$. As shown in (a), where for the moment we have assumed that the atom starts at rest, the part of the atomic state projecting onto $|\mathrm{b}\rangle$ separates spatially from the part of the atomic state projecting onto $|\mathrm{a}\rangle$. If at some time later, we reverse the direction of our laser and again illuminate the atom, but this time scan the laser's frequency $\omega_{\mathrm{P} 2}$ and repeat the entire measurement to determine the probability of emerging in state $|a\rangle$, we see the lineshape shown in (b). Far off-resonance the laser does not address the atom, so it will emerge in state $|\mathrm{a}\rangle$ with probability 0.5 . When the laser is resonant with the part of the atomic state in $|\mathrm{b}\rangle$, it drives the atom from $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$ and thus increases the probability of emerging in $|\mathrm{a}\rangle$. Similarly, when the laser is resonant with the part of the atomic state in $|a\rangle$, it drives the atom out of $|a\rangle$ into $|b\rangle$ and this reduces the probability of emerging in $|\mathrm{a}\rangle$. The frequency separation between these two resonance is twice the recoil frequency $2 \omega_{\mathrm{rec}}$, independent of the atom's initial velocity.
determine the probability of emerging in state $|\mathrm{a}\rangle$. This probability as a function of the frequency $\omega_{\mathrm{P} 2}$ of the second laser pulse is shown in Figure 1.2b. Two resonance features are present, one for each part of the atomic state. When the second laser pulse is resonant with the $|a\rangle$ part of the atomic state at frequency

$$
\begin{align*}
\omega_{\mathrm{P} 2}=\omega_{\mathrm{P} 2}(|\mathrm{a}\rangle) & =\omega_{\mathrm{ab}}+\mathbf{v}_{1} \cdot \mathbf{k}_{\mathrm{P} 2}+\frac{1}{2} \omega_{\mathrm{rec}} \\
& =\omega_{\mathrm{ab}}-v_{1} k+\frac{\hbar k^{2}}{2 m} \tag{1.16}
\end{align*}
$$

it transfers the atom from $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ thus decreasing the probability of it emerging in state $|a\rangle$. On the other hand, when the laser is resonant with the $|\mathrm{b}\rangle$ part of the
atomic state which is moving with velocity $v_{1}+v_{\mathrm{r}}$, its frequency must be

$$
\begin{align*}
\omega_{\mathrm{P} 2}=\omega_{\mathrm{P} 2}(|\mathrm{~b}\rangle) & =\omega_{\mathrm{ab}}+\left(\mathbf{v}_{1}+\frac{\hbar}{m} \mathbf{k}\right) \cdot \mathbf{k}_{\mathrm{P} 2}-\frac{1}{2} \omega_{\mathrm{rec}} \\
& =\omega_{\mathrm{ab}}-v_{1} k-\frac{\hbar k^{2}}{m}-\frac{\hbar k^{2}}{2 m} \\
& =\omega_{\mathrm{ab}}-v_{1} k-\frac{3 \hbar k^{2}}{2 m} \tag{1.17}
\end{align*}
$$

and it will transfer the atom from $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$ thus increasing the probability of emerging in state $|\mathrm{a}\rangle$. The difference between these two resonances is

$$
\begin{equation*}
\omega_{\mathrm{P} 2}(|\mathrm{a}\rangle)-\omega_{\mathrm{P} 2}(|\mathrm{~b}\rangle)=2 \frac{\hbar k^{2}}{m}=2 \omega_{\mathrm{rec}} \tag{1.18}
\end{equation*}
$$

independent of the Doppler shift from the non-zero initial velocity. For a given beam direction the atom plus laser form a closed system with energy being transferred to and from the atom for each stimulated absorption and emission process. In other words, if we do not reverse the beam direction, the first and second pulses will have the exact same apparent resonance frequency. Thus, in order to observe the recoil shift, one must reverse the beam direction.

For the cesium atoms we use in this measurement, with the laser tuned to the D1 line at 894.6 nm , this frequency difference is $2 \omega_{\mathrm{r}} \simeq(2 \pi) 7.5 \mathrm{kHz}$. Therefore, to measure $h / m_{\mathrm{Cs}}$ with an accuracy of one part in $10^{9}$, we must determine the center of these resonances to within $7.5 \mu \mathrm{~Hz}$. To make matters more interesting, in a real experiment we use a sample of many atoms that has a distribution of velocities. This velocity distribution Doppler broadens the resonances. Other sources of broadening include the laser linewidth and the natural linewidth of the transition, which is $\sim 4.6 \mathrm{MHz}$ for the cesium D1 transitions.

## Two-photon transitions

To make this fundamental recoil measurement feasible, the first improvement we make is to replace the single laser field with two counter-propagating lasers with frequencies $\omega_{1}$ and $\omega_{2}$ and wavevectors $\mathbf{k}_{1}$ and $\mathbf{k}_{2} \simeq-\mathbf{k}_{1}$. We derive two extremely
important benefits when the atom exchanges photons with both light fields. First, we can now drive two-photon transitions between meta-stable ground states. With |b> representing a long-lived ground state, we are not limited by the natural linewidth of a relatively short-lived excited state. Second, the stability requirements for the laser's absolute frequency are much less stringent. Because the initial and final states are separated only by the ground state hyperfine splitting ( $\sim 9.2 \mathrm{GHz}$ for cesium, see Figure 2.6), the two-photon resonance is determined by the frequency difference $\omega_{1}-\omega_{2}$ of the two lasers. Since the difference frequency is in the microwave regime, it can easily be controlled with virtually arbitrarily fine resolution. Finally, by using two-photon transitions we further benefit by doubling the size of the recoil. Because the two lasers counter propagate, the atom's momentum changes by $\hbar k_{1}$ when it absorbs a photon from the first laser field and then by $-\hbar\left(-k_{2}\right)=\hbar k_{2}$ when it emits a photon into the second field directed in the opposite direction. The net change of momentum is thus $\hbar\left(k_{1}+k_{2}\right)=\hbar k_{\text {eff }}$. Similarly, the recoil frequency shift $f_{\text {rec }}=\left(1 / \lambda_{1}+1 / \lambda_{2}\right)^{2} h / m=h /\left(m \lambda_{\text {eff }}^{2}\right)$ is now four times larger.

## Interferometry

By extending each of the two paths in Figure 1.2a into interferometers, we can dramatically improve our resolution. Figure 1.3 a shows the two interferometry geometries, originally proposed by Bordé [10, 11], each constructed with four $\pi / 2$-pulses. The enclosed phase space area and thus the final phase difference between the two paths of each interferometer is proportional to the size of the recoil (see Section 2.1 for details). As we scan the frequencies $\omega_{\mathrm{P} 3}$ and $\omega_{\mathrm{P} 4}$ of the final two $\pi / 2$-pulses, the phase difference between the interferometer paths varies and we observe interference fringes superimposed on the original two resonance lineshapes, as represented in Figure 1.3 b . The frequency period of these fringes can be made arbitrarily small, limited only by the finite interaction time with the atoms. By superimposing fringes with linewidths as small as $\sim 4 \mathrm{~Hz}$ on top of the much broader resonance lineshape, we effectively reduce the width of the resonances by almost four orders of magnitude. In addition, because the area of the interferometers is independent of an atom's initial velocity, all atoms contribute equally to the final signal. In order to improve the


Figure 1.3: Recoil measurement using interferometry. Each of the two paths in Figure 1.2a are extended into an interferometer constructed with four $\pi / 2$-pulses. These two interferometers superimpose fringes on the two resonances shown in Figure 1.2b. The interference fringes have frequency period $1 / T$, where $T$ is the time between the $\pi / 2$-pulse pairs during which the atoms freely evolve in a superposition state. By increasing this time $T$, the fringe features can be made finer and finer, allowing us to more precisely find the center of the resonances. The position of the fringes and the area enclosed by each interferometer is proportional to the size of the photon recoil we are trying to measure. Since this enclosed area is independent of the atom's initial velocity, all of the atoms produce the same final phase. Without the fringes, the measurement precision would be limited by the width of the resonances which are Doppler broadened by the atoms' initial velocity distribution. In order to make a precise measurement without interferometry, we would have to dramatically reduce our signal size by selecting a small fraction of the atoms in a narrow velocity class. By observing the interference phase, however, we are no longer limited by the Doppler width and can therefore use the entire sample of atoms to make a measurement of $\omega_{\text {rec }}$.
resolution without the interferometers, we would have to reduce the Doppler width of the resonances by selecting a particular fraction of the atoms' velocity distribution and thereby dramatically reducing the signal size. With the interferometers, we have the benefit of a large final signal without sacrificing resolution.

## Additional recoils

A final resolution enhancement comes from inserting a number $N$ of $\pi$-pulses between the second and third $\pi / 2$-pulses of each interferometer. These $\pi$-pulses increase the separation between the two interferometers by $2 N$ recoils, which shifts the resonances in Figure 1.3b apart by exactly $2 N \omega_{\text {rec }}$. We have demonstrated interferometers with up to $50 \pi$-pulses, in which case the resonances are separated by 102 two-photon recoils, or 204 single-photon recoils. Since the additional recoils do not change the
interference fringes, we have amplified the effective recoil shift without altering the precision with which we can determine the resonance centers, thereby improving the final measurement resolution linearly proportional to $N$.

### 1.2 Overview of this thesis

In Chapter 2, I derive general expressions for the phase of the interferometers and describe the different interferometer geometries. I also discuss our particular technique using adiabatic dark-state evolution to transfer atoms between the two hyperfine ground states and its implications to interferometry. Chapter 3 covers the details of the experimental apparatus, focusing mostly on the generation of the crucial Raman lasers which impart the recoils and build the interferometers. Since this is the third thesis from this experiment, Chapter 4 discusses the more significant changes in the apparatus and overall improvements. In Chapter 5, I briefly discuss what the data look like and how we acquire and process them. Most important for a precision measurement is the discussion of the tests for systematic errors, which I plod through one by one in Chapter 6. Finally, Chapter 7 concludes with a presentation of the final value, and Chapter 8 presents a brief discussion of possible future improvements.

## Chapter 2



## Theory

### 2.1 Atom interferometry

### 2.1.1 Interferometer Phase

To calculate the phase of an interferometer from initial splitting to final recombining we consider the interaction of a single atom of mass $m$ with a laser field of wavevector $\mathbf{k}_{\mathrm{L}}$ and frequency $\omega_{\mathrm{L}}$, whose wavefront propagation can be described by $\exp \left[i\left(\mathbf{k}_{\mathrm{L}} \cdot \mathbf{r}-\omega_{\mathrm{L}} t-\phi_{\mathrm{L}}\right)\right]$. Since our laser fields are well-collimated and highly directional, we follow only one spatial dimension, the beam direction, and assume $\mathbf{k}_{\mathrm{L}}=k_{\mathrm{L}} \hat{\mathbf{z}}$, in the vertical direction. We assume that the atom has well-defined initial momentum and two internal states, $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$, with energies $\hbar \omega_{\mathrm{a}}$ and $\hbar \omega_{\mathrm{b}}$, respectively.

When the laser light is off, we assume that the phase evolution of the atomic wavefunction can be described by $S_{\mathrm{cl}} / \hbar$ where $S_{\mathrm{cl}}=\int \mathrm{d} t L(z, \dot{z})$ is the classical action. For an atom in a uniform gravitational field with internal energy levels $\omega_{i}$, the Lagrangian

$$
\begin{equation*}
L(z, \dot{z})=\frac{1}{2} m \dot{z}^{2}-m g z-\hbar \omega_{i} \tag{2.1}
\end{equation*}
$$

gives the classical solutions for velocity $v(t)=\dot{z}(t)$ and position $z(t)$. Evaluating the action along the path described by this classical solution gives the classical action
which depends only on the endpoints $z_{a}$ and $z_{b}[12,13]$.

$$
\begin{align*}
S_{\mathrm{cl}}\left(z_{\mathrm{b}} t_{\mathrm{b}}, z_{\mathrm{a}} t_{\mathrm{a}}\right)= & \int_{t_{\mathrm{a}}}^{t_{\mathrm{b}}} \mathrm{~d} t\left[\frac{1}{2} m v(t)^{2}-m g z(t)-\hbar \omega_{i}\right] \\
= & \frac{m}{2} \frac{\left(z_{\mathrm{b}}-z_{\mathrm{a}}\right)^{2}}{t_{\mathrm{b}}-t_{\mathrm{a}}}-\frac{m g}{2}\left(z_{\mathrm{b}}+z_{\mathrm{a}}\right)\left(t_{\mathrm{b}}-t_{\mathrm{a}}\right)  \tag{2.2}\\
& \quad-\frac{m g^{2}}{24}\left(t_{\mathrm{b}}-t_{\mathrm{a}}\right)^{3}-\hbar \omega_{i}\left(t_{\mathrm{b}}-t_{\mathrm{a}}\right)
\end{align*}
$$



Figure 2.1: Interferometer geometry 1. An atom at rest and initially in state $|\mathrm{a}\rangle$ is transfered to a superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$, represented with thick and thin lines, respectively. Due to momentum conservation, these internal states are coupled to different momentum states. Plotting position versus time and neglecting gravity, these parts of the atomic wavefunction separate in time into two different paths. The path that deviates from the input trajectory will be called the "shifted" path, while the other path will be referred to as the "unshifted" path.

For all interferometer geometries (enumerated $1, \sqrt{2}, 3$, and 4 ), we assume that the atom starts in the internal state $|\mathrm{a}\rangle$ with velocity $v_{1}$ in the $z$-direction. The first $\pi / 2$-pulse puts the atom in a superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. In order to conserve momentum, the velocity of the part of the atomic wavefunction in state $|\mathrm{b}\rangle$ must differ from the velocity of the part of the atomic wavefunction in state $|\mathrm{a}\rangle$ by $\mathbf{v}_{\mathbf{r}}=\hbar \mathbf{k}_{\mathrm{L}} / m= \pm\left(\hbar k_{\mathrm{L}} / m\right) \hat{\mathbf{z}}$, where the sign is determined by the direction of the laser wavevector, parallel or anti-parallel to $\hat{\mathbf{z}}$. Because of this velocity difference, as depicted in Figure 2.1 these two parts of the wavefunction separate spatially into two paths. We label the $|\mathrm{b}\rangle$-state path " S " for "shifted" and the $|\mathrm{a}\rangle$-state path, which does not change velocity during the first $\pi / 2$-pulse, "U" for "unshifted".

For the unshifted and shifted paths with the four $\pi / 2$-pulses occuring at times $t_{i}$
we calculate the atom's velocity $v_{i}$ and position $z_{i}$ just before the $i$-th $\pi / 2$-pulse.

$$
\left.\begin{gather*}
v_{2 \mathrm{U}}=v_{1 \mathrm{U}}-g\left(t_{2}-t_{1}\right) \\
v_{3 \mathrm{U}}=v_{1 \mathrm{U}}-g\left(t_{3}-t_{1}\right)  \tag{2.3}\\
v_{4 \mathrm{U}}=v_{1 \mathrm{U}}-g\left(t_{4}-t_{1}\right)
\end{gather*} \begin{aligned}
& v_{2 \mathrm{~S}}=v_{1 \mathrm{~S}}-g\left(t_{2}-t_{1}\right)+v_{\mathrm{r}} \\
& v_{3 \mathrm{~S}}=v_{1 \mathrm{~S}}-g\left(t_{3}-t_{1}\right) \\
& v_{4 \mathrm{~S}}=v_{1 \mathrm{~S}}-g\left(t_{4}-t_{1}\right)-v_{\mathrm{r}} \\
& z_{2 \mathrm{U}}=z_{1 \mathrm{U}}+v_{1 \mathrm{U}}\left(t_{2}-t_{1}\right)-\left.\frac{1}{2} g t^{2}\right|_{0} ^{t_{2}-t_{1}}  \tag{2.4}\\
& z_{3 \mathrm{U}}=z_{2 \mathrm{U}}+v_{1 \mathrm{U}}\left(t_{3}-t_{2}\right)-\left.\frac{1}{2} g t^{2}\right|_{t_{2}-t_{1}} ^{t_{3}-t_{1}}  \tag{2.4}\\
& z_{4 \mathrm{U}}=z_{3 \mathrm{U}}+v_{1 \mathrm{U}}\left(t_{4}-t_{3}\right)-\left.\frac{1}{2} g t^{2}\right|_{t_{3}-t_{1}} ^{t_{4}-t_{1}}
\end{aligned} \right\rvert\, \begin{aligned}
& z_{2 \mathrm{~S}}=z_{1 \mathrm{~S}}+\left(v_{1 \mathrm{~S}}+v_{\mathrm{r}}\right)\left(t_{2}-t_{1}\right)-\left.\frac{1}{2} g t^{2}\right|_{0} ^{t_{2}-t_{1}} \\
& z_{3 \mathrm{~S}}=z_{2 \mathrm{~S}}+\left(v_{1 \mathrm{~S}}\right)\left(t_{3}-t_{2}\right)-\left.\frac{1}{2} g t^{2}\right|_{t_{2}-t_{1}} ^{t_{3}-t_{1}} \\
& z_{4 \mathrm{~S}}=z_{3 \mathrm{~S}}+\left(v_{1 \mathrm{~S}}-v_{\mathrm{r}}\right)\left(t_{4}-t_{3}\right)-\left.\frac{1}{2} g t^{2}\right|_{t_{3}-t_{1}} ^{t_{4}-t_{1}}
\end{aligned}
$$

We now assert that $t_{4}-t_{3}=t_{2}-t_{1}=T$, which is required for the two paths to intersect at the fourth $\pi / 2$-pulse ${ }^{1}$. We also define the interval $t_{3}-t_{2}=T^{\prime}$ which will eventually contain $N \pi$-pulses but for now just represents some arbitrary delay between the first and second halves of the interferometer. Note that $v_{1 \mathrm{~S}}=v_{1 \mathrm{U}}=v_{1}$. The velocity and position thus become

$$
\begin{array}{l|l}
v_{2 \mathrm{U}}=v_{1}-g T & \begin{array}{l}
v_{2 \mathrm{~S}}=v_{1}-g T+v_{\mathrm{r}} \\
v_{3 \mathrm{U}}=v_{1}-g\left(T+T^{\prime}\right) \\
v_{4 \mathrm{U}}=v_{1}-g\left(2 T+T^{\prime}\right)
\end{array} \\
v_{3 \mathrm{~S}}=v_{1}-g\left(T+T^{\prime}\right)  \tag{2.5}\\
v_{4 \mathrm{~S}}=v_{1}-g\left(2 T+T^{\prime}\right)-v_{\mathrm{r}}
\end{array}
$$

[^2]\[

\left.$$
\begin{align*}
z_{2 \mathrm{U}} & =z_{1 \mathrm{U}}+v_{1} T-\frac{1}{2} g T^{2} \\
z_{3 \mathrm{U}} & =z_{2 \mathrm{U}}+v_{1} T^{\prime}-\frac{1}{2} g\left[\left(T+T^{\prime}\right)^{2}-T^{2}\right] \\
& =z_{2 \mathrm{U}}+v_{1} T^{\prime}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right] \\
z_{4 \mathrm{U}} & =z_{3 \mathrm{U}}+v_{1} T-\frac{1}{2} g\left[\left(2 T+T^{\prime}\right)^{2}-\left(T+T^{\prime}\right)^{2}\right] \\
& =z_{3 \mathrm{U}}+v_{1} T-\frac{1}{2} g\left[3 T^{2}+2 T T^{\prime}\right]
\end{aligned} \right\rvert\, \begin{aligned}
& z_{2 \mathrm{~S}}=z_{1 \mathrm{~S}}+\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T^{2}  \tag{2.6}\\
& z_{3 \mathrm{~S}}=z_{2 \mathrm{~S}}+v_{1} T^{\prime}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right] \\
& z_{4 \mathrm{~S}}=z_{3 \mathrm{~S}}+\left(v_{1}-v_{\mathrm{r}}\right) T-\frac{1}{2} g\left[3 T^{2}+2 T T^{\prime}\right]
\end{align*}
$$
\]

Evaluating the action over the paths described in equation (2.6) we can calculate the relative phase shift of the atomic wavefunction between the two interferometer paths. Between the first and second $\pi / 2$-pulses, from equation (2.2) we have

$$
\begin{align*}
\frac{1}{\hbar} & {\left[S_{\mathrm{cl}}(\operatorname{shifted} 12)-S_{\mathrm{cl}}(\text { unshifted12 })\right]=} \\
= & {\left[S_{\mathrm{cl}}(\mathrm{~S} 12)-S_{\mathrm{cl}}(\mathrm{U} 12)\right] / \hbar=\Delta S_{\mathrm{cl}}(12) / \hbar } \\
& \frac{m}{2 \hbar}\left\{\frac{\left(z_{2 \mathrm{~S}}-z_{1 \mathrm{~S}}\right)^{2}}{\left(t_{2}-t_{1}\right)}-\frac{\left(z_{2 \mathrm{U}}-z_{1 \mathrm{U}}\right)^{2}}{\left(t_{2}-t_{1}\right)}-g\left(t_{2}-t_{1}\right)\left[\left(z_{2 \mathrm{~S}}+z_{1 \mathrm{~S}}\right)-\left(z_{2 \mathrm{U}}+z_{1 \mathrm{U}}\right)\right]\right\} \\
& -\left[\omega_{\mathrm{b}}\left(t_{2}-t_{1}\right)-\omega_{\mathrm{a}}\left(t_{2}-t_{1}\right)\right] \\
& =\frac{m}{2 \hbar}\left\{\frac{\left(\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T^{2}\right)^{2}}{T}-\frac{\left(v_{1} T-\frac{1}{2} g T^{2}\right)^{2}}{T}-g T\left[v_{\mathrm{r}} T\right]\right\}-\left(\omega_{\mathrm{b}}-\omega_{\mathrm{a}}\right) T \\
& =\frac{m}{2 \hbar}\left\{2 v_{1} v_{\mathrm{r}} T+v_{\mathrm{r}}^{2} T-v_{\mathrm{r}} g T^{2}-v_{\mathrm{r}} g T^{2}\right\}-\omega_{\mathrm{ab}} T  \tag{2.7}\\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{2 v_{1}+v_{\mathrm{r}}-2 g T\right\}-\omega_{\mathrm{ab}} T
\end{align*}
$$

where $\omega_{\mathrm{ab}}=\omega_{\mathrm{b}}-\omega_{\mathrm{a}}$ is the frequency difference between the two internal energy levels. Note that because the third term in equation (2.2) is proportional only to the time separation between the two pulses and not the position, it cancels immediately between the two interferometer paths. Between the second and third $\pi / 2$-pulses, we have

$$
\left[S_{\mathrm{cl}}(\mathrm{~S} 23)-S_{\mathrm{cl}}(\mathrm{U} 23)\right] / \hbar=\Delta S_{\mathrm{cl}}(23) / \hbar
$$

$$
\begin{align*}
& =\frac{m}{2 \hbar}\left\{\frac{\left(z_{3 \mathrm{~S}}-z_{2 \mathrm{~S}}\right)^{2}}{\left(t_{3}-t_{2}\right)}-\frac{\left(z_{3 \mathrm{U}}-z_{2 \mathrm{U}}\right)^{2}}{\left(t_{3}-t_{2}\right)}-g\left(t_{3}-t_{2}\right)\left[\left(z_{3 \mathrm{~S}}+z_{2 \mathrm{~S}}\right)-\left(z_{3 \mathrm{U}}+z_{2 \mathrm{U}}\right)\right]\right\} \\
& = \\
& =\frac{m}{2 \hbar}\left\{0-g T^{\prime}\left[2 v_{\mathrm{r}} T\right]\right\}-0 \\
& \left.=\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{-2 g T_{3}-t_{2}\right)-\omega_{\mathrm{a}}\left(t_{3}-t_{2}\right)\right] \tag{2.8}
\end{align*}
$$

And finally, the phase difference between the shifted and unshifted paths for the last segment is

$$
\begin{align*}
& {\left[S_{\mathrm{cl}}(\mathrm{~S} 34)-S_{\mathrm{cl}}(\mathrm{U} 34)\right] / \hbar=\Delta S_{\mathrm{cl}}(34) / \hbar} \\
& \quad=\frac{m}{2 \hbar}\left\{\frac{\left(z_{4 \mathrm{~S}}-z_{3 \mathrm{~S}}\right)^{2}}{\left(t_{4}-t_{3}\right)}-\frac{\left(z_{4 \mathrm{U}}-z_{3 \mathrm{U}}\right)^{2}}{\left(t_{4}-t_{3}\right)}-g\left(t_{4}-t_{3}\right)\left[\left(z_{4 \mathrm{~S}}+z_{3 \mathrm{~S}}\right)-\left(z_{4 \mathrm{U}}+z_{3 \mathrm{U}}\right)\right]\right\} \\
& -\left[\omega_{\mathrm{b}}\left(t_{4}-t_{3}\right)-\omega_{\mathrm{a}}\left(t_{4}-t_{3}\right)\right] \\
& \quad=\frac{m}{2 \hbar}\left\{\frac{\left(\left(v_{1}-v_{\mathrm{r}}\right) T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right)\right)^{2}}{T}-\frac{\left(v_{1} T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right)\right)^{2}}{T}-g T\left[v_{\mathrm{r}} T\right]\right\} \\
& \quad=\frac{m}{2 \hbar}\left\{-2 v_{1} v_{\mathrm{r}} T+v_{\mathrm{r}}^{2} T+v_{\mathrm{r}} g T\left(3 T+2 T^{\prime}\right)-v_{\mathrm{r}} g T^{2}\right\}-\omega_{\mathrm{ab}} T \\
& \left.\quad=\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{-2 \omega_{\mathrm{a}}\right) T\right] \\
& \left.\quad-v_{\mathrm{r}}+2 g\left(T+T^{\prime}\right)\right\}-\omega_{\mathrm{ab}} T \tag{2.9}
\end{align*}
$$

Summing equations (2.7) through (2.9) we have the overall phase difference between the shifted $\left(\Phi_{\mathrm{S}}\right)$ and unshifted $\left(\Phi_{\mathrm{U}}\right)$ interferometer paths due to the evolution of the atomic wavefunction

$$
\begin{align*}
\Phi_{1}(\text { atom }) & =\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}=\left[\Delta S_{\mathrm{cl}}(12)+\Delta S_{\mathrm{cl}}(23)+\Delta S_{\mathrm{cl}}(34)\right] / \hbar \\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{2 v_{\mathrm{r}}\right\}-2 \omega_{\mathrm{ab}} T \\
& =\frac{m v_{\mathrm{r}}^{2} T}{\hbar}-2 \omega_{\mathrm{ab}} T \tag{2.10}
\end{align*}
$$

As contrasted with other more symmetric interferometer geometries [14, 15], this result for our interferometers is non-zero. Note that because we have evaluated the
difference between the two interferometer paths, the final expression in equation (2.10) is independent of the initial velocity $v_{1}$ and the gravitational acceleration $g$.

In addition to the phase evolution between the pulses, to calculate the complete phase expression for an interferometer geometry, we must include also the effect of the light at each pulse for each path of each interferometer. As shown in Table 2.1, we assume that whenever the atom changes state, that part of the atomic wavefunction acquires a phase identical to the optical phase at that point in space and time. Note that this model does not refer to a particular technique used to transfer atoms between atomic states, such as adiabatic passage or off-resonant Raman transfer.

Table 2.1: Change in the atomic wavefunction due to the interaction with the laser field. $U_{\mathrm{ij}}$ are real transition amplitudes that for our purposes can be assumed to be unity. Note that only when the internal state of the atom changes does the light field imprint its phase on the atomic wavefunction.

| Initial <br> State | Final <br> State | Momentum <br> Change | Multiplying factor |
| :---: | :---: | :---: | :---: |
| a | a | 0 | $U_{\mathrm{aa}}$ |
| a | b | $+\hbar k_{\mathrm{L}}$ | $U_{\mathrm{ab}} \exp \left[-i\left(k_{\mathrm{L}} z-\omega_{\mathrm{L}} t-\phi_{\mathrm{L}}\right)\right]$ |
| b | a | $-\hbar k_{\mathrm{L}}$ | $U_{\mathrm{ba}} \exp \left[+i\left(k_{\mathrm{L}} z-\omega_{\mathrm{L}} t-\phi_{\mathrm{L}}\right)\right]$ |
| b | b | 0 | $U_{\mathrm{bb}}$ |

For interferometer geometry 1 , we first calculate the effect of the four $\pi / 2$-pulses by applying the rules given in Table 2.1 to each of the vertices of the shifted and unshifted interferometer paths. To apply these rules, we must know the phase of the optical wavefront at each vertex. To better conceptualize the contributions of the individual terms, we separate the optical phase into three parts: the " $k z$ " term, the " $-\omega t$ " term, and the " $\phi$ " term and evaluate the complete interferometer for each term separately.

## Movement along the optical wavefronts: the $k z$ term

As an atom moves in space along a laser beam that is fixed in space with respect to some absolute reference, the atom experiences an optical phase that varies proportional to $k_{\mathrm{L}} z$, where $k_{\mathrm{L}}$ is the magnitude of the laser's wavevector and $z$ is some
position along that vector. For now we assume that the momentum carried by the laser beams for each $\pi / 2$-pulse differs only in direction and not in magnitude: $\left|k_{1}\right|=\left|k_{2}\right|=\left|k_{3}\right|=\left|k_{4}\right|=k_{\mathrm{L}}=k$. For interferometer geometry 1 , during the first two $\pi / 2$-pulses the laser field propagates upward: $k_{1}=k_{2}=+k$, and during the second two $\pi / 2$-pulses switches direction: $k_{3}=k_{4}=-k$. Using Table 2.1 to evaluate the $k z$ term vertex by vertex for both paths of interferometer 1 we have

| Geometry 1 | $\pi / 2$-pulse \#1 | $\# 2$ | $\# 3$ | $\# 4$ |
| :---: | :---: | :---: | :---: | :---: |
| Direction of $\|\mathbf{k}\|$ | Up | Up | Down | Down |
| Unshifted path | 0 | 0 | 0 | 0 |
| Shifted path | $+k_{1} z_{1 \mathrm{~S}}$ <br> $=+k z_{1 \mathrm{~S}}$ | $-k_{2} z_{2 \mathrm{~S}}$ <br> $=-k z_{2 \mathrm{~S}}$ | $+k_{3} z_{3 \mathrm{~S}}$ <br> $=-k z_{3 \mathrm{~S}}$ | $-k_{4} z_{4 \mathrm{~S}}$ <br> $=+k z_{4 \mathrm{~S}}$ |

At each vertex on the unshifted path, because the atom does not change state, no phase is imprinted on the atomic wavefunction. For the shifted path, however, each vertex contributes; the first and the third add because the transition is $|\mathrm{a}\rangle \rightarrow|\mathrm{b}\rangle$, while the second and fourth subtract because the transition is $|\mathrm{b}\rangle \rightarrow|\mathrm{a}\rangle$.

Using the position results from equation (2.6). The difference between the shifted and unshifted paths for $k z$ term is

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}} & =k\left[-\left(z_{2 \mathrm{~S}}-z_{1 \mathrm{~S}}\right)+\left(z_{4 \mathrm{~S}}-z_{3 \mathrm{~S}}\right)\right] \\
& =k\left[-\left(\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T^{2}\right)+\left(\left(v_{1}-v_{\mathrm{r}}\right) T-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right)\right)\right] \\
& =k\left[-2 v_{\mathrm{r}}-g\left(T+T^{\prime}\right)\right] T \tag{2.11}
\end{align*}
$$

which is proportional to the recoil velocity $v_{\mathrm{r}}$ and the local acceleration $g$ from gravity.

## The time evolution of the optical phase: the $-\omega t$ term

In all precision interferometry experiments, the time evolution of the system being measured is metered relative to the evolution of a stable reference oscillator, which in our case with cesium atoms is the light field. After the first $\pi / 2$-pulse when the light is off, the relative phase between the two internal pure atomic states $|\mathrm{a}\rangle$ and
$|b\rangle$ and their respective velocities evolves according to their energy difference. This energy difference includes the ground state hyperfine splitting of cesium $\omega_{\mathrm{ab}}$ and the kinetic energy difference due to a velocity change $v_{\mathrm{r}}$ from the absorption or emission of a photon. The $-\omega t$ term acts as the reference oscillator that is compared to this internal phase evolution of the atomic wavefunction. As discussed in Section 1, due to the two-photon process, the resonance condition is defined by the difference between the absolute frequencies of the two fields, so the laser frequency $\omega_{\mathrm{L}}$ in the optical phase expression represents here the difference between the two laser frequencies. This frequency difference is set to cancel both the hyperfine splitting, which is defined, and the recoil energy, which we are trying to measure. If the value $\bar{\omega}_{\text {rec }}=\bar{k} \bar{v}_{\mathrm{r}}$ for the recoil frequency used to set the oscillator frequency differs from the true value $\omega_{\text {rec }}$, the atomic wavefunction and the reference oscillator will evolve at slightly different rates and produce a phase shift after some time interval. It is this phase shift that we measure at the end of the interferometers which tells us how much our current value $\bar{\omega}_{\text {rec }}$ for the recoil velocity differs from the true value $\omega_{\text {rec }}$.

To track the phase evolution of the reference oscillator, we must know its frequency at all times. From the atomic velocity given in equation (2.5) we can evaluate the resonance condition in equation (1.15) for each $\pi / 2$-pulse and calculate the frequencies of the laser fields. During the first $\pi / 2$-pulse, because the atom is in state $|\mathrm{a}\rangle$ moving with velocity $v_{1}$, the laser fields are two-photon resonant when their frequency difference is $\omega=\omega_{\mathrm{ab}}+k v_{1}+\frac{1}{2} k v_{\mathrm{r}}$. The last term compensates for the change in kinetic energy due to the stimulated absorption and emission of two photons from and into the laser fields. For the second $\pi / 2$-pulse, the beam direction is the same but the atom is in a superposition state with velocity $v_{2 \mathrm{U}}$ for the $|\mathrm{a}\rangle$ part and $v_{2 \mathrm{~S}}=v_{2 \mathrm{U}}+v_{\mathrm{r}}$ for the $|\mathrm{b}\rangle$ part. The resonance condition for the part of the atom in the $|\mathrm{b}\rangle$ state is $\omega=\omega_{\mathrm{ab}}+k\left(v_{2 \mathrm{U}}+v_{\mathrm{r}}\right)-\frac{1}{2} k v_{\mathrm{r}}=\omega_{\mathrm{ab}}+k v_{2 \mathrm{U}}+\frac{1}{2} k v_{\mathrm{r}}$, identical to the resonance condition for the $|\mathrm{a}\rangle$ state. Because the laser field does not change direction between the first and second $\pi / 2$-pulses, the laser field plus the atom still make up the same closed system. Thus, except for the effect of gravity, the atom still has the exact same resonance condition. For interferometer geometry $\boxed{1}$, the resonance frequency $\omega_{i}$ for
the $i$ th $\pi / 2$-pulse is

$$
\begin{align*}
& \omega_{1}-\omega_{\mathrm{ab}}=\delta+\overline{k_{1}} \overline{v_{1}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta+\bar{k} \overline{v_{1}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.12}\\
& \omega_{2}-\omega_{\mathrm{ab}}=\delta+\overline{k_{2}} \overline{v_{2}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta+\bar{k}\left[\overline{v_{1}}-\bar{g} T\right]+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.13}\\
& \omega_{3}-\omega_{\mathrm{ab}}=\delta+\bar{k}_{3} \overline{v_{3}}+\frac{1}{2} \bar{k} \overline{v_{\mathrm{r}}}=\delta-\bar{k}\left[\overline{v_{1}}-\bar{g}\left(T+T^{\prime}\right)\right]+\frac{1}{2} \bar{k} \bar{k}_{\mathrm{r}}  \tag{2.14}\\
& \omega_{4}-\omega_{\mathrm{ab}}=\delta+\bar{k}_{4} \overline{v_{4}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta-\bar{k}\left[\overline{v_{1}}-\bar{g}\left(2 T+T^{\prime}\right)\right]+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \tag{2.15}
\end{align*}
$$

where $\delta$ represents any frequency offset from resonance, intentional or otherwise. Here the bars indicate our best guess for each quantity, as opposed to their actual value.

Let $\phi_{i}(\omega)$ be the phase of the $-\omega t$ term at the time of the $i$ th $\pi / 2$-pulse, then the total phase expression of interferometer 1 for the time varying part of the optical phase is

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & +\phi_{1}(\omega)-\phi_{2}(\omega)+\phi_{3}(\omega)-\phi_{4}(\omega) \\
= & \phi_{1}(\omega)-\left[\phi_{1}(\omega)+\Delta \phi_{12}(\omega)\right]+\left[\phi_{1}(\omega)+\Delta \phi_{12}(\omega)+\Delta \phi_{23}(\omega)\right] \\
& \quad-\left[\phi_{1}(\omega)+\Delta \phi_{12}(\omega)+\Delta \phi_{23}(\omega)+\Delta \phi_{34}(\omega)\right] \\
= & -\left[\Delta \phi_{12}(\omega)\right]-\left[\Delta \phi_{34}(\omega)\right] \tag{2.16}
\end{align*}
$$

where $\Delta \phi_{i j}(\omega)$ is the change in time-dependent phase between the $i$ th and $j$ th $\pi / 2$ pulses. We have applied the rules in Table 2.1: the first and third $\pi / 2$-pulses add, the second and fourth $\pi / 2$-pulses subtract, and the unshifted path does not contribute. Note that because of the geometry of our four $\pi / 2$-pulse interferometers, the phase evolution of this $-\omega t$ term contributes only between the first and second and between the third and fourth $\pi / 2$-pulses when the atom is in a superposition state.

To evaluate this expression, we must introduce our experimental method for changing from one frequency to the next. As a step-wise approximation to changing the frequency continuously to compensate for gravity, we change frequencies at the midpoints, $t_{12}$ and $t_{34}$, of the $\pi / 2$-pulse pairs (see Figure 2.1). Thus, equation (2.16) becomes

$$
-\left[-\omega_{1}\left(t_{12}-t_{1}\right)-\omega_{2}\left(t_{2}-t_{12}\right)\right]-\left[-\omega_{3}\left(t_{34}-t_{3}\right)-\omega_{4}\left(t_{4}-t_{34}\right)\right]
$$

Inserting the frequencies from equations (2.12) through (2.15) into this equation we have

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & {\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{12}-t_{1}\right) } \\
& +\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \overline{v_{1}}-\bar{k} \bar{g} T+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{2}-t_{12}\right) \\
& +\left[\delta+\omega_{\mathrm{ab}}-\bar{k} \overline{v_{1}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{34}-t_{3}\right)  \tag{2.17}\\
& +\left[\delta+\omega_{\mathrm{ab}}-\bar{k} \bar{v}_{1}+\bar{k} \bar{g}\left(2 T+T^{\prime}\right)+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{4}-t_{34}\right)
\end{align*}
$$

With the same constraints on the timing of the $\pi / 2$-pulses discussed in the previous section (namely, $t_{4}-t_{3}=t_{2}-t_{1}=T$ and $t_{3}-t_{2}=T^{\prime}$ ), we have finally

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & {\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right] T-\bar{k} \bar{g} T\left(t_{2}-t_{12}\right) } \\
& +\left[\delta+\omega_{\mathrm{ab}}-\bar{k} \overline{v_{1}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left(t_{4}-t_{34}\right) \\
= & {\left[2\left(\omega_{\mathrm{ab}}+\delta\right)+\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left[\left(t_{4}-t_{2}\right)-\left(t_{34}-t_{12}\right)\right] } \\
= & {\left[2\left(\omega_{\mathrm{ab}}+\delta\right)+\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left[\left(T+T^{\prime}\right)-\left(T+T^{\prime}\right)\right] } \\
= & {\left[2\left(\omega_{\mathrm{ab}}+\delta\right)+\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T } \tag{2.18}
\end{align*}
$$

## Additional optical phase: the $\phi$ term

Beyond the fundamental phase change due to the time evolution of the optical wavefronts and the motion of the atom along the laser field, any additional phase shift will also contribute to the final phase result. Sources for such a phase shift might include imperfections in the transfer, shifts of the atomic levels due to the presence of the light fields during the pulses, or any of the many noise sources which cause the optical phase to deviate from precisely $k z-\omega t$. Independent of its origin, however, any additional phase shift during the light pulses will contribute as

$$
\begin{equation*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}=\phi_{1}-\phi_{2}+\phi_{3}-\phi_{4} \tag{2.19}
\end{equation*}
$$

Combining equations (2.11) and (2.18), we can now construct the final interferometer phase $\Phi$ (light) due to the light fields interacting with the atoms during the four $\pi / 2$-pulses. For now, we leave out any additional phase shifts referred to in equation (2.19).

$$
\begin{align*}
& \Phi_{1} \text { (light) } \\
& \quad=k\left[-2 v_{\mathrm{r}}-g\left(T+T^{\prime}\right)\right] T+\left[2\left(\omega_{\mathrm{ab}}+\delta\right)+\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T \\
& \quad=\left[-k v_{\mathrm{r}}-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \tag{2.20}
\end{align*}
$$

Combining this result with the total phase shift from the free evolution of the atom between the pulses in equation (2.10), we have the complete phase difference for interferometer geometry 1 .

$$
\begin{align*}
\Phi_{\boxed{1}}= & \Phi_{\boxed{1}}(\text { atom })+\Phi_{\boxed{1}}(\text { light }) \\
= & \frac{m v_{\mathrm{r}} T}{\hbar} v_{\mathrm{r}}-2 \omega_{\mathrm{ab}} T \\
& \quad+\left[-k v_{\mathrm{r}}-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \\
= & \frac{m v_{\mathrm{r}} T}{\hbar} \frac{\hbar k}{m}+\left[-k v_{\mathrm{r}}-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T \\
= & {\left[-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T } \tag{2.21}
\end{align*}
$$

If our guesses for the values of the recoil velocity $\bar{v}_{\mathrm{r}}$ and the acceleration due to gravity $\bar{g}$ are correct and $\delta=0$, the net phase shift will be zero and the atom will emerge in state $|\mathrm{a}\rangle$ with unity probability. Any difference between our guesses and the actual values will reduce this probability and be observed as a shift in the interferometer fringe. Note that in addition to the recoil velocity, this interferometer geometry is also sensitive to the local gravitational acceleration. To make the overall measurement independent of small inaccuracies in the value for $g$, we make a second measurement with a slightly modified geometry.


Figure 2.2: The fundamental recoil measurement is a difference between two interferometers. By selecting the other internal state (in this case $|\mathrm{b}\rangle$ ) after the second $\pi / 2$-pulse, we can generate another interferometer, conjugate to the first, shown with light lines. Although the final interferometer phase also depends on the laser frequencies during the pulses and the atom's free evolution during time $T$, the recoil measurement can be understood as counting the number of laser wavefronts, shown for the last $\pi / 2$-pulse, between the final interference points of the two interferometers.

### 2.1.2 Conjugate Interferometer

In order to make the overall measurement sensitive only to deviations in the recoil shift, we can measure the phase from a slightly modified interferometer geometry. As we will show below, interferometer geometry 2 (see Figure 2.2) has the same sensitivity as geometry 1 except the recoil terms enter with the opposite sign. By taking the difference between the results from geometries 1 and 2 , we remove the sensitivity to the local gravitational acceleration and to any frequency detuning from the two-photon resonance condition. Interferometers 1 and 2 are thus "conjugate" interferometer geometries; both must be measured in order to arrive at a value for the recoil shift independent of $g$.

As depicted in Figure 2.2, geometry 2 is identical to its conjugate geometry 1 , except that after the first two $\pi / 2$-pulses, the atom is left in the other hyperfine state: state $|\mathrm{b}\rangle$ instead $|\mathrm{a}\rangle$. Geometries $\sqrt[3]{ }$ and 4 (see Figure 2.5) are constructed
from 1 and 2 by reversing the direction of all of the laser beams. We will refer to the conjugate interferometer pair 1 and 2 as the "normal" interferometers and the conjugate pair 3 and 4 as the "inverted" interferometers.

To calculate the final phase for interferometer geometry 2, we follow the same procedure as in the previous section. Equations (2.5) and (2.6) for the velocity and position become

$$
\left.\begin{gather*}
\begin{array}{l}
v_{2 \mathrm{U}}=v_{1}-g T \\
v_{3 \mathrm{U}}=v_{1}-g\left(T+T^{\prime}\right)+v_{\mathrm{r}} \\
v_{4 \mathrm{U}}=v_{1}-g\left(2 T+T^{\prime}\right)+2 v_{\mathrm{r}}
\end{array} \quad \begin{array}{l}
v_{2 \mathrm{~S}}=v_{1}-g T+v_{\mathrm{r}} \\
v_{3 \mathrm{~S}}=v_{1}-g\left(T+T^{\prime}\right)+v_{\mathrm{r}} \\
v_{4 \mathrm{~S}}=v_{1}-g\left(2 T+T^{\prime}\right)+v_{\mathrm{r}}
\end{array} \\
z_{2 \mathrm{U}}=z_{1 \mathrm{U}}+v_{1} T-\frac{1}{2} g T^{2} \\
z_{3 \mathrm{U}}=z_{2 \mathrm{U}}+\left(v_{1}+v_{\mathrm{r}}\right) T^{\prime}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right] \\
z_{4 \mathrm{U}}=z_{3 \mathrm{U}}+\left(v_{1}+2 v_{\mathrm{r}}\right) T-\frac{1}{2} g\left[3 T^{2}+2 T T^{\prime}\right]
\end{gather*} \right\rvert\, \begin{aligned}
& z_{2 \mathrm{~S}}=z_{1 \mathrm{~S}}+\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T^{2} \\
& z_{3 \mathrm{~S}}=z_{2 \mathrm{~S}}+\left(v_{1}+v_{\mathrm{r}}\right) T^{\prime}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right]  \tag{2.22}\\
& z_{4 \mathrm{~S}}=z_{3 \mathrm{~S}}+\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g\left[3 T^{2}+2 T T^{\prime}\right]
\end{aligned}
$$

From this trajectory, we calculate the difference between the action along the shifted and unshifted paths. $\Delta S_{\mathrm{cl}}(12)$ and $\Delta S_{\mathrm{cl}}(23)$ are the same, but $\Delta S_{\mathrm{cl}}(34)$ from equation (2.9) becomes

$$
\begin{align*}
& \Delta S_{\mathrm{cl}}(34) / \hbar \\
& =\frac{m}{2 \hbar}\left\{\frac{\left(\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right)\right)^{2}}{T}-\frac{\left(\left(v_{1}+2 v_{\mathrm{r}}\right) T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right)\right)^{2}}{T}\right. \\
& \left.\quad=\frac{m}{2 \hbar}\left\{-2 v_{1} v_{\mathrm{r}} T+v_{\mathrm{r}}^{2} T-3 v_{\mathrm{r}} g T\left(3 T+2 T^{\prime}\right)-v_{\mathrm{r}} T\right]\right\}-\left[\left(\omega_{\mathrm{b}}-\omega_{\mathrm{a}}\right) T\right]-\omega_{\mathrm{ab}} T \\
& \\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{-2 v_{1}-3 v_{\mathrm{r}}+2 g\left(T+T^{\prime}\right)\right\}-\omega_{\mathrm{ab}} T \tag{2.24}
\end{align*}
$$

and the overall phase difference between the shifted and unshifted paths due to the
evolution of the atomic wavefunction is

$$
\begin{align*}
\Phi_{\boxed{2}}^{(\text {atom })} & =\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}=\left[\Delta S_{\mathrm{cl}}(12)+\Delta S_{\mathrm{cl}}(23)+\Delta S_{\mathrm{cl}}(34)\right] / \hbar \\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\left\{-2 v_{\mathrm{r}}\right\}-2 \omega_{\mathrm{ab}} T \\
& =-\frac{m v_{\mathrm{r}}^{2} T}{\hbar}-2 \omega_{\mathrm{ab}} T \tag{2.25}
\end{align*}
$$

differing from the same expression for interferometer 1 in equation (2.10) only in the sign of the first term.

To calculate the effect of the light pulses, we again evaluate the $k z$ term, the $-\omega t$ term, and the $\phi$ term separately. As before, we assume $\left|k_{1}\right|=\left|k_{2}\right|=\left|k_{3}\right|=\left|k_{4}\right|=$ $k_{\mathrm{L}}=k$, with the same beam directions as with geometry 1 . At each $\pi / 2$-pulse for geometry 2 , we have

| Geometry 2 | $\pi / 2$-pulse \#1 | $\# 2$ | $\# 3$ | $\# 4$ |
| :---: | :---: | :---: | :---: | :---: |
| Direction of $\|\mathbf{k}\|$ | Up | Up | Down | Down |
| Unshifted path | 0 | $+k_{2} z_{2 \mathrm{~S}}$ <br> $=+k z_{2 \mathrm{~S}}$ | $-k_{3} z_{3 \mathrm{~S}}$ <br> $=+k z_{3 \mathrm{~S}}$ | 0 |
| Shifted path | $+k_{1} z_{1 \mathrm{~S}}$ <br> $=+k z_{1 \mathrm{~S}}$ | 0 | 0 | $-k_{4} z_{4 \mathrm{~S}}$ <br> $=+k z_{4 \mathrm{~S}}$ |

Unlike geometry 1 , both paths for this geometry contribute to the final expression. Along the unshifted path, the atom changes state during the second ( $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ ) and third ( $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$ ) $\pi / 2$-pulses, adding during the second and subtracting during the third. Along the shifted path, only the first and fourth $\pi / 2$-pulse contribute, the first adding and the fourth subtracting. Using the position results from equation (2.23). The difference between the shifted and unshifted paths for $k z$ term is

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}} & =k\left[-\left(z_{2 \mathrm{U}}-z_{1 \mathrm{~S}}\right)+\left(z_{4 \mathrm{~S}}-z_{3 \mathrm{U}}\right)\right] \\
& =k\left[-\left(v_{1} T-\frac{1}{2} g T^{2}\right)+\left(\left(v_{1}+2 v_{\mathrm{r}}\right) T-\frac{1}{2} g\left(3 T^{2}+T T^{\prime}\right)\right)\right] \\
& =k\left[+2 v_{\mathrm{r}}-g\left(T+T^{\prime}\right)\right] T \tag{2.26}
\end{align*}
$$

Compare this result with the same expression from interferometer 1 in equation (2.11) and note that the term proportional to $v_{\mathrm{r}}$ changes sign while the term proportional to $g$ does not.

To evaluate the $-\omega t$ term, we calculate the resonance condition for each $\pi / 2$-pulse using the velocity in equation (2.22) and again assuming an offset $\delta$.

$$
\begin{align*}
\omega_{1}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{1} \overline{v_{1}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.27}\\
\omega_{2}-\omega_{\mathrm{ab}} & =\delta+\overline{k_{2}} \overline{v_{2}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta+\bar{k}\left[\overline{v_{1}}-\bar{g} T\right]+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.28}\\
\omega_{3}-\omega_{\mathrm{ab}} & =\delta+\overline{k_{3}} \bar{v}_{3}-\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta-\bar{k}\left[\bar{v}_{1}+\bar{v}_{\mathrm{r}}-\bar{g}\left(T+T^{\prime}\right)\right]-\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \\
& =\delta+\bar{k}\left[-\overline{v_{1}}-\frac{3}{2} \bar{v}_{\mathrm{r}}+\bar{g}\left(T+T^{\prime}\right)\right]  \tag{2.29}\\
\omega_{4}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{4} \bar{v}_{4}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}=\delta-\bar{k}\left[\overline{v_{1}}+2 \bar{v}_{\mathrm{r}}-\bar{g}\left(2 T+T^{\prime}\right)\right]+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \\
& =\delta+\bar{k}\left[-\overline{v_{1}}-\frac{3}{2} \bar{v}_{\mathrm{r}}+\bar{g}\left(2 T+T^{\prime}\right)\right] \tag{2.30}
\end{align*}
$$

Using the rules in Table 2.1, one can show that interferometers 1 and 2 have the exact same sensitivity to the $-\omega t$ term: $+\phi_{1}(\omega)-\phi_{2}(\omega)+\phi_{3}(\omega)-\phi_{4}(\omega)$. For the shifted path, the first $\pi / 2$-pulse adds and the fourth pulse subtracts. For the unshifted path, the second pulse adds and the third pulse subtracts. Thus, the evaluation of the total phase contribution from this term is the same as in equation (2.16).

$$
\begin{aligned}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & -\left[\Delta \phi_{12}(\omega)\right]-\left[\Delta \phi_{34}(\omega)\right] \\
= & -\left[-\omega_{1}\left(t_{12}-t_{1}\right)-\omega_{2}\left(t_{2}-t_{12}\right)\right]-\left[-\omega_{3}\left(t_{34}-t_{3}\right)-\omega_{4}\left(t_{4}-t_{34}\right)\right] \\
= & {\left[\omega_{\mathrm{ab}}+\delta+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{12}-t_{1}\right) } \\
& +\left[\omega_{\mathrm{ab}}+\delta+\bar{k} \overline{v_{1}}+\frac{1}{2} \bar{k} \overline{v_{\mathrm{r}}}-\bar{k} \bar{g} T\right]\left(t_{2}-t_{12}\right) \\
& +\left[\omega_{\mathrm{ab}}+\delta-\bar{k} \bar{v}_{1}-\frac{3}{2} \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right]\left(t_{34}-t_{3}\right) \\
& +\left[\omega_{\mathrm{ab}}+\delta-\bar{k} \bar{v}_{1}-\frac{3}{2} \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(2 T+T^{\prime}\right)\right]\left(t_{4}-t_{34}\right) \\
= & {\left[\omega_{\mathrm{ab}}+\delta+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right] T-\bar{k} \bar{g} T\left(t_{2}-t_{12}\right) } \\
& +\left[\omega_{\mathrm{ab}}+\delta-\bar{k} \overline{v_{1}}-\frac{3}{2} \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left(t_{4}-t_{34}\right) \\
= & {\left[2\left(\omega_{\mathrm{ab}}+\delta\right)-\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left[\left(t_{4}-t_{2}\right)-\left(t_{34}-t_{12}\right)\right] }
\end{aligned}
$$

$$
\begin{equation*}
=\left[2\left(\omega_{\mathrm{ab}}+\delta\right)-\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T \tag{2.31}
\end{equation*}
$$

Here we have inserted frequencies from equations (2.27) through (2.30) and again used the same constraints on the timing of the $\pi / 2$-pulses discussed in the previous section. Comparing this result with the same expression from interferometer 1 in equation (2.18) again reveals that the term proportional to $v_{\mathrm{r}}$ changes sign while the term proportional to $g$ does not. Any additional optical phase (the $\phi$ term) also has the same expression: $\phi_{1}-\phi_{2}+\phi_{3}-\phi_{4}$ as we had for 1 in equation (2.19).

Combining equations (2.26) and (2.31), we can now construct the interferometer phase $\Phi$ (light) for interferometer geometry 2 .

$$
\begin{align*}
& \Phi_{\boxed{2}} \text { (light) } \\
& \quad=k\left[+2 v_{\mathrm{r}}-g\left(T+T^{\prime}\right)\right] T+\left[2\left(\omega_{\mathrm{ab}}+\delta\right)-\bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T \\
& \quad=\left[+k v_{\mathrm{r}}+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \tag{2.32}
\end{align*}
$$

Combining this result with the total phase shift from the free evolution of the atom between the pulses in equation (2.25), we have the complete phase difference for interferometer geometry 2 .

$$
\begin{align*}
\Phi \sqrt[2]{ }= & \Phi_{\boxed{2}}(\text { atom })+\Phi \Phi_{2}^{(\text {light })} \\
= & -\frac{m v_{\mathrm{r}} T}{\hbar} v_{\mathrm{r}}-2 \omega_{\mathrm{ab}} T \\
& \quad+\left[+k v_{\mathrm{r}}+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \\
= & {\left[+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T } \tag{2.33}
\end{align*}
$$

We are now ready to describe the result of a single measurement of the recoil shift. Because of its sensitivity to the local gravitational acceleration and any arbitrary offset $\delta$ of the laser frequencies, a measurement of the phase shift for interferometer geometry 1 alone is not sufficient to measure the recoil shift. However, by measuring the phase shift from geometries 1 and 2 and subtracting the result in equation (2.21) from that in equation (2.33), we have a result that is sensitive only to the difference
between the accepted and actual values of the recoil shift.

$$
\begin{align*}
\Phi_{1 .}-\Phi_{\boxed{2}}= & \left\{\left[-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T\right\} \\
& -\left\{\left[+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T\right\} \\
= & -2\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \tag{2.34}
\end{align*}
$$

This process is identical to the hypothetical measurement described in the introduction, except that interferometers are used to greatly increase the precision with which the center of the resonances can be determined.

### 2.1.3 $\pi$-pulses

To further improve the measurement sensitivity, we insert $N \pi$-pulses between the second and third $\pi / 2$-pulses. These $\pi$-pulses are evenly spaced, separated by a time $T_{\pi \pi}$. Each $\pi$-pulse simultaneously addresses both interferometer paths. Because the atoms in each interferometer path are all in either state $|\mathrm{a}\rangle$ or state $|\mathrm{b}\rangle$, the $\pi$-pulse transfers the atoms in both paths to the other state, $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$, and vice versa. When the atoms change state they undergo a stimulated absorption (and emission) and recoil accordingly. After each $\pi$-pulse, we change the beam direction so that the atoms continue recoiling in one direction. For the normal interferometers ( 1 and 2 ), the $\pi$-pulses start with $\mathbf{k}_{\text {eff }}=-k_{\text {eff }} \hat{\mathbf{z}}$. Interferometer 1 shown in Figure 2.3 for $N=2$ leaves the atoms in the state $|\mathrm{a}\rangle$ after the second $\pi / 2$-pulse. These atoms recoil downward, and end in state $|\mathrm{b}\rangle$. For the second $\pi$-pulse, the beam direction reverses. However, because the atoms are now in state $|\mathrm{b}\rangle$, the recoil is again downward. For interferometer 2 shown in Figure 2.3, the atoms leave the second $\pi / 2$-pulse in state $|b\rangle$. Consequently, each $\pi$-pulse causes the atoms to recoil upward. Since the $\pi$-pulses push interferometer 1 down, we will often refer to it as a "down" interferometer. Its conjugate interferometer which is pushed upward by the $\pi$-pulses will be called an "up" interferometer.

To determine how the $\pi$-pulses change the final interferometer phase, we go through the same process we completed in Sections 2.1.1 2.1.2 for the $\pi / 2$-pulses


Figure 2.3: Recoil measurement with two additional recoils $(N=2)$. By inserting $N$ $\pi$-pulses between the second and third $\pi / 2$-pulses, the separation between the two conjugate interferometers can be increased by $N$ additional recoils. Because the $\pi$-pulses do not affect the fringe spacing, they do not change the precision with which we can determine the centers of the two resonances. Thus, by adding addition recoils, we linearly increase the final measurement resolution. Since we know the integer number $N$, we divide the final frequency difference by $(N+1)$ to derive the size of a single recoil.
but this time for $\pi$-pulses. In addition, due to the $\pi$-pulses, the input velocity and position for these pulses is now different, so we must modify the results of these sections for the last two $\pi / 2$-pulses.

## $N$ even

If the number of $\pi$-pulses $N$ is odd, the atoms in both interferometer paths will enter the third $\pi / 2$-pulse in the other state. Although, a perfectly viable interferometer
results, it significantly changes the final phase expression, so for now we will assume that $N$ is even, as shown in Figure 2.3. We first calculate the velocity and position of atoms for the shifted $(\mathrm{S})$ and unshifted $(\mathrm{U})$ paths of interferometer 1 . For both paths, the velocity $v_{\pi i}$ before the $i$ th $\pi$-pulse will be

$$
\begin{align*}
v_{\pi 1} & =v_{2 \mathrm{U}}-g\left(t_{\pi 1}-t_{2}\right)=v_{2 \mathrm{U}}-g T_{\pi \pi} \\
v_{\pi 2} & =v_{\pi 1}-g\left(t_{\pi 2}-t_{2 \pi 1}\right)-v_{\mathrm{r}}=v_{2 \mathrm{U}}-2 g T_{\pi \pi}-v_{\mathrm{r}} \\
v_{\pi 3} & =v_{\pi 2}-g\left(t_{\pi 3}-t_{2 \pi 2}\right)-v_{\mathrm{r}}=v_{2 \mathrm{U}}-3 g T_{\pi \pi}-2 v_{\mathrm{r}}  \tag{2.35}\\
& \vdots \\
v_{\pi N} & =v_{2 \mathrm{U}}-N g T_{\pi \pi}-(N-1) v_{\mathrm{r}}
\end{align*}
$$

For the unshifted path, the position $z_{\pi i \mathrm{U}}$ at the $i$ th $\pi$-pulse will be

$$
\begin{align*}
z_{\pi 1 \mathrm{U}} & =z_{2 \mathrm{U}}+v_{1}\left(t_{\pi 1}-t_{2}\right)-\frac{1}{2} g\left(t_{\pi 1}^{2}-t_{2}^{2}\right) \\
& =z_{2 \mathrm{U}}+v_{1} T_{\pi \pi}-\frac{1}{2} g T_{\pi \pi}\left(2 T+T_{\pi \pi}\right) \\
z_{\pi 2 \mathrm{U}} & =z_{\pi 1 \mathrm{U}}+\left[v_{1}-v_{\mathrm{r}}\right]\left(t_{\pi 2}-t_{\pi 1}\right)-\frac{1}{2} g\left(t_{\pi 2}^{2}-t_{\pi 1}^{2}\right) \\
& =z_{2 \mathrm{U}}+\left[2 v_{1}-v_{\mathrm{r}}\right] T_{\pi \pi}-\frac{1}{2} g T_{\pi \pi}\left(4 T+4 T_{\pi \pi}\right) \\
z_{\pi 3 \mathrm{U}} & =z_{\pi 2 \mathrm{U}}+\left[v_{1}-2 v_{\mathrm{r}}\right]\left(t_{\pi 3}-t_{\pi 2}\right)-\frac{1}{2} g\left(t_{\pi 3}^{2}-t_{\pi 2}^{2}\right)  \tag{2.36}\\
& =z_{2 \mathrm{U}}+\left[3 v_{1}-3 v_{\mathrm{r}}\right] T_{\pi \pi}-\frac{1}{2} g T_{\pi \pi}\left(6 T+9 T_{\pi \pi}\right) \\
& \vdots \\
z_{\pi N \mathrm{U}} & =z_{2 \mathrm{U}}+\left[N v_{1}-\frac{1}{2} N(N-1) v_{\mathrm{r}}\right] T_{\pi \pi}-\frac{1}{2} g T_{\pi \pi}\left(2 N T+N^{2} T_{\pi \pi}\right)
\end{align*}
$$

At each $\pi$-pulse, the shifted path is a fixed displacement $\Delta z=+v_{\mathrm{r}} T$ from the unshifted path

$$
\begin{equation*}
z_{\pi i \mathrm{~S}}=z_{\pi i \mathrm{U}}+v_{\mathrm{r}} T \tag{2.37}
\end{equation*}
$$

The velocity given in equation (2.5) for third and fourth $\pi / 2$-pulse must be modified to include the term $-N v_{\mathrm{r}}$ from the $\pi$-pulses

$$
\begin{array}{l|l}
v_{3 \mathrm{U}}=v_{1}-g\left(T+T^{\prime}\right)-N v_{\mathrm{r}} & v_{3 \mathrm{~S}}=v_{1}-g\left(T+T^{\prime}\right)-N v_{\mathrm{r}}  \tag{2.38}\\
v_{4 \mathrm{U}}=v_{1}-g\left(2 T+T^{\prime}\right)-N v_{\mathrm{r}} & v_{4 \mathrm{~S}}=v_{1}-g\left(2 T+T^{\prime}\right)-(N+1) v_{\mathrm{r}}
\end{array}
$$

Similarly, the positions in equation (2.6) for the unshifted and shifted paths become

$$
\left.\left.\begin{array}{rl}
z_{3 \mathrm{U}} & =z_{\pi N \mathrm{U}}+\left[v_{1}-N v_{\mathrm{r}}\right]\left(T^{\prime}-N T_{\pi \pi}\right)-\frac{1}{2} g\left[\left(T+T^{\prime}\right)^{2}-\left(T+N T_{\pi \pi}\right)^{2}\right] \\
& =z_{2 \mathrm{U}}+\left[v_{1}-N v_{\mathrm{r}}\right] T^{\prime}+\frac{1}{2} N(N+1) v_{\mathrm{r}} T_{\pi \pi}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right]
\end{array} \right\rvert\,, \begin{array}{l}
z_{3 \mathrm{~S}}=z_{2 \mathrm{~S}}+\left[v_{1}-N v_{\mathrm{r}}\right] T^{\prime}+\frac{1}{2} N(N+1) v_{\mathrm{r}} T_{\pi \pi}-\frac{1}{2} g\left[2 T T^{\prime}+T^{\prime 2}\right] \\
z_{4 \mathrm{~S}}=z_{3 \mathrm{~S}}+\left[v_{1}-(N+1) v_{\mathrm{r}}\right] T-\frac{1}{2} g\left[3 T^{2}+2 T T^{\prime}\right] \tag{2.39}
\end{array}\right] .
$$

As before, with the position at each pulse we are now prepared to evaluate the action over each path and compute the phase difference $\Delta S_{\mathrm{cl}} / \hbar=\left(S_{\mathrm{cl}}(\right.$ shifted $)-$ $S_{\mathrm{cl}}$ (unshifted) $/ \hbar$. Because the displacement between the two interferometer paths between the second and third $\pi / 2$-pulses is not affected by the $\pi$-pulses, equation (2.8) for the phase due the action does not change. Equation (2.9), however, for the phase due to the action between the last two $\pi / 2$-pulses does change.

$$
\begin{align*}
& \Delta S_{\mathrm{cl}}(34) / \hbar \\
& =\frac{m}{2 \hbar}\{\frac{(v_{1}-(\underbrace{N}+1) v_{\mathrm{r}}] T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right))^{2}}{T} \\
& -\quad-\frac{([v_{1}-\underbrace{N v_{\mathrm{r}}}] T-\frac{1}{2} g T\left(3 T+2 T^{\prime}\right))^{2}}{T}-g T\left[v_{\mathrm{r}} T\right]\}-\left[\left(\omega_{\mathrm{b}}-\omega_{\mathrm{a}}\right) T\right] \\
& =\frac{m}{2 \hbar}\{-2 v_{1} v_{\mathrm{r}} T+\underbrace{2 N v_{\mathrm{r}}^{2} T}+v_{\mathrm{r}}^{2} T+v_{\mathrm{r}} g T\left(3 T+2 T^{\prime}\right)-v_{\mathrm{r}} g T^{2}\}-\omega_{\mathrm{ab}} T \\
&  \tag{2.40}\\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\{-2 v_{1}+(\underbrace{2 N}+1) v_{\mathrm{r}}+2 g\left(T+T^{\prime}\right)\}-\omega_{\mathrm{ab}} T
\end{align*}
$$

where the underbraces ( $\underbrace{( }$ ) indicate new terms due to the $\pi$-pulses. Summing equations (2.7), (2.8), and (2.40), we have the total phase difference accumulated from the evolution of the atomic wavefunction along both paths

$$
\begin{align*}
\Phi_{\boxed{1}}(\text { atom }) & =\left[\Delta S_{\mathrm{cl}}(12)+\Delta S_{\mathrm{cl}}(23)+\Delta S_{\mathrm{cl}}(34)\right] / \hbar \\
& =\frac{m}{2 \hbar} v_{\mathrm{r}} T\{\underbrace{2 N v_{\mathrm{r}}}+2 v_{\mathrm{r}}\}-2 \omega_{\mathrm{ab}} T \\
& =\frac{m v_{\mathrm{r}}^{2} T}{\hbar}(\underbrace{N}+1)-2 \omega_{\mathrm{ab}} T \tag{2.41}
\end{align*}
$$

We next derive the terms for the contribution from the laser at each pulse. As in Section 2.1.1, we consider the $k z,-\omega t$, and $\phi$ components of the optical phase separately.
$k z$ term

At each $\pi$-pulse, the atomic state changes in both interferometer paths. Thus, the contribution from the $\pi$-pulses for the shifted and unshifted paths is

$$
\begin{align*}
\Phi_{\pi \mathrm{U}} & =k_{\pi 1} z_{\pi 1 \mathrm{U}}-k_{\pi 2} z_{\pi 2 \mathrm{U}}+k_{\pi 3} z_{\pi 3 \mathrm{U}}-\cdots-k_{\pi N} z_{\pi N \mathrm{U}}  \tag{2.42}\\
\Phi_{\pi \mathrm{S}} & =k_{\pi 1} z_{\pi 1 \mathrm{~S}}-k_{\pi 2} z_{\pi 2 \mathrm{~S}}+k_{\pi 3} z_{\pi 3 \mathrm{~S}}-\cdots-k_{\pi N} z_{\pi N \mathrm{~S}} \tag{2.43}
\end{align*}
$$

where the sign of each term is determined by the state of the atoms at the beginning of the $\pi$-pulse: positive for $|\mathrm{a}\rangle \rightarrow|\mathrm{b}\rangle$ and negative for $|\mathrm{b}\rangle \rightarrow|\mathrm{a}\rangle$. The difference between the shifted and unshifted paths is

$$
\begin{equation*}
\Phi_{\pi \mathrm{S}}-\Phi_{\pi \mathrm{U}}=k_{\pi 1} \Delta z_{\pi 1}-k_{\pi 2} \Delta z_{\pi 2}+k_{\pi 3} \Delta z_{\pi 3}-\cdots-k_{\pi N} \Delta z_{\pi N} \tag{2.44}
\end{equation*}
$$

where $\Delta z_{\pi i}=\Delta z=v_{\mathrm{r}} T$ is the constant separation between the two interferometer paths for the whole time between the second and third $\pi / 2$-pulses. Since the beam direction alternates for each pulse starting with $k_{\pi 1}=-k$ and the recoil size for each $\pi$-pulse is the same, equation (2.44) becomes

$$
\begin{align*}
\Phi_{\pi \mathrm{S}}-\Phi_{\pi \mathrm{U}} & =(-k-k-k-\cdots-k) \Delta z \\
& =-N k v_{\mathrm{r}} T \tag{2.45}
\end{align*}
$$

For the first and second $\pi / 2$-pulses the $k z$-expression remains the same, because the atom's position for these pulses is unchanged. For the last two $\pi / 2$-pulses, however, because of the velocity added by the $\pi$-pulses, the distance $z_{4}-z_{3}$ of the atom's position between the third and fourth $\pi / 2$-pulse has an additional term $-N v_{\mathrm{r}} T$. With
the addition of equation (2.45), equation (2.11) becomes

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & \underbrace{\Phi_{\pi \mathrm{S}}-\Phi_{\pi \mathrm{U}}}+k\left[-\left(z_{2 \mathrm{~S}}-z_{1 \mathrm{~S}}\right)+\left(z_{4 \mathrm{~S}}-z_{3 \mathrm{~S}}\right)\right] \\
= & \underbrace{-N k v_{\mathrm{r}} T}+k\left[-\left(\left(v_{1}+v_{\mathrm{r}}\right) T-\frac{1}{2} g T^{2}\right)\right. \\
& +((v_{1}-(\underbrace{N}+1) v_{\mathrm{r}}) T-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right))] \\
= & k[-2(\underbrace{N}+1) v_{\mathrm{r}}-g\left(T+T^{\prime}\right)] T \tag{2.46}
\end{align*}
$$

$-\omega t$ term

To calculate the phase for the time varying component of the optical phase, we must know the frequency difference between the lasers for each pulse. Since this frequency difference is always the same for both interferometer paths, each $\pi$-pulse adds the same phase to each path and thus no net phase is contributed to the $-\omega t$ term. For the first two $\pi / 2$-pulses, the frequencies are the same. For the last two $\pi / 2$-pulses, equations (2.14) and (2.15) become

$$
\begin{align*}
\omega_{3}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{3} \bar{v}_{3}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \\
& =\delta-\bar{k}\left[\bar{v}_{1}-\bar{g}\left(T+T^{\prime}\right)\right]+(\underbrace{N}+\frac{1}{2}) \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.47}\\
\omega_{4}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{4} \bar{v}_{4}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \\
& =\delta-\bar{k}\left[\bar{v}_{1}-\bar{g}\left(2 T+T^{\prime}\right)\right]+(\underbrace{N}+\frac{1}{2}) \bar{k} \bar{v}_{\mathrm{r}} \tag{2.48}
\end{align*}
$$

so that equation (2.18) for the total contribution from the $-\omega t$ term of the optical phase for interferometers with $N \pi$-pulses (with $N$ even) becomes

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & {\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \overline{v_{1}}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right] T-\bar{k} \bar{g} T\left(t_{2}-t_{12}\right) } \\
& +[\delta+\omega_{\mathrm{ab}}-\bar{k} \bar{v}_{1}+(\underbrace{N}+\frac{1}{2}) \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)] T+\bar{k} \bar{g} T\left(t_{4}-t_{34}\right) \\
= & {[2\left(\omega_{\mathrm{ab}}+\delta\right)+(\underbrace{N}+1) \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)] T } \tag{2.49}
\end{align*}
$$

## $\phi$ term

Just as the $\pi$-pulses did not contribute a net phase to the $-\omega t$ term, they also contribute no net phase to the static phase term. Equation (2.19) still applies, independent of $N$.

Combining equations (2.41), (2.46), and (2.49), we can now evaluate the complete interferometer phase difference $\Phi_{\boxed{1}}$, including the evolution of the atomic wavefunction and the contribution from the optical phase being imposed on the atoms at each pulse. Analogous to equation (2.21), we have

$$
\begin{align*}
\Phi_{\boxed{1}}= & \Phi_{\boxed{1}}(\text { atom })+\Phi \Phi_{1}(\text { light }) \\
= & \frac{m v_{\mathrm{r}} T}{\hbar}(N+1) v_{\mathrm{r}}-2 \omega_{\mathrm{ab}} T \\
& +(N+1)\left[-k v_{\mathrm{r}}-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)\right] T-\left[(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \\
= & {\left[-(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T } \tag{2.50}
\end{align*}
$$

and analogous to equation (2.33) for the conjugate interferometer pushed up by the $\pi$-pulses, we have

$$
\begin{align*}
\Phi_{\boxed{2}}= & \Phi_{2}(\text { atom })+\Phi_{2}(\text { light }) \\
= & -\frac{m v_{\mathrm{r}} T}{\hbar}(N+1) v_{\mathrm{r}}-2 \omega_{\mathrm{ab}} T \\
& +(N+1)\left[+k v_{\mathrm{r}}+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)\right] T-\left[(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2\left(\omega_{\mathrm{ab}}+\delta\right) T \\
= & {\left[+(N+1)\left(k v_{\mathrm{r}}-\bar{k} \overline{\mathrm{v}}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T } \tag{2.51}
\end{align*}
$$

The difference between the two measurements (2.50) and (2.51) is the measurement of the recoil frequency. Analogous to equation (2.34), we now have

$$
\begin{align*}
\Phi_{\boxed{1}}-\Phi_{\boxed{2}}= & \left\{\left[-(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T\right\} \\
& -\left\{\left[+(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T\right\} \\
= & -2(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \tag{2.52}
\end{align*}
$$



Figure 2.4: Recoil measurement with one additional recoil $(N=1)$. When $N$ is odd, the beam direction for the final two $\pi / 2$-pulses must reverse (compare with Figure 2.3). Otherwise, because the atomic state entering the third $\pi / 2$-pulse is reversed, the final two $\pi / 2$-pulses would cancel the effect of the first two $\pi / 2$-pulses and thereby reduce the frequency separation by one recoil frequency. To maintain the frequency separation between the interferometers proportional to $N+1$, we therefore reverse the direction of the lasers for the final two $\pi / 2$-pulses and correct their frequencies accordingly.

## $N$ odd

Interferometers constructed with an odd number of $\pi$-pulses enter the third $\pi / 2$-pulse in the opposite state they exit the second $\pi / 2$-pulse. Figure 2.4 shows an example with $N=1$. As a result, the roles of the states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$ are reversed for the last $\pi / 2$-pulse pair. In all of the different expressions which contribute to the final interferometer phase difference, when $N$ is even, the first and second $\pi / 2$-pulse pair produce terms proportional to the recoil shift with the same sign, thus doubling that term in the final expression. For example, in equation (2.11) the first and second $\pi / 2$-pulse pair both generate the term $-k v_{\mathrm{r}} T$, which adds up to $-2 k v_{\mathrm{r}} T$ in total. On the other hand, when $N$ is odd, with all of the beam directions unchanged the terms proportional to
the recoil frequency from the second $\pi / 2$-pulse pair have the opposite sign compared to the terms from the first $\pi / 2$-pulse pair. In all of the different components of the final phase, the terms from the two $\pi / 2$-pulse pairs cancel, reducing the number of recoils from $N+1$ to $N$. To avoid reducing the number of recoils, when $N$ is odd we reverse the beam direction for the final two $\pi / 2$-pulses. Thus, the $k z$ term for each of the four $\pi / 2$-pulses contributes as

| Geometry 1 | $\pi / 2$-pulse $\# 1$ | $\# 2$ | $\# 3$ | $\# 4$ |
| ---: | :---: | :---: | :---: | :---: |
| Direction of $\|\mathbf{k}\|$ | Up | Up | Up | Up |
| Unshifted path | 0 | 0 | 0 | $-k_{4} z_{4 \mathrm{U}}$ <br> $=-k z_{4 \mathrm{U}}$ |
| Shifted path | $+k_{1} z_{1 \mathrm{~S}}$ <br> $=+k z_{1 \mathrm{~S}}$ | $-k_{2} z_{2 \mathrm{~S}}$ <br> $=-k z_{2 \mathrm{~S}}$ | $-k_{3} z_{3 \mathrm{~S}}$ <br> $=-k z_{3 \mathrm{~S}}$ | 0 |

Although we now have a contribution from the unshifted path, each term still contributes with the sign convention given in Table 2.1. In the shifted path the $k z$ term adds when the atom changes from state $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ at the first $\pi / 2$-pulse and subtracts when the atom goes from $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$ at the second and third $\pi / 2$-pulses. At the last $\pi / 2$-pulse in the unshifted path, the $k z$ term again subtracts when the atom changes from $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$. Since the positions in equation (2.39) still apply, the total contribution from the $k z$ term is thus identical to equation (2.46).

The total phase difference from the atom's evolution in the dark and from the remaining terms in the optical phase do change, however. Because the roles of the atomic states are reversed for the final two $\pi / 2$-pulses, the phase evolution due to the energy difference $\hbar \omega_{\mathrm{ab}}$ between the states exactly cancels the analogous term from the first two $\pi / 2$-pulses. The difference of the total action phase between the two interferometer paths is thus

$$
\begin{equation*}
\Phi_{1}(\text { atom })=\frac{m v_{\mathrm{r}}^{2} T}{\hbar}(N+1) \tag{2.53}
\end{equation*}
$$

the same as equation (2.41) but without the $-2 \omega_{\mathrm{ab}} T$ term.

The contribution from the static phase of the lasers is no longer given by equation (2.19). Instead

$$
\begin{equation*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}=\phi_{1}-\phi_{2} \underbrace{-\phi_{3}+\phi_{4}} \tag{2.54}
\end{equation*}
$$

where the underbrace indicates the terms whose sign is reversed. Similarly, the phase for the $-\omega t$ term is now

$$
\begin{equation*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}=+\phi_{1}(\omega)-\phi_{2}(\omega)-\phi_{3}(\omega)+\phi_{4}(\omega)=-\Delta \phi_{12}(\omega) \underbrace{+\Delta \phi_{34}(\omega)} \tag{2.55}
\end{equation*}
$$

Because the input state is different and the beam direction is no longer reversed for the final two $\pi / 2$-pulses, the frequencies for these pulses given in equations (2.47) and (2.48) become

$$
\begin{align*}
\omega_{3}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{3} \bar{v}_{3}-\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}} \\
& =\delta+\bar{k}\left[\bar{v}_{1}-\bar{g}\left(T+T^{\prime}\right)\right]-\left(N+\frac{1}{2}\right) \bar{k} \bar{v}_{\mathrm{r}}  \tag{2.56}\\
\omega_{4}-\omega_{\mathrm{ab}} & =\delta+\bar{k}_{4} \bar{v}_{4}-\frac{1}{2} \bar{k} \bar{k}_{\mathrm{r}} \\
& =\delta+\bar{k}\left[\bar{v}_{1}-\bar{g}\left(2 T+T^{\prime}\right)\right]-\left(N+\frac{1}{2}\right) \bar{k} \bar{v}_{\mathrm{r}} \tag{2.57}
\end{align*}
$$

so that equation (2.55) becomes

$$
\begin{align*}
\Phi_{\mathrm{S}}-\Phi_{\mathrm{U}}= & {\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{12}-t_{1}\right) } \\
& +\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}-\bar{k} \bar{g} T+\frac{1}{2} \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{2}-t_{12}\right) \\
& -\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}-\bar{k} \bar{g}\left(T+T^{\prime}\right)-\left(N+\frac{1}{2}\right) \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{34}-t_{3}\right) \\
& -\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}-\bar{k} \bar{g}\left(2 T+T^{\prime}\right)-\left(N+\frac{1}{2}\right) \bar{k} \bar{v}_{\mathrm{r}}\right]\left(t_{4}-t_{34}\right) \\
= & {\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}+\frac{1}{2} \bar{k} \overline{v_{\mathrm{r}}}\right] T-\bar{k} \bar{g} T\left(t_{2}-t_{12}\right) } \\
& \quad-\left[\delta+\omega_{\mathrm{ab}}+\bar{k} \bar{v}_{1}-\left(N+\frac{1}{2}\right) \bar{k} \bar{v}_{\mathrm{r}}-\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left(t_{4}-t_{34}\right) \\
= & {\left[(N+1) \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T+\bar{k} \bar{g} T\left[\left(t_{4}-t_{2}\right)-\left(t_{34}-t_{12}\right)\right] } \\
= & {\left[(N+1) \bar{k} \bar{v}_{\mathrm{r}}+\bar{k} \bar{g}\left(T+T^{\prime}\right)\right] T } \tag{2.58}
\end{align*}
$$

which is the same as equation (2.49) without the $2\left(\omega_{\mathrm{ab}}+\delta\right) T$ term.
Combining equations (2.46), (2.53), and (2.58), we have the complete expression for interferometer 1 with $N$ odd

$$
\begin{align*}
& \Phi \\
& \boxed{1}(N \text { odd }) \\
&= \frac{m v_{\mathrm{r}} T}{\hbar}(N+1) v_{\mathrm{r}} \\
&+(N+1)\left[-k v_{\mathrm{r}}-\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)\right] T-\left[(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T  \tag{2.59}\\
&= {\left[-(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T }
\end{align*}
$$

which is identical to equation (2.50) without the $+2 \delta T$ term. Similarly, equation (2.51) for the conjugate interferometer 2 becomes

$$
\begin{align*}
& \Phi_{\boxed{2}}(N \text { odd }) \\
&=-\frac{m v_{\mathrm{r}} T}{\hbar}(N+1) v_{\mathrm{r}}-2 \omega_{\mathrm{ab}} T \\
&+(N+1)\left[+k v_{\mathrm{r}}+\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)\right] T-\left[(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T \\
&= {\left[+(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T } \tag{2.60}
\end{align*}
$$

so that the up/down difference for $N$ odd is identical to equation (2.52). Comparing the results from interferometers with $N$ odd and $N$ even is an important test for systematic errors (see Section 6.2.3).

### 2.1.4 Inverted Interferometers

Interferometer 2 differs from its conjugate interferometer 1 by selecting the other internal state after the second $\pi / 2$-pulse. If we now take these two "normal" interferometers and reverse the direction of all of the recoils, we can generate the final two interferometer geometries 3 and 4 . As shown in Figure 2.5, interferometers 3 and 4 look the same as interferometers 1 and 2, respectively, but reflected about the horizontal axis. By measuring the phase from these two "inverted" interferometers, we are able to eliminate many systematic errors such as shifts due to magnetic bias


Figure 2.5: Inverted interferometers, generated by reversing the direction of all of the lasers for each of the pulses. These new interferometer geometries labeled 3 and 4 appear the same as the normal interferometers $\boxed{1}$ and $\sqrt{2}$ (shown in gray) reflected about the horizontal axis. Except for the sign of the gravity term, the final phase expressions for 1 and 3 are the same, and similarly for 2 and 4 . However, since interferometer 3 is pushed $u p$ by the $\pi$-pulses while 1 is pushed down, the roles of up and down are reversed for the inverted interferometers. This inversion helps cancel spatially dependent systematic effects such as those caused by the external magnetic field and the gravity gradient.
field inhomogeneities and gravity gradients that depend on where the interferometers occur in space. This cancelation occurs because interferometer 3 for which the atom emerges from the second $\pi / 2$-pulse in the $|\mathrm{a}\rangle$ state is pushed $u p$ by the $\pi$-pulses and has a phase expression

$$
\begin{equation*}
\Phi_{\boxed{3}}=\left[-(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)+(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T \tag{2.61}
\end{equation*}
$$

which is the same as the result in equation (2.50) for 1 , pushed down by the $\pi$-pulses, with the sign of the gravity term reversed. The roles of up and down are similarly reversed for interferometers 22 and 4 .

$$
\begin{equation*}
\Phi_{\boxed{4}}=\left[+(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right)+(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right)\right] T+2 \delta T \tag{2.62}
\end{equation*}
$$

Combining the phase results from interferometers 3 and 4 in equations (2.61) and (2.62), we have

$$
\begin{equation*}
\Phi_{\boxed{3}}-\Phi_{\boxed{4}}=-2(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \tag{2.63}
\end{equation*}
$$

which is identical to equation (2.52), the result for the normal interferometers 1 and 2. To combine the results from "normal" interferometers 1 and 2 with inverted interferometers 3 and 4 , we calculate the unweighted arithmetic mean of equations (2.52) and (2.63)

$$
\begin{equation*}
\frac{1}{2}\left[\left(\Phi_{\boxed{1}}-\Phi_{\boxed{2}}\right)+\left(\Phi_{\boxed{3}}-\Phi_{\boxed{4}}\right)\right]=-2(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \tag{2.64}
\end{equation*}
$$

The results for all four interferometer geometries are summarized in Table 2.2

Table 2.2: The complete phase expression for the four fundamental interferometer geometries. To calculate the phase difference between the two paths for each of the four fundamental interferometer geometries, we must evaluate first the phase evolution of the atomic wavefunction between the pulses when the light is off and second, the contribution of the optical phase $k z-\omega t+\phi$ imposed on the atom at each pulse.

|  | Interferometer Geometry |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  |
| Recoil Direction | Normal | Inverted | Normal | Inverted |
| $\pi$-pulses push | Down | Up | Up | Down |
| Evolution of Atomic Wavefunction | $+\frac{m v_{\mathrm{r}}^{2} T}{\hbar}(N+1) \underbrace{-2 \omega_{\mathrm{ab}} T}$ |  | $-\frac{m v_{\mathrm{r}}^{2} T}{\hbar}(N+1) \underbrace{-2 \omega_{\mathrm{ab}} T}$ |  |
| Light Pulses: <br> $k z$ term | $\begin{aligned} & -2(N+1) k v_{\mathrm{r}} T \\ & \quad-k g\left(T+T^{\prime}\right) T \end{aligned}$ |  | $\begin{aligned} & +2(N+1) k v_{\mathrm{r}} T \\ & \quad-k g\left(T+T^{\prime}\right) T \end{aligned}$ |  |
| $-\omega t$ term | $\underbrace{2\left(\omega_{\mathrm{ab}}+\delta\right) T}_{+\bar{k} \bar{g}\left(T+T^{\prime}\right) T}+(N+1) \bar{k} \bar{v}_{\mathrm{r}} T$ |  | $\underbrace{2\left(\omega_{\mathrm{ab}}+\delta\right) T}_{+\bar{k} \bar{g}\left(T+T^{\prime}\right) T}-(N+1) \bar{k} \bar{v}_{\mathrm{r}} T$ |  |
| $\phi$ term | $\left(\phi_{1}-\phi_{2}\right)+(-1)^{N}\left(\phi_{3}-\phi_{4}\right)$ |  |  |  |
| $\Phi(\boxed{1}), \Phi(\boxed{3})$ | $\begin{aligned} & -(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \\ & \quad-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right) T \end{aligned}$ |  |  |  |
| $\Phi(\underline{2}), \Phi(\boxed{4})$ | $\begin{aligned} & +(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T \\ & \quad-(k g-\bar{k} \bar{g})\left(T+T^{\prime}\right) T \end{aligned}$ |  |  |  |

Up / Down Difference:
$\Phi(\boxed{1})-\Phi(\boxed{2}), \Phi(\boxed{3})-\Phi(\boxed{4}) \quad-2(N+1)\left(k v_{\mathrm{r}}-\bar{k} \bar{v}_{\mathrm{r}}\right) T$

### 2.2 Two-photon transitions

### 2.2.1 Adiabatic passage

The ability to transfer atomic population from one state to another using adiabatic passage $[16,17,18,19]$ has been demonstrated in many different contexts [20, 21, $22,23]$. In this experiment we transfer cesium atoms between the $F=3$ and $F=4$ hyperfine ground states by adiabatically varying the intensity of two lasers tuned to the transitions from the ground states to the $F=3^{\prime}$ excited state.

Consider the cesium atom energy structure shown in Figure 2.6 in the presence of two counter-propagating laser beams with frequencies $\omega_{1}$ and $\omega_{2}$ and wavevector magnitudes $k_{1}$ and $k_{2}$. We assume for now that the beams can be described by plane waves so that the electric field is

$$
\begin{equation*}
\mathbf{E}(z, t)=\mathbf{E}_{1} \cos \left(k_{1} z-\omega_{1} t+\phi_{1}\right)+\mathbf{E}_{2} \cos \left(-k_{2} z-\omega_{1} t+\phi_{2}\right) \tag{2.65}
\end{equation*}
$$

Using the excited state $6 \mathrm{P}_{1 / 2}(F=3)$ as intermediate state $|\mathrm{i}\rangle$, we can write the singlephoton coupling strength in terms of Rabi frequencies

$$
\begin{align*}
& \Omega_{1}=\frac{e}{\hbar}\langle\mathrm{i}| \mathbf{r} \cdot \mathbf{E}_{1}|\mathrm{a}\rangle  \tag{2.66}\\
& \Omega_{2}=\frac{e}{\hbar}\langle\mathrm{i}| \mathbf{r} \cdot \mathbf{E}_{2}|\mathrm{~b}\rangle \tag{2.67}
\end{align*}
$$

where $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$ represent the hyperfine ground states $6 \mathrm{~S}_{1 / 2}(F=3)$ and $6 \mathrm{~S}_{1 / 2}(F=4)$, respectively. The frequency detunings from resonance


$$
\begin{align*}
& \Delta_{1}=\omega_{1}-\omega_{\mathrm{ai}}=\Delta-\delta / 2-k_{1} \cdot v-\frac{1}{2} \frac{\hbar}{m} k_{1}^{2}  \tag{2.68}\\
& \Delta_{2}=\omega_{2}-\omega_{\mathrm{ai}}=\Delta+\delta / 2-k_{1} \cdot v-\frac{1}{2} \frac{\hbar}{m}\left(k_{1}^{2}+k_{2}^{2}\right) \tag{2.69}
\end{align*}
$$

can be defined in terms of a detuning $\Delta$ from the single-photon resonance condition and a relative detuning $\delta$ from the two-photon resonance.


Figure 2.6: The Cesium level structure shown to scale. The $6 \mathrm{~S}_{1 / 2}$ ground state couples via electric dipole transitions to the two fine structure split excited state levels $6 \mathrm{P}_{1 / 2}$ and $6 \mathrm{P}_{3 / 2}$. Because of the $I=\frac{7}{2}$ spin of the nucleus, each of these three levels is further split into $2 J+1$ hyperfine levels, which can be further split into $2 F+1$ magnetic sublevels in the presence of an external magnetic field. We use lasers tuned to the $6 \mathrm{P}_{3 / 2}$ excited state (often called the D 2 transition) to cool and trap the atoms. To impart the recoils, build the interferometers, and make the measurement of $\omega_{\text {rec }}$, we tune another set of lasers to the $6 \mathrm{P}_{1 / 2}$ excited state ( D 1 transition). These lasers drive two-photon transitions between the $F=3$ and $F=4$ hyperfine levels of the ground state. These two ground states are metastable and thus live forever on the time scales of our measurement. Because the frequency splitting of exactly 9.192631770 GHz (the famous clock transition) between these ground states is much less than the optical frequency of $c /(894.6 \mathrm{~nm}) \simeq 335 \mathrm{THz}$ between the ground and excited states, the resonance condition for this two-photon transition is defined by the difference between the frequencies of the two lasers. Consequently, only the difference frequency which is in the much more easily accessible microwave regime must be precisely controlled. In order to transfer from the $F=3$ state to the $F=4$ state, an atom must undergo a stimulated absorption process from the first laser and a stimulated emission process into the second laser. If the two lasers always counterpropagate, the atom recoils in the same direction during both processes. Thus, as an additional benefit, by driving two-photon transitions, we double the size of the recoil and quadruple the size of the recoil frequency shift $\omega_{\text {rec }}$.

The goal is to transfer atoms efficiently between ground states (from $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ and back) without disturbing their relative phase. At the atomic densities and temperatures used in our experiment, state changing collisions are extremely rare. Thus, for laboratory time scales, the hyperfine ground states live essentially forever. The excited states, on the other hand, are stable for only roughly 30 ns before they spontaneously decay back into one of the ground states. The spontaneous decay process is driven by coupling to the background vacuum field. Because the number of these vacuum states is infinite, the chance that any two spontaneous decay processes will result in the same final phase is vanishingly small. Thus, each spontaneous decay process produces a random final phase value. Since the lifetime of the excited states is much smaller than the millisecond time scales of our interferometers, the randomizing spontaneous decay process immediately destroys any coherence. Therefore, we must avoid any coupling to the excited levels. There are two general methods for transferring atoms between states $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$ while at the same time minimizing the coupling to the decohering excited levels. They are off-resonant Raman and dark-state adiabatic passage. Off-resonant Raman techniques have been successfully used in atom interferometry $[14,15]$. In this technique both laser frequencies are detuned by many excited state natural linewidths ( $\Delta \sim 200 \Gamma$ ) from single-photon resonance, thereby greatly suppressing the coupling to the excited states but still driving two-photon transitions. In this case the effective two-photon Rabi frequency will be $\Omega_{\text {eff }}=\Omega_{1} \Omega_{2} / \Delta$. To generate a pulse which transfers atoms from one ground state to another, one simply fixes the laser frequencies and exposes the atoms to the laser light for a time $\tau$ such that $\theta=\int_{0}^{\tau} \mathrm{d} t \Omega_{\text {eff }}(t)=\pi$. The case when $\theta=\pi$ is called a $\pi$-pulse. A $\pi / 2$-pulse is created when the integrated effective Rabi frequency $\theta=\pi / 2$. In this case, an atom starting in one of the pure states $(|\mathrm{a}\rangle$ or $|\mathrm{b}\rangle)$ ends in a quantum superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$.

For the dark-state adiabatic transfer technique which is used in this experiment [24, 25], both lasers are tuned exactly on resonance $(\Delta=0)$. To see how this technique avoids coupling to the excited states, we first write the Hamiltonian for the atom plus
laser system in the $\{|a\rangle\langle a|,|i\rangle\langle i|,|b\rangle\langle b|\}$ pure-state basis.

$$
H=-\frac{\hbar}{2}\left[\begin{array}{ccc}
0 & \Omega_{1} e^{-i\left[\phi_{1}+(\Delta-\delta / 2) t\right]} & 0  \tag{2.70}\\
\Omega_{1} e^{+i\left[\phi_{1}+(\Delta-\delta / 2) t\right]} & i \Gamma & \Omega_{2} e^{+i\left[\phi_{2}+(\Delta+\delta / 2) t\right]} \\
0 & \Omega_{2} e^{-i\left[\phi_{2}+(\Delta+\delta / 2) t\right]} & 0
\end{array}\right]
$$

Diagonalizing this Hamiltonian produces a new basis of three states: $|\operatorname{BS} 1(t)\rangle$, $|\operatorname{BS} 2(t)\rangle$, and $|\mathrm{DS}(t)\rangle$. The first two states are "bright states" because they still include the excited state $|\mathrm{i}\rangle$. The last state can be written in the original pure-state basis

$$
\begin{align*}
|\mathrm{DS}(\mathrm{t})\rangle & =\left[\begin{array}{lll}
c_{1}(t) & c_{2}(t) & c_{3}(t)
\end{array}\right]\left[\begin{array}{c}
|\mathrm{a}\rangle \\
|\mathrm{i}\rangle \\
|\mathrm{b}\rangle
\end{array}\right] \\
& =\left[\begin{array}{rr}
\cos \theta(t)|\mathrm{a}\rangle \\
0 & |\mathrm{i}\rangle \\
-\sin \theta(t) e^{-i\left[\delta t+\phi_{2}-\phi_{1}\right]} & |\mathrm{b}\rangle
\end{array}\right] \tag{2.71}
\end{align*}
$$

where

$$
\begin{equation*}
\tan \theta(t)=\Omega_{1}(t) / \Omega_{2}(t) \tag{2.72}
\end{equation*}
$$

Note that this "dark state" does not include the excited state $|i\rangle$ and thus will remain coherent. To understand how such a dark state can arise when both light fields are on resonance, consider the case when the atom is in state $|\mathrm{a}\rangle$. If the first laser were off $\left(\Omega_{1}=0\right)$, then $\theta=\tan ^{-1}\left(0 / \Omega_{2}\right)=\tan ^{-1}(0)=0$, and $|\mathrm{DS}\rangle=$ $\{1,0,0\}=|\mathrm{a}\rangle$. The second laser couples resonantly only to state $|\mathrm{b}\rangle$ so an atom in state $|\mathrm{a}\rangle$ will not be driven to the excited state, and thus it is in the dark state. More generally, consider arbitrary laser strengths $\Omega_{1}$ and $\Omega_{2}$ interacting with some state $|\psi\rangle=c_{1}|\mathrm{a}\rangle+c_{3}|\mathrm{~b}\rangle$. The coupling between this state and the excited state is $\langle\mathrm{i}| H|\psi\rangle=c_{1} \Omega_{1} e^{+i\left[\phi_{1}+(\Delta-\delta / 2) t\right]}+c_{3} \Omega_{2} e^{+i\left[\phi_{2}+(\Delta+\delta / 2) t\right]}$. By appropriately choosing $c_{1}$ and $c_{3}$ as in equation (2.71), the excited state coupling with the fraction of $|\psi\rangle$ in the state $|a\rangle$ exactly cancels the excited state coupling with the fraction of $|\psi\rangle$ in state $|\mathrm{b}\rangle:\langle\mathrm{i}| H|\psi\rangle=0$.

To actually transfer the atoms from one state to another, the relative intensities of the two laser fields are varied in time. At any given instant, there will be a well-defined dark state. As the relative laser intensities (or frequencies) change, this dark state will also change. However, if the change is slow enough, atoms starting in the dark state will remain there and adiabatically follow the changing state. The time scale which roughly defines the rate of change for which the process will still be adiabatic is the effective Rabi frequency, $\Omega_{\mathrm{eff}}$. For on-resonance dark-state transfer,

$$
\begin{equation*}
\Omega_{\mathrm{eff}}=\sqrt{\Omega_{1}^{2}+\Omega_{2}^{2}} \tag{2.73}
\end{equation*}
$$

If $\tau$ is the time scale of some change of the dark state, then when $\Omega_{\text {eff }} \tau \gg 1$, the process will be adiabatic. In the other regime when $\Omega_{\mathrm{eff}} \tau \ll 1$, the change of the dark state is too fast for the atoms to follow. In the limit of an infinitely fast change, the atomic state will simply be projected onto the new basis defined by the light fields after the change. The part of the atomic state projecting onto either of the two bright states will couple to the excited states and absorb a single photon. Once in the excited state, the atom almost immediately falls back into one of the ground states with randomized phase. There is a chance that it will fall back into the dark state (see Section 2.3.1). If it falls back into the bright state, it will once again absorb and then spontaneously emit a photon. This process continues until the atom ends up either 1) in the dark state, 2) optically pumped to a magnetic sublevel that has no excited state with which the light fields can couple, or 3) pushed via optical recoils out of the spatial extent of the laser beams. The remainder of the atomic state will be in the dark state with its phase preserved.

To construct a pulse similar to the $\pi$-pulse of the off-resonant Raman technique, we apply a pulse of light whose light intensities vary as shown in Figure 2.7. In this case, the atoms begin in state $|\mathrm{a}\rangle$. At the beginning of the pulse, the $\Omega_{1}$ light is off and $\Omega_{2}$ turns on rapidly. With just $\Omega_{2}$ on, the dark state is $|\mathrm{a}\rangle$, so the overlap between the dark state and the atomic state is perfect and all of the atoms start in the dark state. After $\Omega_{2}$ is fully on, we begin slowly turning on $\Omega_{1}$. As $\Omega_{1}$ turns on, we also begin slowly turning $\Omega_{2}$ off. With both light fields present, the dark state is


Figure 2.7: The two laser intensities for an adiabatic passage $\pi$-pulse which transfers atoms from state $|\mathrm{a}\rangle$ to $|\mathrm{b}\rangle$. The bold curve shows the intensity $\Omega_{1}^{2}$ of the laser coupling state $|\mathrm{a}\rangle$ to $|\mathrm{i}\rangle$, while the other curve shows the intensity $\Omega_{2}^{2}$ of the second laser coupling $|\mathrm{b}\rangle$ to $|\mathrm{i}\rangle$. For given intensities, the laser-atom coupling defines a dark state $|\mathrm{DS}\rangle$ which is not coupled to the excited state and which changes in time as the intensities change. If the intensities change slowly enough, an atom starting in the dark state (in this case, |ay) will remain there and evolve into the final state (in this case, $|\mathrm{b}\rangle$ ) without ever coupling to the excited state.
a combination of $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. As the light intensities change, the dark state changes, but if the intensities change slowly enough, the atoms will adiabatically follow this change and stay in the dark state. At the middle of the pulse when the light intensities are equal, the atom is in an equal superposition of $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. If at this point, both light fields were shut off rapidly as shown in Figure 2.8a, the atoms would stay in this superposition state, similar to a $\pi / 2$-pulse. For a $\pi$-pulse, the light intensities continue slowly changing until at the end of the pulse only $\Omega_{1}$ is on and the dark state is $|\mathrm{b}\rangle$. Finally, $\Omega_{1}$ is turned off suddenly and the atoms are projected onto the original pure state basis. Since the atoms are all in $|\mathrm{b}\rangle$, the overlap is again perfect and all of the atoms remain in state $|\mathrm{b}\rangle$.

It is important to note that although this dark-state transfer process is analogous to the $\pi$-pulse of off-resonant Raman transfer, it is not identical. An off-resonant Raman $\pi$-pulse will transfer atoms to the other hyperfine ground state independent of their initial state: $|\mathrm{a}\rangle$ goes to $|\mathrm{b}\rangle$ and $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$. For dark-state adiabatic transfer, however, because the light fields always determine the state of the atoms, the pulse


Figure 2.8: The two laser intensities for two adiabatic passage $\pi / 2$-pulses. The bold curves show the intensity $\Omega_{1}^{2}$ of the laser coupling state $|\mathrm{a}\rangle$ to $|\mathrm{i}\rangle$, while the other curves show the intensity $\Omega_{2}^{2}$ of the second laser coupling $|\mathrm{b}\rangle$ to $|\mathrm{i}\rangle$. The pulse shape in (a) transfers the atoms from state $|\mathrm{a}\rangle$ to an equal superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$, while the $\pi / 2$-pulse in (b) transfers the atoms from an equal superposition state to $|\mathrm{b}\rangle$. At the beginning and end of the pulses, the light intensities change rapidly. This non-adiabatic or sudden change in the dark state is too fast for the atoms to follow. At the beginning of the pulses, the atomic state is projected onto the dark state $|\mathrm{DS}\rangle$ defined by the light. At the end of the pulses, the atomic state projects onto the pure state basis $\{|a\rangle\langle a|,|i\rangle\langle i|,|b\rangle\langle b|\}$.
will only transfer atoms from one state to the other but not the other way around. In the above example, for instance, the "AB-pulse" shape transfers atoms only from $|a\rangle$ to $|\mathrm{b}\rangle$. Any atoms in $|\mathrm{b}\rangle$ at the beginning of the pulse are in the bright state and will be driven to the excited state where they will spontaneously emit a decohering photon. This dark-state transfer pulse is therefore not a true $\pi$-pulse. However, because of its convenience and historical significance, throughout this work, we will refer to these general pulse shapes as $\pi$ - and $\pi / 2$-pulses.

Building the remaining pulse shapes is a simple matter of time reversing the one shape or reversing the role of the $\Omega_{1}$ and $\Omega_{2}$. For instance, reversing the roles of $\Omega_{1}$ and $\Omega_{2}$ in Figure 2.7 constructs a BA-pulse which transfers atoms from $|\mathrm{b}\rangle$ to $|\mathrm{a}\rangle$. The pulse shape in Figure 2.8a is an AS-pulse because it transfers atoms from $|\mathrm{a}\rangle$ to a superposition state. Time reversing this pulse constructs an SA-pulse. Interchanging the roles of $\Omega_{1}$ and $\Omega_{2}$ construct the remaining BS- and SB-pulses. An SB-pulse is
shown in Figure 2.8b.
The primary advantage of dark-state transfer is its high transfer efficiency. In similar experiments using the off-resonant Raman technique, $\pi$-pulse efficiencies are typically on the order of $90 \%$ [26]. In our experiment, dark-state adiabatic passage transfers atoms from one ground state to the other with around $(1-\epsilon) \sim 94 \%$ efficiency. Theoretically, the maximum transfer efficiency is around $99 \%$, limited by the presence of the of the other hyperfine excited state. Largely for this reason, we use the "D1"-transition of cesium at 894.6 nm where the $6 \mathrm{P}_{1 / 2}$ excited state hyperfine splitting is 1.17 GHz instead of the "D2"-transition at 852.4 nm whose excited state $6 \mathrm{P}_{3 / 2}$ has a much smaller hyperfine splitting of roughly 0.2 GHz (see Figure 2.6). Besides the fundamental limit set by the presence of the other excited state, the transfer efficiency is also limited in practice by pulse shapes that do not change perfectly adiabatically. For a given finite laser power, we are always limited in how long we can generate the pulse, because as the pulse duration gets longer, its frequency width becomes narrower and narrower until it becomes less than the Doppler width of the atomic cloud. At this point, many of the atoms are Doppler shifted out of two photon resonance. The light does not drive these atoms as strongly and thus they are less able to follow the change of the dark state. In addition to the effect of the narrowing linewidth, long $\pi$-pulses also suffer because as gravity accelerates the atoms during the pulse, they Doppler shift out of resonance. Although we change the laser difference frequency between pulses to compensate for the Doppler shift due to gravity, we do not linearly sweep the frequency during the $\pi$-pulses. This makes the beginning and end of the pulses less adiabatic. However, even with these practical limitations, we are still able to achieve much better efficiency using adiabatic dark-state transfer than using only off-resonant Raman transfer.

### 2.3 Interferometers using adiabatic transfer

To construct all of the various interferometer geometries discussed in Sections 2.1.1 through 2.1.4, we must assemble the appropriate adiabatic transfer pulse shapes. For interferometer geometry 1 with no $\pi$-pulses we require four $\pi / 2$-pulses with shape

AS, SA, AS, SA, where AS indicates a $\pi / 2$-pulse that transfers atoms from $|\mathrm{a}\rangle$ to the superposition state with roughly equal parts of $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. For the conjugate interferometer 2 , the atom must be in the other hyperfine ground state between the second and third $\pi / 2$-pulses. Building this interferometer thus requires pulse shapes AS, SB, BS, SA. For our interferometers, the atoms always start and end in the $|\mathrm{a}\rangle$, so only the middle two $\pi / 2$-pulses ever change shape. Interferometer 3 is the same as 1 with all of the recoil directions reversed, so it is constructed with the same pulse shapes, and similarly for interferometers 2 and 4 . If the polarity of $N$ changes, then the third $\pi / 2$-pulse must once again interchange between AS and BS pulses. Table 2.3 summarizes the pulse shapes required to build each interferometer.

Table 2.3: Laser intensity pulse shapes required to generate the four interferometer geometries $1,2,2,3$, and 4 . The gray curves show the intensity of the laser coupling state $|\mathrm{a}\rangle$ to $|\mathrm{i}\rangle$, while the other curve shows the intensity of the second laser coupling $|\mathrm{b}\rangle$ to $|\mathrm{i}\rangle$. Each of the these geometries incorporate four $\pi / 2$-pulses and $N$ additional $\pi$-pulses inserted between the second and third $\pi / 2$-pulses. Here A, B, and $S$ represent states $|\mathrm{a}\rangle,|\mathrm{b}\rangle$, and the equal superposition state, respectively. Thus, an AS pulse shape transfers the atoms from state $|a\rangle$ to an equal superposition of states $|\mathrm{a}\rangle$ and $|\mathrm{b}\rangle$. The only difference between interferometer 1 and 2 is the atomic state after the second $\pi / 2$-pulse, and similarly for the inverted interferometers 3 and 4 . When $N$ is odd, the atomic state at the beginning of the third $\pi / 2$-pulse is reversed. The initial atomic state entering and the final atomic state leaving the interferometers is arbitrary. In our case, we always begin and end in state $|\mathrm{a}\rangle$, so the first and fourth $\pi / 2$-pulse shapes are always the same for the different interferometer geometries.


Ignoring imperfections in the pulses, the final interferometer phase difference does not depend on whether the interferometer is constructed using off-resonant Raman or adiabatic transfer pulses. However, for adiabatic dark-state transfer there is an important distinction for the second and fourth $\pi / 2$-pulses. Just before the light for these pulses turns on, the atoms are in a coherent superposition state, $\left|\psi_{-}\right\rangle=$ $\left(|\mathrm{a}\rangle+e^{-i \phi_{\mathrm{A}}}|\mathrm{b}\rangle\right) / \sqrt{2}$. This single quantum state is spread over two distinct spatial paths, where $\phi_{\mathrm{A}}$ represents the total phase difference that has evolved between the two paths. Both light fields $\Omega_{1}$ and $\Omega_{2}$ turn on at the same time to the same level with a well defined phase difference $\phi_{\mathrm{L}}$. These light fields define a dark state given by equation (2.71), $|\mathrm{DS}\rangle=\left(|\mathrm{a}\rangle-e^{-i \phi_{\mathrm{L}}}|\mathrm{b}\rangle\right) / \sqrt{2}$. Instead of causing the atomic state to start Rabi oscillations as an off-resonant Raman process would, these adiabatic transfer pulses project the atomic state onto the dark state and then adiabatically change the dark state to end up with a pure state. Because the atoms have been evolving for time $T$ in a superposition of two states whose velocity differ by one recoil $v_{\mathrm{r}}$, the two paths of the interferometer will be spatially distinct as long as $v_{\mathrm{r}} T>\Delta r$, where $\Delta r$ is the spatial spread of the individual atomic wavefunctions. Even for $\Delta r$ as large as one wavelength, all reasonable experimental values for $T$ satisfy this relation. When the light fields for the second $\pi / 2$-pulse turn on, they thus interact separately with the two parts of the atomic wavefunction, $\left|\psi_{-}\right\rangle(\operatorname{shifted})=\left|\psi_{\mathrm{S}_{-}}\right\rangle=-e^{-i \phi_{\mathrm{A}}}|\mathrm{b}\rangle$ for the shifted path and $\left|\psi_{-}\right\rangle$(unshifted) $=\left|\psi_{\mathrm{U}_{-}}\right\rangle=|\mathrm{a}\rangle$ for the unshifted path. After the projection, these atomic states become

$$
\begin{align*}
\left|\psi_{\mathrm{S}+}\right\rangle=|\mathrm{DS}\rangle\left\langle\mathrm{DS} \| \psi_{\mathrm{S}-}\right\rangle & =|\mathrm{DS}\rangle \frac{1}{2}\left(\langle\mathrm{a}|-e^{+i \phi_{\mathrm{L}}}\langle\mathrm{~b}|\right)\left(-e^{-i \phi_{\mathrm{A}}}|\mathrm{~b}\rangle\right) \\
& \left.=-\frac{1}{2} \exp \left(i\left(\phi_{\mathrm{L}}-\phi_{\mathrm{A}}\right)\right)\right)|\mathrm{DS}\rangle \tag{2.74}
\end{align*}
$$

and

$$
\begin{align*}
\left|\psi_{\mathrm{U}+}\right\rangle=|\mathrm{DS}\rangle\left\langle\mathrm{DS} \| \psi_{\mathrm{U}-}\right\rangle & =|\mathrm{DS}\rangle \frac{1}{2}\left(\langle\mathrm{a}|-e^{+i \phi_{\mathrm{L}}}\langle\mathrm{~b}|\right)|\mathrm{a}\rangle \\
& =\frac{1}{2}|\mathrm{DS}\rangle \tag{2.75}
\end{align*}
$$

both of which then follow the dark state as it adiabatically evolves into a pure state.

No interference has taken place. The relative phase between the interferometer paths is still preserved. However, because the separate parts of the atomic wavefunction each overlap with half of the equal superposition state, the probability of finding the atom in either path is $1 / 4$ instead of $1 / 2$. Half of the atomic wavefunction projected into the bright state, absorbed a single photon, and then spontaneously emitted a decohering photon. What we have neglected to quantify up until this point is that each time the atom spontaneously decays from the excited state, there is a nonzero probability that it will fall back into the dark state. Because the phase of this atom is randomized by the spontaneous emission process, it does not change the final interferometer phase. However, because it is in the dark state, it will be carried along though the interferometer and ultimately detected with the final signal, thus reducing the interferometer contrast.

The third $\pi / 2$-pulse, just like the first, transfers each interferometer path from a pure state to an equal superposition of states $|a\rangle$ and $|b\rangle$. Half of these atoms never overlap and thus never interfere. The two interferometer paths that overlap at the fourth $\pi / 2$-pulse are combined together into a single wavefunction. Therefore, the overlap between the atomic state $\left|\psi_{-}\right\rangle$and the dark state $|\mathrm{DS}\rangle$ it is projected onto is not limited to $1 / 2$. Finally, the atom will emerge in the pure state $|\mathrm{a}\rangle$ with amplitude $\frac{1}{2 \sqrt{2}}(1+\exp (i \Delta \phi))$, where $\Delta \phi$ is the final interferometer phase difference. The probability of finding the atom in this state is thus

$$
\begin{align*}
\left\lvert\, \frac{1}{2 \sqrt{2}}\left(1+\left.\exp (i \Delta \phi)\right|^{2}\right.\right. & =\frac{1}{8}(1+\exp (-i \Delta \phi))(1+\exp (i \Delta \phi)) \\
& =\frac{1}{4}(1+\cos \Delta \phi) \tag{2.76}
\end{align*}
$$

The phase $\Delta \phi$ is the quantity we measure in order to derive a value for the recoil frequency. In Section 5.1 we dicuss how this is done.

### 2.3.1 Contrast limit

To determine a theoretical limit for the contrast, we assume that the AS and BS $\pi / 2$-pulses (the first and third) transfer a fraction $r$ of the atoms from one hyperfine


Figure 2.9: Interference contrast limit with adiabatic passage, assuming ideal $\pi / 2$-pulses. The fraction of atoms in each path is given. At the second $\pi / 2$-pulse half of the atoms project into the dark state. The other half that project into the bright state are driven to the excited state $|i\rangle$. From $|\mathrm{i}\rangle$ they spontaneously emit an incoherent photon and fall back into the dark state with probability $f$. This process is represented by the curved dashed lines. At the last $\pi / 2$-pulse, the two intersecting interferometer paths interfere. If the interference is completely constructive ( $\Delta \phi=0$ ), all of the atoms start the pulse in the dark state and the fraction of atoms emerging is the total fraction from both paths. On the other hand, if the interference is completely destructive ( $\Delta \phi=\pi$ ), all of the atoms are in the bright state. As before, a fraction $f$ of these atoms fall back into the dark state after absorbing and then emitting a single photon. Thus, the double-headed arrow at the interfering output of the interferometer represents the continuous range of possible interference phase differences $\Delta \phi=\pi \leftrightarrow 0$.
ground state to the other and leave a fraction $(1-r)$ in the input state. Since we are interested in the theoretical maximum, for now we will assume ideal beamsplitter pulses with $r=\frac{1}{2}$. The second $\pi / 2$-pulse, with shape either SA or SB projects half of the atoms onto the bright state and half of the atoms onto the dark state. The atoms in the bright state have probability $f$ of falling back into the dark state and continuing on through the interferometer. Three distinct groups of atoms interact with the third $\pi / 2$-pulse: $\frac{1}{4}$ of the atoms enter from the shifted path, $\frac{1}{4}$ from the unshifted path, and $\frac{f}{2}$ incoherent atoms scattered back into the dark state by the second $\pi / 2$-pulse.

Each of these groups is again split with equal ratios. Because the atoms enter the first and third $\pi / 2$-pulses in a pure state, the projection is perfect and no atoms are scattered via spontaneous emission processes back into the dark state. A fraction $\frac{1}{8}$ from each interferometer path continues on to the fourth $\pi / 2$-pulse and never overlaps. This total fraction of $\frac{1}{4}$ produces no interference fringes, just a constant background. Similarly, the group of $\frac{f}{2}$ atoms split into two paths of $\frac{f}{4}$ which do not interfere. Two $\frac{1}{8}$ fractions from the shifted and unshifted paths overlap and do interfere at the fourth $\pi / 2$-pulse. For perfectly constructive interference, $\frac{1}{8}+\frac{1}{8}=\frac{1}{4}$ atoms emerge. If the final total phase difference is $\pi$, these paths destructively interfere and this fraction of the atoms are all in the bright state. A fraction $\frac{f}{4}$ fall back into the dark state to be detected. When the $\frac{1}{4}$ of the atoms that do not overlap encounter the fourth $\pi / 2$-pulse, half of them are projected onto the dark state and half are projected onto the bright state. The $\frac{1}{8}$ of the atoms projecting onto the dark state and the $\frac{f}{8}$ of the atoms that began in the bright state but fall back into the dark state combine for a total fraction of $\frac{1+f}{8}$ in the dark state to be detected. Also contributing to this signal are the $\frac{f}{2}$ atoms which are again projected by the fourth $\pi / 2$-pulse leaving $\frac{f}{2} \frac{1+f}{2}=\frac{f(1+f)}{4}$ in the dark state. For this idealized interferometer as summarized in Figure 2.9, the minimum $n_{\min }$ and maximum $n_{\max }$ fraction of atoms detected are

$$
\begin{align*}
& n_{\min }=\frac{f}{4}+\frac{1+f}{8}+\frac{f(1+f)}{4}=\frac{1}{8}\left(2 f+2 f^{2}+3 f+1\right)  \tag{2.77}\\
& n_{\max }=\frac{1}{4}+\frac{1+f}{8}+\frac{f(1+f)}{4}=\frac{1}{8}\left(2+2 f^{2}+3 f+1\right) \tag{2.78}
\end{align*}
$$

The contrast is thus

$$
\begin{equation*}
C=\frac{n_{\max }-n_{\min }}{n_{\max }+n_{\min }}=\frac{2-2 f}{4 f^{2}+8 f+4}=\frac{1}{2} \frac{1-f}{f^{2}+2 f+1}=\frac{1-f}{2(f+1)^{2}} \tag{2.79}
\end{equation*}
$$

Next we calculate a value for $f$, the probability of falling back into the dark state after one or more single photon excitations. Once an atom has absorbed a single photon and transfers to the excited state it has probability $p_{\mathrm{B}}$ and $p_{\mathrm{D}}$ of falling back into the bright and dark states, respectively. If it falls back into the bright state, it
will absorb another single photon, transfer to the excited state, and once again have a chance $p_{\mathrm{D}}$ of falling into the dark state. This process of absorbing and re-emitting single photons will continue until the atom falls into the dark state, at which point it will stop absorbing single photons. Thus, the net chance $f$ of ending up in the dark state after $1,2,3, \ldots$ excitations is

$$
\begin{equation*}
f=p_{\mathrm{D}}+p_{\mathrm{B}} p_{\mathrm{D}}+p_{\mathrm{B}} p_{\mathrm{B}} p_{\mathrm{D}}+p_{\mathrm{B}} p_{\mathrm{B}} p_{\mathrm{B}} p_{\mathrm{D}}+\cdots \tag{2.80}
\end{equation*}
$$

Since there are only three possible states, we must have $p_{\mathrm{B}}=p_{\mathrm{D}}=p$, so equation (2.80) becomes

$$
\begin{equation*}
f=p+p^{2}+p^{3}+\cdots=\frac{p}{1-p} \tag{2.81}
\end{equation*}
$$

Because the dark state is a combination of particular magnetic sublevels of the cesium, the probability $p$ depends on the branching ratios for all of the possible states accessible from the $m_{F}=+1$ excited state. The transition strengths for cesium are given in Table A. 2 of Appendix A.1.2. For the $F=3^{\prime}, m_{F}=+1^{\prime}$ and $F=4^{\prime}, m_{F}=+1^{\prime}$ excited states the probabilities $p_{3^{0}}$ and $p_{4}{ }^{0}$ of falling into the $F=3, m_{F}=0$ or $F=4, m_{F}=0$ state are

$$
\begin{align*}
& p_{3^{0}}=\frac{1}{2} \frac{6+6}{6+15+15+6+1+5}=\frac{1}{8}  \tag{2.82}\\
& p_{4^{0}}=\frac{1}{2} \frac{10+10}{10+1+9+10+15+3}=\frac{5}{24} \tag{2.83}
\end{align*}
$$

Inserting these two probabilities for the two possible excited states into equation (2.81) gives

$$
\begin{align*}
f_{30} & =\frac{p_{3^{0}}}{1-p_{30}}=\frac{1 / 8}{1-1 / 8}=\frac{1}{7}=0.143  \tag{2.84}\\
f_{40} & =\frac{p_{4^{0}}}{1-p_{4^{0}}}=\frac{5 / 24}{1-5 / 24}=\frac{5}{19}=0.263 \tag{2.85}
\end{align*}
$$

Finally, using these two values in equation (2.79) give the maximum possible interferometer contrast for each of the two excited states

$$
\begin{align*}
& C\left(F=3^{\prime}\right)=\frac{1-f_{3^{0}}}{2\left(f_{3^{0}}+1\right)^{2}}=\frac{1-1 / 7}{2(1 / 7+1)^{2}}=0.328  \tag{2.86}\\
& C\left(F=4^{\prime}\right)=\frac{1-f_{4^{0}}}{2\left(f_{4^{0}}+1\right)^{2}}=\frac{1-5 / 19}{2(5 / 19+1)^{2}}=0.231 \tag{2.87}
\end{align*}
$$

Because this theoretical maximum contrast is lower for the $F=4^{\prime}$ excited state, we instead tune our lasers to the $F=3^{\prime}$ excited state.


Figure 2.10: Interference contrast limit due to imperfect $\pi / 2$-pulses. Each $\pi / 2$-pulse transfers a fraction $r$ of the input atoms into the other state and leaves alone the remaining $1-r$ atoms. At the last $\pi / 2$-pulse, the two intersecting interferometer paths interfere. If the interference is completely constructive $(\Delta \phi=0)$, the fraction of atoms emerging is the total fraction from both paths, labeled "max". On the other hand, if the interference is completely destructive ( $\Delta \phi=\pi$ ), twice the minimum fraction of the two paths is subtracted from the total fraction, labeled "min".

Practical limitations for the contrast include pulse shapes that are not perfectly adiabatic. Assuming that each $\pi / 2$-pulses transfers a fraction $r$ of the atoms into the other ground state and leaves $1-r$ in the input state. Figure 2.10 depicts how these fractions propagate through the interferometer. After the first $\pi / 2$-pulse, $r$ of the atoms are in the shifted path and the remaining $1-r$ atoms are unshifted. After the second $\pi / 2$-pulse, the shifted and unshifted paths contain a fraction $r^{2}$
and $(1-r)^{2}$, respectively. The third $\pi / 2$-pulse, splits these two groups into four groups, two of which go on to overlap at the fourth $\pi / 2$-pulse and two of which never interfere. After the fourth $\pi / 2$-pulse, the groups which did not interfere contribute a total fraction $2 r^{2}(1-r)^{2}$ atoms to the final signal. The two paths with fractions $r^{3}$ and $(1-r)^{3}$ interfere at the fourth $\pi / 2$-pulse either constructively, producing a total fraction $r^{3}+(1-r)^{3}$, or destructively, producing a fraction of only $\left|r^{3}-(1-r)^{3}\right|$. We thus have

$$
\begin{align*}
& n_{\min }=\left|r^{3}-(1-r)^{3}\right|+2 r^{2}(1-r)^{2}  \tag{2.88}\\
& n_{\max }=r^{3}+(1-r)^{3}+2 r^{2}(1-r)^{2} \tag{2.89}
\end{align*}
$$

To arrive at a more tractable expression for the contrast we now assume that like the $\pi$-pulses, the $\pi / 2$-pulses transfer the atoms from one ground state to the other with efficiency of $1-\epsilon$. Thus, $r=\frac{1}{2}(1-\epsilon)$ and $(1-r)=\frac{1}{2}(1+\epsilon)$ and in the limit that $\epsilon \ll 1$ we have

$$
\begin{align*}
n_{\min } & \simeq \frac{1}{8}(1+3 \epsilon)-\frac{1}{8}(1-3 \epsilon)+2 \frac{1}{4}(1-2 \epsilon) \frac{1}{4}(1+2 \epsilon) \\
& \simeq \frac{1}{8}(3 \epsilon+3 \epsilon+1)=\frac{1}{8}(1+6 \epsilon)  \tag{2.90}\\
n_{\max } & \simeq \frac{1}{8}(1+3 \epsilon)+\frac{1}{8}(1-3 \epsilon)+2 \frac{1}{4}(1-2 \epsilon) \frac{1}{4}(1+2 \epsilon) \\
& \simeq \frac{1}{8}(2+1)=\frac{3}{8} \tag{2.91}
\end{align*}
$$

producing a contrast of

$$
\begin{equation*}
C=\frac{n_{\max }-n_{\min }}{n_{\max }+n_{\min }}=\frac{3-1-6 \epsilon}{3+1+6 \epsilon} \simeq \frac{2-6 \epsilon}{4}=\frac{1}{2}-\frac{3}{2} \epsilon \tag{2.92}
\end{equation*}
$$

For a transfer efficiency of $(1-\epsilon)=94 \%, \epsilon=6 \%$, and the contrast is reduced by $9 \%$. Including the effect discussed in the previous sections where atoms fall back into the dark state and assuming we use the $F=3^{\prime}$ excited state, the non-unity transfer efficiency of the pulses reduces the contrast to approximately $24 \%$.

Since the conjugate interferometer 2 uses the other hyperfine ground state the two interfering fractions are $r^{2}(1-r)$ and $r(1-r)^{2}$ which produces a contrast of

$$
\begin{equation*}
C=\frac{3-1-2 \epsilon}{3+1+2 \epsilon} \simeq \frac{2-2 \epsilon}{4}=\frac{1}{2}-\frac{1}{2} \epsilon \tag{2.93}
\end{equation*}
$$

equivalent to a contrast reduction of $\sim 3 \%$.

### 2.3.2 AC-stark shifts

Here we consider how unavoidable off-resonant couplings affect the dark state. In equations (2.66) and (2.67) we wrote the Rabi frequencies for the first laser field $\mathbf{E}_{1}$ coupling with the $|\mathrm{a}\rangle \rightarrow|\mathrm{i}\rangle$ transition and the second laser field $\mathbf{E}_{2}$ coupling with the $|\mathrm{b}\rangle \rightarrow|\mathrm{i}\rangle$ transition. There are also two additional couplings for the reversed situation when the second laser field $\mathbf{E}_{2}$ couples with the $|\mathrm{a}\rangle \rightarrow|\mathrm{i}\rangle$ transition and vice versa. Both of these couplings are detuned from resonance by the ground state hyperfine splitting $\omega_{\mathrm{ab}}$. Since this detuning is larger than all of the other terms in the Hamiltonian, to an excellent approximation these off-resonant couplings modify the Hamiltonian in equation (2.70) by

$$
\Delta H=\hbar\left[\begin{array}{ccc}
\Delta_{\mathrm{a}}^{\mathrm{AC}} & 0 & 0  \tag{2.94}\\
0 & 0 & 0 \\
0 & 0 & -\Delta_{\mathrm{b}}^{\mathrm{AC}}
\end{array}\right]
$$

where

$$
\begin{align*}
\Delta_{\mathrm{a}}^{\mathrm{AC}} & =\frac{\Omega_{2}^{2}}{4 \omega_{\mathrm{ab}}}  \tag{2.95}\\
\Delta_{\mathrm{b}}^{\mathrm{AC}} & =\frac{\Omega_{1}^{2}}{4 \omega_{\mathrm{ab}}} \tag{2.96}
\end{align*}
$$

are the ac-stark shifts. As a first-order perturbation the dark state energy eigenvalue will change from zero to

$$
E_{\mathrm{DS}}=\langle\mathrm{DS}| \Delta H|\mathrm{DS}\rangle
$$

$$
\begin{align*}
& =\hbar\left[\begin{array}{lll}
\cos \theta & 0 & -\sin \theta
\end{array}\right]\left[\begin{array}{ccc}
\Delta_{\mathrm{a}}^{\mathrm{AC}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\Delta_{\mathrm{b}}^{\mathrm{AC}}
\end{array}\right]\left[\begin{array}{c}
\cos \theta \\
0 \\
-\sin \theta
\end{array}\right] \\
& =\hbar\left[\begin{array}{lll}
\cos \theta & 0 & -\sin \theta
\end{array}\right]\left[\begin{array}{c}
\Delta_{\mathrm{a}}^{\mathrm{AC}} \cos \theta \\
0 \\
\Delta_{\mathrm{b}}^{\mathrm{AC}} \sin \theta
\end{array}\right] \\
& =\hbar\left(\Delta_{\mathrm{a}}^{\mathrm{AC}} \cos ^{2} \theta-\Delta_{\mathrm{b}}^{\mathrm{AC}} \sin ^{2} \theta\right) \\
& =\frac{\hbar}{4 \omega_{\mathrm{ab}}}\left(\frac{\Omega_{2}^{4}-\Omega_{1}^{4}}{\Omega_{\mathrm{eff}}^{2}}\right) \\
& =\frac{\hbar}{4 \omega_{\mathrm{ab}}}\left(\Omega_{2}^{2}-\Omega_{1}^{2}\right) \tag{2.97}
\end{align*}
$$

where we have used equation (2.72) to evaluate $\theta$. Similarly, to lowest order the perturbed dark state $\left|\mathrm{DS}^{\prime}\right\rangle$ can be shown to be

$$
\left|\mathrm{DS}^{\prime}\right\rangle=A\left[\begin{array}{r}
\Omega_{2}\left(1+i \phi_{1}\right)|\mathrm{a}\rangle  \tag{2.98}\\
-\frac{\Omega_{1} \Omega_{2}}{2 \omega_{\mathrm{ab}}}|\mathrm{i}\rangle \\
-\Omega_{1}\left(1-i \phi_{2}\right)|\mathrm{b}\rangle
\end{array}\right]
$$

where $A$ is required for normalization and

$$
\begin{equation*}
\phi_{i}=\frac{\Gamma}{2 \omega_{\mathrm{ab}}} \frac{\Omega_{i}^{2}}{\Omega_{\mathrm{eff}}^{2}} \tag{2.99}
\end{equation*}
$$

The dark state is thus no longer perfectly dark and is shifted in phase by

$$
\begin{equation*}
-\phi_{2}-\phi_{1}=-\frac{\Gamma}{2 \omega_{\mathrm{ab}}} \frac{\Omega_{2}^{2}+\Omega_{1}^{2}}{\Omega_{\mathrm{eff}}^{2}}=-\frac{\Gamma}{2 \omega_{\mathrm{ab}}} \tag{2.100}
\end{equation*}
$$

which amounts to a constant $-\Gamma / 2 \omega_{\mathrm{ab}}=-4.6 \mathrm{MHz} /[2(9.2 \mathrm{GHz})]=-0.25 \mathrm{mrad}$. We have simulated the interferometers by numerically integrating the Schrödinger equation during each of the four $\pi / 2$-pulses and tracking the atom's state evolution over both interferometer paths. Even with the actual pulse shapes used in the laboratory, the simulation indicates that this ac-stark shift, although present for a single pulse, cancels after four pulses when the two interferometer paths recombine. If the pulse
shapes are not the same under time reversal and exchange of $\Omega_{1}$ and $\Omega_{2}$, it will not completely cancel. However, if the same imbalance exists for the conjugate interferometer, the shift will subtract away with the difference between the up and down interferometers.

Another source of ac-stark shifts is the other hyperfine excited state. In this case, because of the excited state hyperfine splitting both light fields are detuned by the same amount of $\pm 1.17 \mathrm{GHz}$, where the sign depends on which excited state the lasers are locked to (negative for $F=3^{\prime}$ ). Because this ac-stark effect shifts each of the ground states used in the interferometers by the same amount, it should not cause a measurement error.

## Chapter 3

## Experiment



### 3.1 Cesium fountain

Our source of cold cesium atoms is provided by a beam-loaded magneto-optic trap (MOT) [27, 28, 29, 30, 31]. As shown in Figure 3.1, a 5 g sample of $99.98 \%$ pure cesium ${ }^{1}$ metal is placed inside a vacuum chamber composed of a crushable can holding the cesium ampule, two bakeable all-metal valves, and a 0.6 mm diameter nozzle. This chamber, called the oven arm, is wrapped with two fiberglass heater tapes. One heater tape, called the storage heater, is wrapped around the crushable can where the cesium is located. The other tape, called the nozzle heater, is wrapped around the rest of the oven arm. To prevent reactive cesium and its byproducts from condensing in the nozzle and clogging it, the nozzle heater is always on. This holds the nozzle at around $210^{\circ} \mathrm{C}$, which is always warmer than the rest of the oven arm chamber. The storage heater, on the other hand, is shut off when we are not running the experiment. This brings regions of the storage can below the sublimation point of solid cesium. Cesium condenses in these regions and does not leave the oven arm, thereby conserving cesium. When the storage heater is on, the coldest part of the storage can is around $120^{\circ} \mathrm{C}$ and the metal cesium sublimates into a

[^3]vapor, which sprays ballistically out of the nozzle into the lower pressure region of the source chamber. From the measured temperature of the cesium can, we calculate a minimum root-mean-square (rms) velocity of $\sqrt{3 k_{\mathrm{B}} T / m} \simeq 271 \mathrm{~m} / \mathrm{s}$. From vapor pressure data for cesium [32], we can also estimate a density of $n \sim 4 \times 10^{13} \mathrm{~cm}^{-3}$ and thus a mean distance of $1 /(n \sigma \sqrt{2}) \sim 35 \mathrm{~cm}$ between Cs-Cs collisions, assuming a collisional cross-section of $\sigma \sim 500 \times 10^{-16} \mathrm{~cm}^{2}$. This distance is much larger than the dimensions of the nozzle hole, thus the nozzle system should operate in the effusive regime where the velocity profile of the escaping cesium vapor is determined solely by the length and diameter of the nozzle hole. For circular apertures the collimation factor is $(8 r) /(3 l)$, where $r$ and $l$ are the nozzle radius and length [33]. For our nozzle dimensions, $r=0.3 \mathrm{~mm}$ and $l=6.4 \mathrm{~mm}$, the ratio of the longitudinal velocity to the transverse velocity is $\sim 8$.


Figure 3.1: Cesium source. A glass ampule containing several grams of cesium metal is placed in a crushable can attached to a stainless steel vacuum chamber. After the chamber is evacuated through "Valve 2" and the ampule is broken, the chamber is heated with fiberglass insulated heater tape. As shown, two separate heater tapes are used to independently heat the "nozzle" and "storage" regions. The temperatures of these regions are measured with thermocouples located as shown. When operating, these temperatures are $T_{\text {nozzle }}=210^{\circ} \mathrm{C}$ and $T_{\text {storage }}=120^{\circ} \mathrm{C}$. With "Valve 1" open, gaseous cesium diffuses out through the 0.6 mm diameter circular nozzle into the larger vacuum chamber. Because the 6.4 mm length of the nozzle is much greater than the nozzle tube diameter, the escaping cesium is partially collimated. All connections are either vacuum tight welds or copper gasket sealed knife-edge flanges.

By observing the light scattered when two copropagating circularly polarized lasers tuned to the $F=4 \rightarrow F=5^{\prime}$ and $F=3 \rightarrow F=4^{\prime} \mathrm{D} 2$ transitions (see Figure 2.6) intersect orthogonally with the atomic beam at the nozzle, we estimate an output flux of roughly $1 \times 10^{13}$ atoms/s.

The oven arm is attached to the source chamber via vacuum-tight bellows, which allow the direction of the partially collimated atomic beam to be controlled externally. The source chamber consists of a $100 \mathrm{~L} / \mathrm{s}$ turbomolecular pump and two orthogonally oriented rectangular apertures ("crossed slots") that can be moved transversely to the atomic beam with external mechanical feed-thrus. As depicted in Figure 3.2, these shutter blades along with the controllable orientation of the oven arm allow us to control the direction of the atomic beam into the main chamber. In addition to further collimating the atomic beam, the shutter blades also limit the leakage of background gases from the source chamber ( $P_{\text {source }} \sim 4 \times 10^{-9}$ torr) into the main chamber, thereby allowing the main chamber to be held at an even lower pressure of around $2 \times 10^{-9}$ torr. Between the source chamber and the main chamber is a 4 inch gate valve that allows us to isolate the two chambers and minimize possible contamination of the main chamber. Overlapped with the entire atomic beam but propagating in the opposite direction is a circularly polarized laser beam tuned near but below the $F=4 \rightarrow F=5^{\prime}$ transition. As described below in Section 3.1.2, this "slowing beam" is frequency chirped at a rate designed to reduce the longitudinal velocity of groups of atoms emerging from the oven arm nozzle to a speed slow enough that they can be caught in the trap. To maximize the efficiency of this capture process, the slowing beam enters the chamber with a Gaussian beam diameter of 13 mm and focuses eventually to the size of approximately 2 mm at the oven arm nozzle.

Inside the main chamber, the atoms are loaded into the MOT. Inside the roughly $1 \mathrm{~m}^{3}$ volume of the main chamber are the two high-field anti-Helmholtz coils for the MOT. These coils are made from 0.25 inch outer diameter copper tubing, which is electrically insulated with a loose fiberglass sheath and water cooled through the 0.19 inch diameter hollow core. Each coil is wound two turns wide by four turns deep with inner and outer diameters of roughly 6 and 9 cm . The coils are separated by 6 cm with their axes along the atomic beam direction. With a current of 16 A


Figure 3.2: Physical setup shown to scale. Cesium atoms from an atomic beam are loaded at a rate of roughly $3 \times 10^{8}$ atoms/s into a magneto-optic trap (MOT). A frequency chirped "slowing" laser propagates against the atomic beam and slows the atoms' longitudinal velocities so that the atoms can be more efficiently trapped by the MOT. Two of the six MOT beams are not shown and propagate into and out of the page. The four beams that are shown are used to launch the atoms vertically with a velocity of $\sim 3 \mathrm{~m} / \mathrm{s}$. After traveling $\sim 46 \mathrm{~cm}$ upward, the atoms turn around due to gravity. At this point inside the vacuum chamber, we have installed three layers of cylindrical magnetic shielding. Centered around the apex of their trajectory, we thus have almost 400 ms with which to interact with the atoms in a perturbation free environment. It is during this time while the atoms are still within the magnetic shielding that we flash on the vertical Raman beams and build the atom interferometers. After the interference has taken place and the atoms have emerged from the shielding, we flash on a vertical "probe" beam and with a photomultiplier tube (PMT), observe the resulting fluorescence which is proportional to the number of atoms in the atomic cloud.
through the coils, this geometry provides a longitudinal and transverse magnetic field gradient of roughly 6.2 and $3.1 \mathrm{G} / \mathrm{cm}$, respectively.

As shown in Figure 3.2, four of the six MOT beams enter the main chamber through anti-reflection (AR) coated windows in a cross configuration. The remaining two MOT beams enter normal to the plane defined by the four cross beams. All of the six MOT beams are collimated with a Gaussian waist diameter of 2.0 cm and set to the appropriate circular polarizations with 2 inch zero-order $\lambda / 4$-plates before each window.

### 3.1.1 Laser source

Except for a small amount of repumping light tuned to the $F=3 \rightarrow F=4^{\prime}$ transition, a single titanium-sapphire ring laser, assembled from a kit from the Schwarz Electric Optics Company (SEO), provides all of the light necessary to trap, cool, launch, magnetically polarize, and detect the cesium atoms. When pumped with 7.4 W of light from a large frame argon-ion plasma-tube laser made by Coherent, this laser produces 1.0 W of light at 852.3 nm . Figure 3.3 shows the fundamental components inside this laser, including two stages of active frequency stabilization.

As depicted in Figure 3.4 some of the light output is directed into an external glass cell containing cesium vapor. Using a standard technique [34, 35], we observe the dispersive component of the direct saturation absorption signal from this gas cell and use it to lock the laser output frequency to the cesium D 2 transition. The saturation absorption signal produces dispersive features as the laser frequency crosses each of the allowed D2 transitions originating from the $F=4$ ground state. Because the "pump" and "probe" beams counter-propagate through the cesium cell, the width of these features is roughly 5 MHz , the natural linewidth of the $6 \mathrm{P}_{3 / 2}$ state, and is not limited by the much larger Doppler broadening of the room temperature cesium gas. Relative to the $F=4 \rightarrow 5^{\prime}$ transition, the dispersive features occur at frequencies $f_{30} \simeq-450 \mathrm{MHz}, f_{4^{0}} \simeq-250 \mathrm{MHz}$, and $f_{5^{0}}=0$. In addition to these three features, there are an additional three dispersive features at the midpoints between each pairwise combination of these transitions. Again relative to the $F=4 \rightarrow 5^{\prime}$


Figure 3.3: The Titanium-sapphire ring laser pumped by an argon ion input beam generates coherent light at infrared wavelengths. The figure-eight shaped ring cavity is constrained to resonate in only one direction by the optical diode. The remaining optical elements all have frequency dependent transmission efficiencies and thus determine the final cavity resonance frequency. In order of increasing frequency selectivity, they are: the birefringent filter, the thin etalon, the thick etalon, and finally the external Fabry-Perot cavity. The ring cavity is frequency locked to the FabryPerot cavity by actuating the piezo-electric transducer (PZT) mounted mirror and the Brewster plate. The layout shown here is particular to the Schwarz Electric Optics Company model used to generate the trap lasers at 852 nm . Another Ti-sapphire laser made by Coherent with a different layout but all of the same fundamental components produces the light for the Raman lasers at 894.6 nm .
transition, these additional features, often called "crossover resonances", are located at frequencies $f_{3^{0} / 4^{0}}=\left(f_{3^{0}}+f_{4^{0}}\right) / 2 \simeq-350 \mathrm{MHz}, f_{3^{0} / 5^{0}}=\left(f_{3^{0}}+f_{5^{0}}\right) / 2 \simeq-225 \mathrm{MHz}$, and $f_{40 / 5^{0}}=\left(f_{4}{ }^{0}+f_{5^{0}}\right) / 2 \simeq-125 \mathrm{MHz}$. Because it is the largest, we lock the laser to the $F=4^{\prime} / 5^{\prime}$ crossover. Because the light going to the Cs lock first passes twice through an acousto-optic modulator (AOM) (see Figure 3.4), the absolute output frequency of the laser will be offset from this transition by twice the AOM frequency of $f_{\text {offsetAOM }} \simeq 108 \mathrm{MHz}$. In this way the final output frequency

$$
\begin{align*}
f_{\mathrm{SEO}} & =f\left(F=4 \rightarrow 5^{\prime}\right)+f_{4^{0} / 5^{0}}+2 f_{\text {offsetAOM }} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)-125 \mathrm{MHz}+2(108 \mathrm{MHz}) \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz} \tag{3.1}
\end{align*}
$$

can be easily varied by changing $f_{\text {offsetAOM }}$.


Figure 3.4: Optical setup used to lock the $S E O$ Ti-sapphire laser to the cesium transition at 852 nm . Before interacting with the cesium atoms, light from the $S E O$ Ti-sapphire laser is diffracted twice by an acousto-optic modulator (AOM). This diffracted light is then split by a dielectric beamsplitter ( BS ) into a "pump" and "probe" beams that counterpropagate through a temperature stabilized cell containing cesium vapor. An electro-optic modulator (EOM) phase modulates the probe beam which is observed by a photodiode. By mixing down the resulting electronic signal with a copy of the signal driving the EOM, a dispersive lock error signal can be generated. Because the pump and probe beams counterpropagate, the Doppler shifts of the individual cesium atoms cancel, and thus the width of the dispersive feature is close to natural linewidth of the atomic transition. The AOM shifts the frequency of the light by twice the frequency $\left(f_{\text {offsetAOM }}=+108 \mathrm{MHz}\right)$ of its radio-frequency (rf) driving signal. Therefore, by varying $f_{\text {offsetAOM }}$, one can control the laser's absolute frequency relative to the cesium transition.

### 3.1.2 Slowing beam

The slowing beam is generated by separating the +1 order from an Isomet 1250 C AOM, passing it through a traveling-wave electro-optic modulator (EOM) [36], and then directing it into the vacuum chamber (see Figure 3.5). The EOM is driven by a 7.9 W rf signal that sweeps between 518 and 322 MHz in 4.9 ms . In frequency space, this phase modulation produces sidebands shifted from the carrier by the frequency of the rf signal, $f_{\text {sweep }}$. Thus, at most one third of the optical power emerging from the slowing EOM will have frequency

$$
\begin{align*}
f_{\text {slowing }} & =f_{\mathrm{SEO}}+f_{\text {slowAOM }}-f_{\text {sweep }} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz}+200 \mathrm{MHz}-(518 \rightarrow 322 \mathrm{MHz}) \\
& \left.\simeq f\left(F=4 \rightarrow 5^{\prime}\right)-227 \rightarrow-31 \mathrm{MHz}\right) \tag{3.2}
\end{align*}
$$



Figure 3.5: Preparation of the laser light to cool, trap, and detect atoms in an atomic fountain. The magneto-optic trap (MOT) beams come from a Schwarz Electric Optics (SEO) Tisapphire laser. A small fraction of this laser's output is immediately routed with a power beamsplitter (BS) to measure its wavelength with a wavemeter, lock it and the DF Raman laser diode to cesium, and generate the probe, clearing, and Zeeman pumping beams. The remaining fraction is split roughly equally by the slowing acousto-optic modulator (AOM), sending one part to generate the slowing beam and the rest to be split up into the six MOT beams. At this AOM, repumping light from a laser diode is overlapped with all of these beams. The slowing beam is frequency chirped using a traveling-wave electro-optic modulator (EOM) and then directed to the vacuum chamber. The MOT beams are generated with trap AOMs A, B, and C, which split off a fraction of the light for the transverse, upward going, and downward going trap beams, respectively. Each beam diffracted from these AOMs is focused through a pinhole to clean up its spatial profile. Note that all of the light that ultimately arrives at the vacuum chamber can be completely extinguished with mechanical shutters. The laser frequencies at various points relative to the $F=4$ to $F=5^{\prime}$ D2 transition are given in parentheses ().

A linear frequency sweep of $\Delta f$ in time $\Delta t$ corresponds to an acceleration of $a=\lambda \Delta f / \Delta t=(852.3 \mathrm{~nm})(196 \mathrm{MHz}) /(4.9 \mathrm{~ms})=3.4 \times 10^{4} \mathrm{~m} / \mathrm{s}^{2}$. Thus, due to the absorbing of photons from the slowing beam, atoms leaving the nozzle with longitudinal velocity $\sqrt{9 \pi k_{\mathrm{B}} T /(8 m)} \simeq 294 \mathrm{~m} / \mathrm{s}$ will come to rest 1.3 m later, roughly the distance from the nozzle to the center of the MOT [37].

### 3.1.3 MOT beams

The remainder of the light not removed by the slowing AOM, passes through the three trap AOMs, labeled A, B, and C. Each trap AOM diffracts a fraction of the light into the -1 order which separates from the main beam. The diffracted light is then focused through a pinhole, and directed into the vacuum chamber. As shown in Figure 3.5, trap AOM A generates the light for the horizontal transverse trap beam, while AOMs B and C generate light for the upward and downward going beams of the cross. To generate the two upward going beams, the light diffracted by AOM B is split by a $50 / 50$ beam splitter so that half of the light can be sent to each side of the chamber, and similarly for the downward going beams from AOM C. The horizontal transverse beam from AOM A, on the other hand, is not split. It passes through the chamber and is then retroreflected by a mirror on the other side.

For optimal MOT performance, it is important that the atoms experience an identical magneto-optic force from each of the six trap beams. This force is proportional to the local magnetic field gradient and the local intensity of the laser. Each of the four cross beams is magnified to a collimated Gaussian beam diameter of roughly 2.0 cm . By symmetry, along each of these beam directions the magnetic field gradient is approximately the same. Therefore, since the beam size and field gradient are the same for the four cross beams, to balance the magneto-optic force, we must only control the power ratio of the these beams. The power ratio between the two upward going beams is fixed by the beam splitter, and similarly for the two downward going beams. Because the upward and downward going beam pairs come from different trap AOMs, we can continuously vary the top versus bottom power ratio by controlling the amplitude of the rf signal to the trap AOMs B and C. Along the axis of the
trap coils, the gradient is approximately twice as big, and thus the intensity of the horizontal trap beams must be correspondingly smaller. The horizontal trap beam going to the chamber is magnified to a collimated Gaussian diameter of 2.0 cm . The second horizontal beam is created by retroreflecting instead of splitting the incoming beam. Because of losses through the second vacuum window and in the retro-mirror, the retroreflected beam does not have the same power as the incoming beam. To compensate, a long focal length lens is inserted after the chamber so that the beam size of the returning beam at the MOT will be slightly smaller and thus its intensity will be approximately the same.

### 3.1.4 Launch

Figure 3.25 shows a master timing diagram which repeats every 908 ms . The arbitrarily chosen zero occurs when the MOT coils turn off and the mechanical shutter for the slowing beam closes. For approximately 300 ms preceding this time, the MOT has been fully operational and loading atoms at a rate of around $3 \times 10^{8}$ atoms/s. When the slowing beam shuts off, essentially no more atoms are loaded into the trap. When the trap coils shut off, there is no longer a spatial minimum in the trapping potential. The atoms thus begin to ballistically expand in all directions. However, because the trap beams are still on, the atoms are still being Doppler cooled toward the Doppler cooling frequency limit of $\Gamma / 2$ [38]. To achieve even lower temperatures we apply a small magnetic field to mostly cancel the local Earth's magnetic field and any stray fields. This field is generated by three pairs of $\sim 1 \mathrm{~m}$ diameter coils in a Helmholtz configuration. These "MOT trim coils" consist of $\sim 40$ turns of 0.050 inch diameter solid copper wire and are located outside the vacuum chamber on all faces of an imaginary cube oriented normal to the atomic beam (see Figure 3.2). With zero magnetic field in the region of the trap, the atom's magnetic sub-levels are all degenerate and polarization gradient cooling takes over [39, 40, 41]. To further improve the cooling, at $t=0$ we lower the intensities of the trap beams by a factor of $\sim 150$. This provides some adiabatic cooling and minimizes the heating due to the absorption and then isotropic spontaneous re-emission of photons.

Five milliseconds later at $t=5 \mathrm{~ms}$, we change the frequencies of the cross beams relative to the horizontal beams. We shift the upward going beams up (blue shift) and the downward going beams down (red shift) by 2.3 MHz . With this frequency asymmetry, the beams effectively cool the atoms toward a non-zero velocity of $2.7 \mathrm{~m} / \mathrm{s}$ in the vertical direction. This launches the atoms upward to produce the atomic fountain which serves as the source of atoms for the interferometer measurement.


Figure 3.6: Fluorescence from the upward traveling atom cloud. As the atoms pass through the detection region on their way up, a vertical probe beam is flashed on for 0.3 ms . A photomultiplier tube (PMT) collects a fraction of the photons scattered from this probe beam by the atoms. For a probe pulse occuring at time $t$ after the launch, we convert to position according to $z=v_{\mathrm{L}} t-\frac{1}{2} g t^{2}$ using a vertical launch velocity of $v_{\mathrm{L}}=2.71 \mathrm{~m} / \mathrm{s}$ and a gravitational acceleration of $g=9.80 \mathrm{~m} / \mathrm{s}^{2}$. By varying the time of the probe pulse, we can map out the atoms' spatial distribution in the vertical direction. Fitting these data with the function $A \exp \left\{-\frac{1}{2}\left[\left(z-z_{\text {probe }}\right) / \sigma_{\mathrm{z}}\right]^{2}\right\}+B$ using the four free parameters $A, z_{\text {probe }}, \sigma_{\mathrm{z}}$, and $B$ gives a probe position of $z_{\text {probe }}=8.505 \pm 0.004 \mathrm{~cm}$ above the MOT and an rms radius of $\sigma_{\mathrm{z}}=1.645 \pm 0.089 \mathrm{~mm}$.

After traveling about 8 cm upward the atoms enter a region which is imaged with a reduction of $\sim 3$ by a 4 inch biconvex lens of focal length 8 cm onto the approximately $1 \times 1 \mathrm{~cm}$ active area of a Hammamatsu R943-2 photomultiplier tube (PMT). When the atoms are illuminated with the vertical traveling probe beam flashed on 33.6 ms after the launch ("early probe"), they scatter light which is converted to an electrical signal by the PMT. In Figure 3.6, we present the time of flight data for the atoms as they travel upward. At this point in time, the spatial distribution of the atoms is
much smaller than the size of the probe beam, so by varying the time when the probe turns on, we can extract an rms radius of 1.65 mm in the vertical dimension for the atomic cloud. Assuming the cloud is symmetric in space, this measurement indicates the size of the atomic cloud at the time of the early probe.


Figure 3.7: Fluorescence from the downward traveling atom cloud. We perform a measurement similar to the one described in Figure 3.6, but in this case we flash the probe beam on when the atoms are traveling downward instead of upward through the detection region. For a probe pulse occuring at time $t$ after the launch, we convert to velocity according to $v=z_{\text {probe }} / t+\frac{1}{2} g t$ using a probe position of $z_{\text {probe }}=8.51 \mathrm{~cm}$ above the MOT and a gravitational acceleration of $g=9.80 \mathrm{~m} / \mathrm{s}^{2}$. By varying the time of the late probe pulse, we can map out the atoms' velocity distribution in the vertical direction. The two data sets correspond to atoms launched with (hollow) and without (solid) Zeeman pumping. Fitting these two datasets with the function $A \exp \left\{-\frac{1}{2}\left[\left(v-v_{\mathrm{L}}\right) / \sigma_{\mathrm{v}}\right]^{2}\right\}+B$ using the four free parameters $A, v_{\mathrm{L}}, \sigma_{\mathrm{v}}$, and $B$ gives a vertical launch velocity of $v_{\mathrm{L}}=2.7061 \pm 0.0004 \mathrm{~m} / \mathrm{s}$ and an rms velocity radius of $\sigma_{\mathrm{v}}=1.640 \pm 0.058 \mathrm{~cm} / \mathrm{s}$ with Zeeman pumping and $\sigma_{\mathrm{v}}=1.404 \pm 0.050 \mathrm{~cm} / \mathrm{s}$ without.

If we perform the same measurement at 520 ms after the launch ("late probe") after the atoms have reached the top of their trajectory and returned to the detection region, we can investigate the atom's vertical velocity distribution. In order to make this measurement depend only on the velocity distribution and not on the atom's spatial distribution, we iris the probe beam from its Gaussian diameter of 12 mm down to $\sim 2 \mathrm{~mm}$ so that it is much smaller that the falling cloud. As shown in Figure 3.7, the rms velocity spread in the vertical direction of atoms leaving the

MOT is $\sigma_{v}=1.40 \mathrm{~cm} / \mathrm{s}$, equivalent to 3.99 single photon recoils ${ }^{2}$ or a temperature ${ }^{3}$ of $3.18 \mu \mathrm{~K}$. Even with this relatively cold temperature, this velocity spread produces a non-negligible spread $\Delta z$ in position distribution of the atoms at the time of the early probe, $\Delta z=\sigma_{v} t_{\text {earlyprobe }}=(14.0 \mathrm{~mm} / \mathrm{s})(33.6 \mathrm{~ms})=0.472 \mathrm{~mm}$. By subtracting this spread in quadrature from the observed position spread of 1.65 mm at the time of the early probe, we can determine the rms radius of the atomic cloud at the time of the launch: $\sigma_{z}(t=0)=1.58 \mathrm{~mm}$.

### 3.1.5 Detection

Brief mention of the probe beam was made in the previous section. As shown in Figure 3.5 , this beam is derived from the light off the first beam splitter outside the $S E O$ Ti-Sapphire laser. It passes through a mechanical shutter, two AOMs (the clearing and then the probe AOM), and a final collimating lens, before it is directed into the chamber via the other input port of the bottom polarizing beam splitting (PBS) cube (see Figure 3.2). The probe beam thus propagates upward approximately overlapped with the vertical interferometer Raman beams. Overlapped with this probe beam are two other beams used for detection: the clearing and the Doppler-free (DF) Raman beam. The clearing actually comes from the same source as the probe, but it is turned on and off by the clearing AOM instead of the probe AOM. In addition, when the clearing AOM is on, the beam is deflected through a slightly different beam path which changes the beam size so that the emerging clearing beam is roughly 24 mm in diameter, or roughly twice the size of the probe beam. The probe and the clearing beams have frequency

$$
\begin{align*}
f_{\text {probe }} & =f_{\mathrm{SEO}}-f_{\text {probeAOM }} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz}-91 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)  \tag{3.3}\\
f_{\text {clearing }} & =f_{\mathrm{SEO}}-f_{\text {clearingAOM }}
\end{align*}
$$

[^4]\[

$$
\begin{align*}
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz}-91 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right) \tag{3.4}
\end{align*}
$$
\]

The clearing beam acts like a second probe beam but instead of scattering photons to be detected, the clearing beam is used to reduce the background signal by pushing all of the atoms in the $F=4$ ground state out of the detection region.

### 3.1.6 Magnetic sublevel-sensitive detection

The third beam overlapped with the probe and clearing beams is the Doppler-free (DF) Raman beam. It is used to transfer atoms between the $F=3, m_{F}=0$ and $F=4, m_{F}=0$ states. It comes from an 850 nm laser diode stabilized with a grating in the Littrow configuration [42]. The layout for this laser is shown in Figure 3.8. After some of the output power is split off to an optical spectrum analyzer and an rf photodiode, the light passes through an AOM (the DF Raman AOM) and a pinhole spatial filter before being overlapped with the clearing beam. Because this diode beam is overlapped with the clearing beam, it will have roughly the same size, a Gaussian beam diameter of $\sim 24 \mathrm{~mm}$ at the atoms. Using the beatnote between this laser and the SEO laser to feed back to the position of the grating, the DF Raman output frequency is locked $\sim 3.6 \mathrm{GHz}$ above the $S E O$ laser frequency.

$$
\begin{align*}
f_{\mathrm{DFRaman}} & =f_{\mathrm{SEO}}+f_{\mathrm{DFRamanVCO}}+f_{\mathrm{DFRamanXTAL}}+f_{\mathrm{DFRamanAOM}} \\
& \simeq f_{\mathrm{SEO}}+3.6 \mathrm{GHz}+16 \mathrm{MHz}+80 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+3.7 \mathrm{GHz} \tag{3.5}
\end{align*}
$$

By combining the dc current to this laser with an 1.3 mW microwave signal, the current to this laser is modulated at $f_{\text {mod }}=4.6 \mathrm{GHz}$, approximately half of cesium's ground state hyperfine splitting of 9.192631770 GHz . If the magnitude of the electric field is given by $E(t)=\frac{1}{2} E_{0} \exp \left(i \omega_{\mathrm{c}} t\right)+$ c.c., this modulation at frequency $\omega_{\mathrm{m}}$ produces
sidebands in frequency space according to the expression

$$
\begin{equation*}
E(t) \rightarrow \frac{E_{0}}{2} \sum_{n=-\infty}^{+\infty} J_{n}(M) \exp \left[i\left(\omega_{\mathrm{c}}+n \omega_{\mathrm{m}}\right) t\right]+\text { c.c. } \tag{3.6}
\end{equation*}
$$

where $M$ is the modulation depth. By varying the amplitude of the microwave signal, $M$ is set so that the strength of the carrier and first-order sidebands are approximately equal. With the absolute laser frequency set to $f_{\text {DFRaman }}$, the first-order sidebands have frequencies

$$
\begin{align*}
f_{+1} & =f_{\text {DFRaman }}+f_{\text {mod }} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz}+3.6 \mathrm{GHz}+4.6 \mathrm{GHz}  \tag{3.7}\\
f_{-1} & =f_{\text {DFRaman }}-f_{\mathrm{mod}} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)+91 \mathrm{MHz}+3.6 \mathrm{GHz}-4.6 \mathrm{GHz} \tag{3.8}
\end{align*}
$$

separated by $f_{+1}-f_{-1}=4.6-(-4.6)=9.2 \mathrm{GHz}$, the ground state hyperfine splitting. Thus, because of the modulation, the two first-order sidebands are nearly two-photon resonant. By tuning the modulation frequency with respect to a stable frequency reference, we can make this laser resonantly drive two-photon off-resonant Raman transitions. Because both effective Raman frequencies are copropagating, the resonance is first-order insensitve to Doppler and recoil shifts. Thus, we need only cancel any ac-stark shifts due to the DF Raman laser or any remnant magnetic field shifts. With a final output power of $\sim 2.2 \mathrm{~mW}$, we typically achieve effective two-photon Rabi frequencies of $\sim 200 \mathrm{~Hz}$ and detunings of around -80 Hz from Doppler-free resonance. Because these resonant sidebands are detuned $\sim 1 \mathrm{GHz}$ from the singlephoton $F=4 \rightarrow F=5^{\prime}$ transition, the resonance width is not limited by the excited state lifetime but only by the spectral width of the $\sim 2.5 \mathrm{~ms}$ long $\pi$-pulses. This linewidth of roughly $1 /\left(2 \pi T_{\pi}\right)=64 \mathrm{~Hz}$ is much smaller than the Zeeman shift of $\sim 50 \mathrm{kHz}$ for magnetic bias field strengths of 72 mG . Thus, by tuning the two-photon frequency, each of the Zeeman sublevels can addressed individually.


Figure 3.8: Setup for an external cavity laser diode used for the repumping, DF Raman, and tracer lasers. An anti-reflection (AR) coated semiconductor laser diode is pressed into an Invar block, onto which is mounted a collimating lens whose distance to the diode can be sensitively adjusted. Feedback electronics stabilize the diode's temperature by reading the signal from a thermistor (not shown) and controlling the current to a thermo-electric (TE) cooler. A grating reflects the laser output into several diffraction orders. Using a stable aluminum mirror mount, the grating is oriented so that a first order diffraction reflects exactly back into the laser. According to the Bragg condition, the reflection angle of this first order diffraction depends on the laser wavelength, so this back reflected light stabilizes the laser's output frequency. By controlling the voltage to a piezo-electric transducer (PZT) which sensitively adjusts the distance from the diode to the grating, the laser frequency can be fine tuned or locked to an atomic reference. The primary zero-order reflection continues on out of the airtight aluminum enclosure through two cylindrical lens which remove the beam's asymmetry. An optical isolator prevents downstream optics from scattering light back into the diode and disturbing its stability. Finally, the beam is focused through a pinhole with a tranmission efficiency of roughly $50 \%$ to filter out higher order spatial modes.

With the probe alone, we count all of the atoms in the $F=4$ state. However, by introducing spectrally narrow transitions between specific Zeeman sub-levels, we are able to detect only those atoms in the $m_{F}=0$ Zeeman sublevel. To detect the number of atoms launched from the trap in the $F=4, m_{F}=0$, for example, we would perform one Doppler-free $\pi$-pulse to transfer the atoms from the $F=4, m_{F}=0$ to the $F=3, m_{F}=0$ state. Because of the presence of the $F=3 \rightarrow F=4^{\prime}$ repumping light overlapped with the trap beams, all atoms leave the trap in the $F=4$ state. Thus, after one DF Raman $\pi$-pulse, the only atoms in the $F=3$ state are atoms that were launched in the $F=4, m_{F}=0$ state. We then apply a clearing pulse to remove any atoms leftover in the $F=4$ state. A second Doppler-free $\pi$-pulse from the DF Raman laser brings the $F=3, m_{F}=0$ atoms back to the $F=4, m_{F}=0$ state, where they can be detected by the ordinary $F=4 \rightarrow F=5^{\prime}$ probe light. The light scattered from this probe pulse will be proportional to the atoms leaving the trap in the $F=4, m_{F}=0$ state.

### 3.1.7 Zeeman pumping

To increase the final signal we magnetically polarize the atoms after they leave the trap but before they enter the magnetic shielding. To accomplish this, we turn on a laser beam tuned to the $F=4 \rightarrow F=4^{\prime}$ transition. This laser enters the chamber $\sim 5 \mathrm{~cm}$ above the trap, travels horizontally through the chamber, hits a mirror, and retroreflects exactly back on itself. It is linearly polarized in the vertical direction. Because its polarization is roughly parallel to the magnetic bias field it will drive all transitions $F=4, m_{f} \rightarrow F=4^{\prime}, m_{f}^{\prime}$ except when $m_{f}=0$. After roughly 30 ns the atoms will spontaneous emit a photon and fall back into one of the states $F=4, m_{f}-1$, $F=4, m_{f}$, or $F=4, m_{f}+1$ with probabilities given by the angular matrix elements for that transition. Once an atom reaches the $F=4, m_{F}=0$ ground state, it will no longer be coupled to the excited state by the laser, and it will thus remain in that state. Because of the chance that an atom in the $F=4^{\prime}$ excited state might fall into the $F=3$ ground state, out of resonance with the Zeeman pumping laser, we overlap with this beam some of the $F=3 \rightarrow F=4^{\prime}$ light from the repumping laser. When the atoms
encounter these beams on their way upward, they are pumped to the $F=4, m_{F}=0$ state. Although the $m_{F}=0$ signal from a sample of atoms equally distributed among the 9 possible Zeeman sublevels should increase by a factor of 9 when it encounters this "Zeeman pumping" beam, we typically see an enhancement of only 3. This is most likely due to heating as the atoms spontaneously re-emit photons. The heated atom cloud expands faster and thus fewer atoms remain in the probe beam when the detection pulse occurs. From Figure 3.7, the spread of the atomic velocities in the vertical direction increases from $1.40 \mathrm{~cm} / \mathrm{s}$ to $1.64 \mathrm{~cm} / \mathrm{s}$. Subtracting these two rms velocities in quadrature indicates that the Zeeman pumping adds a velocity of $0.85 \mathrm{~cm} / \mathrm{s}$, equivalent to 2.4 single photon recoils or a temperature increase of $1.2 \mu \mathrm{~K}$.

The Zeeman pumping beam comes originally from the $S E O \mathrm{Ti}$-Sapphire laser but passes through two AOMs before entering the chamber (see Figure 3.5). The first Zeeman pumping AOM at frequency $f_{\mathrm{ZP} 1}=117.5 \mathrm{MHz}$ is on all the time while the second Zeeman pumping AOM at frequency $f_{\mathrm{ZP} 2}=108 \mathrm{MHz}$ switches on 1 ms after the launch, well before the atoms pass through the Zeeman pumping beam.

$$
\begin{align*}
f_{\mathrm{ZP}} & =f_{\mathrm{SEO}}-2 f_{\mathrm{ZP} 1}-f_{\mathrm{ZP} 1} \\
& \simeq f_{\mathrm{SEO}}+91 \mathrm{MHz}-235 \mathrm{MHz}-108 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 5^{\prime}\right)-252 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 4^{\prime}\right) \tag{3.9}
\end{align*}
$$

Also at this time, the MOT trim coils switch current levels to a setting which applies a large bias field in the vertical direction. Because the final measurement will involve magnetic sublevel sensitive detection, we must preserve the magnetic dipole orientation of the atoms by applying a well-defined magnetic bias field. For the Zeeman pumping process to work properly, this magnetic field must be vertical to match the polarization of the Zeeman pumping beam. It must also be in the same direction as the magnetic bias field within the magnetic shielding so that there is no point along the atoms' trajectory where the magnitude of the field vanishes.

### 3.2 Adiabatic passage beam generation

The most fundamental part of the entire experiment consists of the Raman beams which are used to construct the atom interferometers and thereby measure the recoil shift. These beams must have precise and well defined wavefront properties. They must have stable absolute frequency with respect to the cesium atom. They must be split into two counter-propagating beams whose phase and frequency difference are ultra-stable with respect to a precision time standard even when changed to compensate for Doppler and recoil shifts. In order to adiabatically transfer atoms between internal states, we must be able to independently control the intensity of each beam. Finally, we must be able to electronically switch the beam direction.

### 3.2.1 Laser source

As diagrammed in Figure 3.9, the adiabatic transfer or "Raman" beams originate from a Model 599 titanium-sapphire ring laser from Coherent pumped by 11 W from the same large frame Argon Ion laser that pumps the $S E O$ Ti-sapphire. Although the ring cavity is in the vertical plane instead of the horizontal plane, this laser contains the same components described in the layout for the $S E O$ laser (Figure 3.3). As shown in Figure 3.9, $\sim 20 \mathrm{~mW}$ of the 900 mW output at 894.6 nm is split off, 10 mW to an external lock to cesium and 10 mW to a wavemeter which determines the wavelength to $\pm 0.0005 \mathrm{~nm}$. The remainder of the power goes to the generation of the two optical frequencies used to adiabatically transfer atoms between the $F=3$ and $F=4$ ground states and thereby build the atom interferometers. From here on, these two frequencies addressing the $F=3 \rightarrow F=3^{\prime}$ and $F=4 \rightarrow F=3^{\prime}$ transitions of the D1 line of cesium at 894.606 nm will be called " $F=3$ " and " $F=4$ ", respectively.


Figure 3.9: Preparation of the adiabatic passage beams. The laser beams used to drive two-photon transitions and build the interferometers come from a Coherent Titanium-sapphire laser. A small fraction of its output is immediately separated with a power beam splitter (BS) in order to measure the laser's wavelength and to lock the laser to cesium. Roughly $80 \%$ of the remaining power is split off by a polarizing beamsplitter (PBS) and frequency shifted by 9 GHz . This microwave frequency shift is achieved by first phase modulating the light with a 9 GHz electro-optic modulator (EOM) and then using a Fabry-Perot cavity to filter out all spectral components except the desired sideband. In order to achieve the required modulation depth from the EOM, a Porro prism (PP) reflects the light back through the EOM. This " $F=3$ " light is overlapped with the other $20 \%$ of the laser power, the " $F=4$ " light, at the first calcite polarizer (CP1). A microwave photodiode detects the 9 GHz beat frequency between these two lasers, allowing their phase and frequency difference to be precisely controlled. To control the intensity of each laser, an acousto-optic modulator (AOM) is placed in each path before CP1. In addition to these "shaping" AOMs, a "common switch AOM" is placed between CP1 and CP2. By varying the amplitude of the rf signal to these three AOMs, the fraction of light diffracted toward the switchyard and ultimately to the atoms can be controlled. The laser frequencies relative to the $F=4$ to $F=3^{\prime}$ D1 transition are given in parentheses ().

### 3.2.2 Second optical frequency

To generate the two optical frequencies, we lock the Ti-sapphire laser near the $F=4$ transition and shift a fraction of the output by 9.2 GHz to address the $F=3$ transition. As shown in Figure 3.9, we use an electro-optic modulator (EOM) to produce the microwave frequency shift of $f_{\text {EOM }}$. This EOM is a prototype design ${ }^{4}$ from New Focus which consists of 0.6 mm wide by 0.4 mm tall by 33.3 mm long anti-reflection (AR) coated $\mathrm{LiTaO}_{4}$ crystal housed in a specially designed case. The case forms a cavity that resonates at certain rf and microwave frequencies, one of which is 9 GHz . The geometry of this enclosure is designed so that when microwave power is properly coupled into the cavity, the electric field produced in the crystal will be resonantly enhanced. According to the Pockels effect, this electric field alters the real part of the index of refraction [43]. Consequently, light whose polarization is aligned with the electric field in the crystal will experience a phase shift. Because this phase shift is proportional to the electric field, the phase of the light will be effectively modulated at the microwave frequency. As mentioned in equation (3.6), in frequency space this modulation produces sidebands separated by the modulation frequency. Even with the long crystal and the resonantly enhanced electric field driven with input microwave power of 1.0 W , we are not able to obtain the optimum modulation depth with a single pass. By using a square-cut knife-edge Porro prism to retro-reflect the light back through the crystal, however, we are able to maximize the amount of power in the first-order sidebands, so that they each account for roughly one third of the optical power, with the remaining third of the power divided between the carrier and higher order sidebands. We are interested in only one of the sidebands. In order to filter out the other unwanted frequency components, we next pass the modulated light through a Fabry-Perot cavity with a finesse of $\sim 150$ and an off-resonant transmission efficiency of $\sim 0.015$. By tuning this Fabry-Perot cavity to resonate at only one of the frequencies, we select a single sideband. We obtain an optical transmission of more than $97 \%$ for the first pass through the EOM crystal and a total transmission of $89 \%$

[^5]for both passes ${ }^{5}$. The resonant transmission efficiency through the Fabry-Perot cavity is $80 \%$. Thus, the process of shifting an optical frequency by a microwave frequency $f_{\text {EOM }}$ has a total efficiency of $\sim 24 \%$.

In order to obtain approximately the same amount of power in the $F=3$ and $F=4$ beams, an adjustable power splitter separates the Ti-sapphire light into fractions of roughly $80 \%$ and $20 \%$, with the larger amount going to the frequency shifting section which produces the $F=3$ beam. This power splitter is simply a zero-order $\lambda / 2$-plate plus a polarizing beamsplitter (PBS) cube. After shifting the frequency of the $F=4$ light to produce the $F=3$ beam, we now have effectively two 170 mW lasers whose frequency difference is given by the frequency of the microwave signal driving the EOM. We are now ready to control the intensity and direction of these two lasers.

### 3.2.3 Shaping AOMs

To control the intensity, we pass each of these beams through its own 40 MHz AOM made by Andersen Laboratories. By varying the amplitude of the $f_{\text {shAOM }}=40 \mathrm{MHz}$ rf signal to these two "shaping AOMs" we can control the fraction of light they diffract into the first-order. These anti-reflection coated shaping AOMs transmit $>99 \%$ of the light. At an optimum rf power of $\sim 3 \mathrm{~W}$, they have diffraction efficiencies of $90 \%$ and $97 \%$ for the $F=3$ and $F=4$ beams, respectively, By controlling the amplitude of the two separate rf signals, we can thus electronically vary the intensity of the light sent to the atoms.

The outputs of the two shaping AOMs are overlapped at the first calcite polarizer (CP1 in Figure 3.9). To improve the overlap efficiency, we use a zero-order $\lambda / 4$-plate to set the polarization of the $F=3$ beam to be linear and perpendicular to the plane of the optical table (S-polarized). A $\lambda / 4$-plate instead of a $\lambda / 2$-plate is required because the polarization of the light is converted from linear to circular by another $\lambda / 4$-plate placed just before the Fabry-Perot optical filter cavity. This first $\lambda / 4$-plate serves to minimize the light that reflects off of the mode-matched Fabry-Perot cavity and travels back into the Ti-sapphire laser thus interfering with the laser's frequency

[^6]stability. At the overlapping polarizer CP1, the polarizations of the $F=3$ and $F=4$ are therefore nearly orthogonal.

### 3.2.4 Common switch AOM

The first-order light from the shaping AOMs continues on through an Isomet model 1206C-1-830 AOM. This "common switch AOM" is driven by a 2.0 W rf signal at $f_{\text {swAOM }}=120 \mathrm{MHz}$. The amplitude of this 120 MHz signal is controlled by a (MiniCircuits model ZYSW-2-50DR) rf switch which leaves the rf on or turns it off with an isolation of 58 dB . Because at this point both the $F=3$ and $F=4$ beams are overlapped and spatially mode matched, the common switch AOM serves to switch both light fields on or off together in exactly the same manner with exactly the same phase shift. This AOM was added to the setup partway into the experiment to fix a previously unexplained systematic error from the $\pi / 2$-pulses (see Section 6.7 ), so much of the recoil data were taken without it.

### 3.2.5 Switchyard

After the common switch AOM, the overlapped but orthogonally polarized $F=3$ and $F=4$ beams are separated by a second calcite polarizer (CP2 in Figures 3.9 and 3.10). When aligned to the first polarizer, CP2 separates the two orthogonal Raman polarizations with leakage less than $1 \times 10^{-5}$. With the common switch AOM in the beam, however, this isolation decreases to roughly $10^{-3}$, most likely due to small (possibly thermally induced) birefringent properties of the AOM crystal. To repurify the polarization we insert an additional zero-order $\lambda / 2$-plate designed for use at 852 nm just before CP2. By adjusting the angle of incidence and angle of the optic axis of this waveplate, we are able to compensate for the effect of the common switch AOM and return the leakage to $\sim 10^{-5}$. However, as might be expected from thermally induced birefringence, this cancelation does not remain perfect, causing the leakage to drift up to but never higher than $\sim 1 \times 10^{-4}$. This second calcite polarizer CP2 also serves as the point where the tracer beam is overlapped with the Raman beams. The tracer beam will be discussed in Section 3.3.3.


Figure 3.10: The Raman beam switchyard allows us to electronically reverse the direction of the Raman lasers. Two pairs ("near" and "far") of acousto-optic modulators (AOMs) selectively direct each of the two input frequencies ( $F=3$ " and " $F=4$ ") into either of the two possible output directions ultimately pointed toward the top and bottom of the vacuum chamber. If the switchyard is on, each laser is diffracted by only one switchyard AOM into one of the two optical fibers. The fibers are used to 1 ) improve the isolation of all of the AOMs and 2) to provide the final spatial filtering before the beams interact with the atoms. The "tracer" laser is overlapped with the Raman lasers at the second calcite polarizer (CP2) and thus propagates orthogonally polarized relative to the Raman beams. A quartz crystal is inserted before the bottom fiber to rotate the polarization of just the tracer beam so that its polarization is then approximately parallel to that of the Raman beams. The laser frequencies at various points relative to the $F=4$ to $F=3^{\prime} \mathrm{D} 1$ transition are given in parentheses ()s. Note that the Raman light emerging from the fibers is resonant with either the $F=3 \rightarrow 3^{\prime}$ or the $F=4 \rightarrow 4^{\prime}$ transition.

After the beams split they enter the "switchyard" which consists of four Isomet model 1205C-1-830 AOMS, a few refocusing lenses, and several mirrors (see Figure 3.10). The switchyard has two input paths, labeled $F=3$ and $F=4$, and two output paths, labeled "top" and "bottom". Its purpose is to allow us to electronically switch between three possible conditions: 1) "normal" condition where $F=3$ goes to bottom and $F=4$ goes to top, 2) "invert" condition where $F=3$ goes to top and $F=4$ goes to bottom, and 3) "off" condition when no light emerges into either output. The switchyard thus allows us to change the beam direction and also provides an additional layer of isolation to ensure that the Raman light is really off when it is supposed to be.

To better understand how the switchyard works, consider the normal condition. In this case, the "near" AOMs (see Figure 3.10) are off and the "far" AOMs are on. The $F=4$ light, for example, passes unshifted through the $F=4$ near AOM but is then shifted into the top fiber by the $F=4$ far AOM, and similarly for the $F=3$ beam into the bottom fiber. In the inverted condition the control electronics switch the rf signals so that the near AOMs are on and the far AOMs are off. In this case, the $F=4$ light is shifted by the first AOM it encounters (the $F=4$ near AOM) into a path that when the next two mirrors are correctly oriented overlaps with the path that the $F=3$ far AOM would shift the beam into if it were on (i.e. the path headed into the bottom fiber). In a similar way, the $F=3$ near AOM directs the $F=3$ beam through the $F=4$ far AOM, which must be off, and into the top fiber. Note that the condition with all four switchyard AOMs on is not permitted. The OFF condition is when all switchyard AOMs are off.

### 3.2.6 Spatial filtering

After emerging from the switchyard, each interferometer Raman beam passes through a $3 M$ FS-PM-4611HT single-mode polarization-preserving optical fiber. A high numerical aperture lens focuses the light into the $5.3 \mu \mathrm{~m}$ mode field diameter of the fiber. A zero-order $\lambda / 2$-plate before the lens sets the polarization of the beam to match the orientation of the asymmetry of the fiber core. Because the fiber input and output
facets are not anti-reflection coated or angle polished, they tend to exactly retroreflect a fraction of the light. The fiber thus acts like an extremely thick glass etalon, whose transmission efficiency varies as the reflections off its input and output faces interfere. To minimize this effect we insert some index-matching gel made by Math Associates between the input focusing lens and the bare fiber. With the gel in place, the light sees roughly the same index of refraction as it passes through the focusing lens, propagates through the gel, and into the glass fiber. Because the gel changes the effective focal length of the focusing lens, we compensate for this by re-optimizing the distance between the lens and the fiber.

After emerging from the $\sim 1 \mathrm{~m}$ long bare fibers the beams diverge rapidly in free space until they are focused by $\times 10$ microscope objectives to a Gaussian beam waist diameter of $114 \mu \mathrm{~m}$. Including the input focusing lens and this microscope objective after the output, we measure a total transmission efficiency of $60 \%$ through the top fiber and $40 \%$ through the bottom fiber ${ }^{6}$. This efficiency could be improved by as much as $15 \%$ by AR coating the fibers and replacing the microscope objectives, which are made for use at visible frequencies and are not optimized for transmission at 894.6 nm . The total transmission efficiency will ultimately be limited by the input beam quality. Although the spatial mode emerging from the Ti-sapphire laser is quite good, after being diffracted by three AOMs (one shaping, the common switching, and one switchyard), the final beam may not be as easily matched with the mode of the fiber. In fact, mode quality is the primary reason for using optical fibers. The recoil measurement depends on the atoms interacting with lasers of extremely well defined momentum, which is defined by the local wavefront gradient. By filtering out higher order spatial modes, the fibers insure that the interferometer beams have clean and well-defined wavefronts. In addition to spatial filtering, the fibers also improve the on-off insolation of the AOM intensity switches (see Table 3.1).

[^7]Table 3.1: Isolation performance of the switchyard. In order to pass through one of the two optical fibers, the $F=4$ and $F=3$ Raman beams must be diffracted in series by three acousto-optic modulators (AOMs): the individual shaping AOMs (Ind), the common switch AOM (Com), and one AOM from the switchyard. The state of these AOMs is represented as either on (1) or off (0). The state of the switchyard is determined by two switchyard controls ( $10=$ normal, $01=$ inverted, and $00=$ off $)$. The infinity $\infty$ symbol indicates that the light emerging from the fiber saturated the sensitive photodiode we used to detect the leakage signals. All other numbers represent the amount of optical power emerging from the fiber relative the fully on level.

|  |  | Switchyard |  | Top Fiber |  | Bottom Fiber |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ind | Com | Norm | Inv | $F=4$ | $F=3$ | $F=4$ | $F=3$ |
| 1 | 1 | 1 | 0 | $\infty$ | $3 \times 10^{-5}$ | $2 \times 10^{-5}$ | $\infty$ |
| 0 | 1 | 1 | 0 | $4 \times 10^{-4}$ | $1 \times 10^{-7}$ | $3 \times 10^{-7}$ | $2 \times 10^{-4}$ |
| 1 | 0 | 1 | 0 | $8 \times 10^{-6}$ | $9 \times 10^{-9}$ | $6 \times 10^{-9}$ | $8 \times 10^{-6}$ |
| 0 | 0 | 1 | 0 | $3 \times 10^{-9}$ | $<6 \times 10^{-10}$ | $<6 \times 10^{-9}$ | $2 \times 10^{-9}$ |
| 1 | 1 | 0 | 1 | $2 \times 10^{-5}$ | $\infty$ | $\infty$ | $3 \times 10^{-5}$ |
| 0 | 1 | 0 | 1 | $2 \times 10^{-7}$ | $1 \times 10^{-4}$ | $4 \times 10^{-4}$ | $1 \times 10^{-7}$ |
| 1 | 0 | 0 | 1 | $9 \times 10^{-9}$ | $6 \times 10^{-6}$ | $1 \times 10^{-5}$ | $8 \times 10^{-9}$ |
| 0 | 0 | 0 | 1 | $<6 \times 10^{-10}$ | $1 \times 10^{-9}$ | $4 \times 10^{-9}$ | $<6 \times 10^{-10}$ |
| 1 | 1 | 0 | 0 | $6 \times 10^{-8}$ | $6 \times 10^{-7}$ | $1 \times 10^{-7}$ | $7 \times 10^{-7}$ |
| 0 | 1 | 0 | 0 | $<1 \times 10^{-9}$ | $<1 \times 10^{-9}$ | $<2 \times 10^{-9}$ | $<2 \times 10^{-9}$ |
| 1 | 0 | 0 | 0 | $3 \times 10^{-9}$ | $3 \times 10^{-9}$ | $<6 \times 10^{-10}$ | $1 \times 10^{-9}$ |

### 3.2.7 Collimation and polarization

After emerging from the fibers, the light is collimated, circularly polarized, and then directed vertically into the vacuum chamber. After being focused by the microscope objectives at the outputs of the fibers each beam is allowed to expand freely to a Gaussian beam diameter of $1.91 \pm 0.15 \mathrm{~cm}$ before being collimated by a plano-convex lens of focal length 2 m (part number PLCX-50.8-1030.2-C from $C V I$ ). Each beam then reflects off three more high quality dielectric mirrors, which direct it into the vacuum chamber. Except for the last top mirror, all of the mirrors are at least 3 inches in diameter. Because of space constraints, the last top mirror is cut at $45^{\circ}$ from two inch round stock, so it is elliptical with 2 inches for its smaller dimension. Each mirror


Figure 3.11: Final Raman beam preparation. After being spatially filtered by an optical fiber, each Raman beam is focused by a $\times 10$ microscope objective to a Gaussian waist diameter of $114 \mu \mathrm{~m}$, where its position is determined using a $343 \mu \mathrm{~m}$ diameter pinhole. Each beam expands to a diameter of 9.7 mm before it is collimated by a $f=2 \mathrm{~m}$ plano-convex lens. High quality optics then direct the beams to the vacuum chamber. Before entering the chamber, each beam passes through a polarizing beamsplitter (PBS) cube that purifies its polarization and a $\lambda / 4$-plate that converts its polarization to circular. Irises above and below the chamber fix the position of the beam. Overlapped with each Raman beam is the tracer laser. The beat signal between the bottom and top tracer beams is detected by the optical interferometer on the interferometer platform (see Figure 3.14) and used by the tracer PLL to remove phase noise from the Raman beams. Not shown is the active vibration isolation system (see Figure 3.15) that stabilizes and isolates the interferometer platform from environmental vibrations. By amplitude modulating the tracer laser and comparing the phase delay of this modulation signal for the top path to the same signal from the bottom path, we estimate that the optical path from CP2 (see Figure 3.10) to the top PBS cube is no more than 12 cm longer for the top path than for the bottom path.
is specified to be $\lambda / 10$ at 633 nm with scratch-dig rating of $10-5$. Before entering the chamber, each beam passes through a 2 inch polarizing beam splitter cube and then a zero-order $\lambda / 4$-plate with 2 inch clear aperture from Special Optics. The polarizing cubes clean up the polarizations of the already roughly linearly polarized beams before the $\lambda / 4$-plates converts their polarization from linear to circular. Although we do not know the actual sign of the helicity used in the lab, without loss of generality, from here on we will assume the Raman beams are $\hat{\sigma}_{+}$polarized. To minimize the chance of the bottom beam reflecting off the surfaces of the $\lambda / 4$-plate or the polarizing beam splitter cube, each of these optics is tilted from normal so that the small amount of reflected light does not make it back to the atoms inside the vacuum chamber. For the same reason, as depicted in Figure 3.11, the top and bottom windows of the vacuum chamber are also tilted at a $5^{\circ}$ from normal.

### 3.3 Frequency and phase control

### 3.3.1 Difference frequency

After the first calcite polarizer CP1 overlaps the $F=3$ and $F=4$ polarizer, a mirror picks off just the zero-order light from the shaping AOMs and directs it toward a microwave photodiode. Because the orthogonally polarized light beams will not interfere and produce a beatnote, a polarizing beamsplitter cube oriented at $45^{\circ}$ projects roughly half of each frequency component into the same linear polarization $\sim 45^{\circ}$ from S-polarized. These two overlapped beams are then focused by a 6.4 mm focal length lens onto a $25 \mu \mathrm{~m}$ diameter photodiode. This gallium-arsenide photodetector is a custom-made design of Agilent (formerly Hewlett Packard) [44]. For our beams focused to a Gaussian beam waist diameter of $54 \mu \mathrm{~m}$, this detector has a sensitivity of $0.1 \mathrm{~A} / \mathrm{W}$. Via an SMA adaptor the photodetector is connected directly to a Picosecond Pulse Labs bias tee (model 5550B) which allows the incoming dc bias voltage to be separated from the outgoing microwave signal. This signal terminates in a JCA812-300 microwave amplifier from JCA Technology which has a specified gain and noise floor of 24 and 2.4 dB , respectively.


Figure 3.12: Microwave beatnote. A 9 GHz resonant cavity electro-optic modulator (EOM) frequency offsets the $F=3$ laser from the $F=4$ laser. A microwave photodiode detects the beat signal between these two lasers. This 9 GHz signal is mixed down to the radio-frequency (rf) regime using a precision microwave reference whose fixed frequency output is exactly 928 times its external reference. Its 10 MHz external reference is based on the LORAN C frequency standard which can ultimately be traced to the NIST atomic clocks. Once in the rf regime, phase lock loop (PLL) electronics discussed in Appendix B compare this beatnote with the output of a direct digital synthesizer (DDS), whose output frequency is computer controlled and also traceable to the LORAN C reference. The PLL controls the voltage-controlled oscillator (VCO) which drives the EOM, thus closing the loop. With the feedback loop closed, the frequency difference between the two Raman lasers can be precisely controlled with the DDS while their phase difference is stably locked to an atomic clock standard. The PLL thus removes all phase noise (represented by $\phi_{\text {vib }}$ ) due to the relative motion of all optical elements up until the photodiode. The dotted lines represent the optical part of the feedback loop.

Figure 3.12 diagrams how the 9.3 GHz output of the microwave beatnote is mixed down and then used to phase lock the EOM frequency to a stable time reference. First, the output of microwave beatnote amplifier is mixed down by a Western Microwave MJ46MX mixer. The reference signal connected to the LO port of the mixer comes from a cw precision microwave source made by CTI Communications. This source contains two oscillator plus phase lock loop (PLL) stages. These two PLLs lock a dielectric resonance oscillator (DRO) at a frequency exactly 928 times a 10 MHz external reference signal. This reference signal comes directly from a Stanford Research Systems FS700 frequency standard, which receives the LORAN C [45] timing signal maintained by United States Naval Observatory. This timing signal is certified by the National Bureau of Standards and traceable to the atomic clock time standard maintained by the National Institute of Standards and Technology in Colorado. In this way our microwave reference is locked to an accurate time standard.

With the beatnote at frequency $f_{\mathrm{EOM}} \simeq f_{34}+100 \mathrm{MHz}$ at its RF port and the microwave reference at $9280000.000 \mathrm{~Hz}=f_{34}+87.36823 \mathrm{MHz} \mathrm{Hz}$ at its LO port, the IF port of the microwave mixer outputs a signal whose frequency is $f_{\mathrm{EOM}}-$ $9.28 \mathrm{GHz} \simeq 12.63177 \mathrm{MHz}$. This rf signal is then compared with the output of the direct digital synthesizer (DDS) by the Raman PLL (see Appendix B) that controls the VCO driving the EOM. This closes the loop and thereby phaselocks the $F=3$ beam to the $F=4$ beam with a difference frequency close to cesium's ground state hyperfine splitting but precisely tunable in discrete steps of $\sim 0.233 \mathrm{~Hz}$ by a frequency synthesizer stable with respect to the official time standard. Because the microwave beatnote also senses any shift of phase of the $F=3$ light with respect to the phase of the $F=4$ light, the Raman PLL also removes any relative phase noise between the two lasers.

### 3.3.2 Absolute frequency

To determine the absolute laser frequency of the $F=3$ and $F=4$ components, we must trace the frequencies from the source through all of the frequency shifting optics until we arrive at the atoms. At the atoms the laser frequencies must be tuned to the
$F=3 \rightarrow F=3^{\prime}$ and $F=4 \rightarrow F=3^{\prime}$ cesium transitions, respectively.
First, we discuss Figure 3.13 which shows how the Coherent Ti-sapphire laser source is locked to cesium. The $\sim 10 \mathrm{~mW}$ split off from the main output at frequency $f_{\text {Coh }}$ is immediately split into two beams with a controllable power ratio using a zero-order $\lambda / 2$-plate followed by a polarizing beamsplitter cube. The beam which continues on through the cesium cell and into the detection photodiode will in this section be called the "probe". The other beam called the "pump" passes first through an AOM and then an EOM before being overlapped with the probe beam within the cesium cell. Because the frequency of the $f_{\mathrm{CsAOM}} \simeq 60 \mathrm{MHz}$ rf signal at the AOM is varied to control the absolute laser frequency relative to cesium, the pump beam passes twice through this AOM. Exactly retro-reflecting the pump beam after it passes once through the AOM guarantees that the return beam which is shifted twice by the AOM to frequency $f_{\text {Coh }}-2 f_{\text {CsAOM }}$ will not move as the diffraction angle changes with AOM driving frequency. In order to separate the exactly retroreflected returning pump beam from the incoming pump beam without losing power, we use the beam's polarization. The incoming pump beam is S-polarized by a second polarizing beamsplitter cube. After one pass through the AOM it encounters a zeroorder $\lambda / 4$-plate which circularizes the beam's polarization. After this beam reflects off the retro-mirror it passes again through the $\lambda / 4$-plate converting the polarization to P-polarized, which is orthogonal to the input polarization. This ongoing beam then passes through the polarizing beamsplitter cube without being deflected.

The frequency shifted pump beam next passes through an EOM crystal whose applied electric field oscillates sinusoidally at 3.53 MHz . This pump beam which is frequency shifted and now also phase modulated at 3.53 MHz by the EOM is then overlapped with the probe beam using an $R=70, T=30 \%$ power beamsplitter. The power beamsplitter is oriented so that the pump counter-propagates with the probe beam through the cesium cell. Because the pump beam frequency $f_{\text {pump }}=$ $f_{\text {Coh }}-2 f_{\text {CsAOM }}$ is tuned near the $F=4 \rightarrow F=3^{\prime}$ cesium D1 transition, the pump beam polarizes the cesium atoms it encounters. Because the pump beam is phase modulated, the atomic polarization is also phase modulated. When the probe


Figure 3.13: Optical setup used to lock the Coherent Ti-sapphire laser to the cesium transition at 894.6 nm . The small fraction of light separated from the laser's main output is immediately split using a polarizing beamsplitter (PBS) into a "pump" and "probe" beam. The probe beam continues on through a magnetically shielded cesium cell and then into a photodiode. The pump beam is directed twice through an acousto-optic modulator (AOM) and then through an electro-optic modulator (EOM) that modulates its phase at 3.53 MHz before it enters the cesium cell. When the laser is tuned near a cesium transition, it polarizes the atoms. Since it is created by the light, this atomic polarization also modulates with the pump beam. The probe beam interacts with these same atoms and thus also undergoes the same modulation, which can be detected by the photodiode. By mixing down the resulting electronic signal with a copy of the signal driving the EOM, a dispersive lock error signal can be generated. Because the pump and probe beams counterpropagate, the Doppler shifts of the individual cesium atoms cancel, and thus the width of the dispersive feature is close to natural linewidth of the atomic transition. The "lock AOM" shifts the frequency of the light by twice the frequency of its radio-frequency (rf) driving signal ( $f_{\mathrm{CsAOM}}=-60 \mathrm{MHz}$ ). Therefore, by varying $f_{\mathrm{CsAOM}}$, one can control the laser's absolute frequency relative to the cesium transition. Note that because the probe beam is modulated only via the atoms, the potential for systematic lock offsets is greatly reduced. In fact, using the laser cooled atoms in the main vacuum chamber, we have verified that the long term absolute accuracy of this lock is better than $\pm 100 \mathrm{kHz}$.
beam encounters this polarized atomic sample, it acquires the same modulation signal. Pure phase modulation would of course produce no amplitude oscillation at a photodetector. However, because the modulated light must pass through the dispersive cesium medium, the phase modulation becomes amplitude modulation whenever the laser frequency crosses one of the cesium transitions. This light amplitude modulation is converted to an electronic signal by a photodiode with sufficient bandwidth. At this point, the electronic signal is demodulated with a copy of the 3.53 MHz driving signal. As with all saturation spectroscopy signals, the lock signals are visible only when both the pump and the probe beam address the same atoms. Because the pump and probe beam counterpropagate, this occurs only when the Doppler shift for the pump and the probe beam relative to a particular atomic velocity class are equal and opposite. Thus, when locking to the $F=4 \rightarrow 3$ transition,

$$
\begin{equation*}
f_{\text {pump }}+f_{\text {probe }}=f_{4 \rightarrow 3^{0}} \tag{3.10}
\end{equation*}
$$

and similarly for the $F=4 \rightarrow F=4^{\prime}$ transition. From Figures 3.9 and 3.13, it is clear that $f_{\text {probe }}=f_{\text {Coh }}$, and since $f_{\text {pump }}$ is shifted by the AOM, equation (3.10) becomes

$$
\begin{equation*}
f_{\mathrm{Coh}}-2 f_{\mathrm{CsAOM}}+f_{\mathrm{Coh}}=f_{4 \rightarrow 3^{0}} \tag{3.11}
\end{equation*}
$$

Solving this equation for $f_{\text {Coh }}$ gives the absolute frequency of the laser

$$
\begin{align*}
f_{\mathrm{Coh}} & =f\left(F=4 \rightarrow F=3^{\prime}\right)+f_{\mathrm{CSAOM}} \\
& \simeq c /(894.606 \mathrm{~nm})+60 \mathrm{MHz} \tag{3.12}
\end{align*}
$$

To calculate the final frequencies, we must account for all of the frequency shifting optics the beams encounter before arriving at the atoms. For the $F=4$ beam we have

$$
\begin{align*}
f_{F=4} & =f_{\mathrm{Coh}}-f_{\mathrm{shAOM}}-f_{\mathrm{swAOM}}+f_{\mathrm{sy} 4 \mathrm{AOM}} \\
& \simeq f\left(F=4 \rightarrow 3^{\prime}\right)+60 \mathrm{MHz}-40 \mathrm{MHz}-120 \mathrm{MHz}+100 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 3^{\prime}\right) \tag{3.13}
\end{align*}
$$

where $f_{\text {sy4AOM }}=f_{\text {sy4near }}=f_{\text {sy4far }}$ represents the frequency of either $F=4$ switchyard AOM. Although the rf signal to the near and far AOMs is controlled with different rf switches, both signals originate from the same frequency source. Similarly for the $F=3$ beam,

$$
f_{F=3}=f_{\mathrm{Coh}}+n f_{\mathrm{EOM}}+f_{\mathrm{shAOM}}-f_{\mathrm{swAOM}}-f_{\mathrm{sy} 3 \mathrm{AOM}}
$$

where $n=0, \pm 1, \pm 2, \ldots$ distinguishes which modulation order the Fabry-Perot filter cavity is locked to. Since the $F=3 \rightarrow F=3^{\prime}$ transition has a higher frequency than the $F=4 \rightarrow F=3^{\prime}$, we always lock to the $n=+1$ order.

$$
\begin{align*}
& \simeq f\left(F=4 \rightarrow 3^{\prime}\right)+60 \mathrm{MHz}+f_{34}+100 \mathrm{MHz}+40 \mathrm{MHz}-120 \mathrm{MHz}-80 \mathrm{MHz} \\
& \simeq f\left(F=4 \rightarrow 3^{\prime}\right)+f_{34} \\
& \simeq f\left(F=3 \rightarrow 3^{\prime}\right) \tag{3.14}
\end{align*}
$$

### 3.3.3 Tracer laser

Unfortunately, although the $F=3$ and $F=4$ are phaselocked to each other at the microwave beatnote, once they split into different directions at CP2, they each encounter different optics before arriving at the vacuum chamber. If any of these optics move or if the effective index of refraction through the different fibers changes slightly due to environmental temperature or mechanical changes, then the two Raman beams will no longer be in phase when they reach the atoms. To correct for all of the relative phase accumulated after CP2, another laser called the "tracer" laser is overlapped with the Raman beams at CP2. It exactly copropagates with the Raman beams until the top of the chamber where the upward going tracer beam is combined with the downward going beam at a photodiode. The part of the tracer beam that traverses the switchyard overlapped with the $F=3$ beam is shifted by one of the $F=3$ switchyard AOMs (near or far) by a frequency of $-f_{\text {sy3AOM }}=-80 \mathrm{MHz}$. Similarly, the opposing part of the tracer beam that traverses the switchyard overlapped with the $F=4$ beam is shifted by one of the $F=4 \mathrm{AOMs}$ by a frequency of $+f_{\text {sy } 4 \mathrm{AOM}}=+100 \mathrm{MHz}$. Thus, the upward going and downward going tracer beams at the vacuum chamber always
have phase difference $2 \pi(-180 \mathrm{MHz}) t+\phi(t)$, where $\phi(t)$ represents any phase noise due to the relative motion of optical elements accumulated after the beams separate at CP2. A model S2381 avalanche photodiode from Hammamatsu detects this 180 MHz beatnote. The tracer phaselock loop (PLL) compares this beatnote with a 180 MHz reference traceable to the LORAN C 10 MHz reference and controls a 100 MHz VCO. The 100 MHz VCO generates the frequency for the $F=4$ switchyard AOMs at frequency $f_{\text {sy4AOM }}$. Because the $F=4$ switchyard AOMs control the frequency and thus the phase of the tracer and Raman beams, this feedback loop effectively removes $\phi(t)$, the relative phase accumulated after the beams split at CP2.

The tracer laser comes from a laser diode that was custom anti-reflection coated by New Focus. It is mounted similarly to the other laser diodes in this experiment (see Figure 3.8) and is passively frequency stabilized by a grating in the Littrow configuration to a wavelength of 896.68 nm . As shown in Figure 3.8, the output beam passes through two elliptical lenses which correct its asymmetry, a single-stage optical isolator, and finally a $350 \mu \mathrm{~m}$ diameter pinhole to improve the beam quality. We typically achieve a transmission efficiency of $\sim 50 \%$ and an output power after the pinhole of $\sim 3 \mathrm{~mW}$. Using two lenses, this single-frequency cw laser beam is mode matched to the Raman beams in the switchyard. Finally, two mirrors direct the beam into the other input port of the calcite polarizer CP2. The single-stage optical isolator rotates the polarization by $\sim 45^{\circ}$, so CP2 splits the tracer beam into roughly equal parts. Note that because the tracer beam enters the other input port of CP2, on each output path the tracer beam emerges polarized orthogonal to the Raman beams. The beams remain orthogonally polarized through the top fiber and to the top PBS cube where the tracer is deflected toward the photodiode instead of continuing on toward the vacuum chamber along with the top Raman beam. At the bottom PBS cube, on the other hand, if the tracer and Raman beam are orthogonally polarized, then the tracer would be deflected away and not pass through the chamber where it can be directed onto the photodiode by the top PBS cube. To convert the beams from orthogonally polarized to parallel polarized, we insert a 20 mm thick piece of quartz crystal before the input to the bottom fiber. This quartz crystal was cut, polished, and AR coated by TwinStar Optics to act as a very high order waveplate.

Incident light polarized along the crystal's optical axis experiences a different index of refraction than does light incident along the orthogonal polarization. For the Raman beams at 894.60 nm this index of refraction difference is almost 10 wavelengths. The tracer beam detuned by only +2 nm experiences almost the same shift except for a difference of approximately $\lambda / 2$. This thickness of quartz crystal thus acts as a $\lambda$-plate for one wavelength and a $\lambda / 2$-plate for the other wavelength. By varying the angle of incidence to the crystal, we vary its effective thickness and thus can install it so that it leaves the Raman beam untouched but rotates the tracer beam polarization by $\sim 90^{\circ}$. The Raman and tracer beams thus emerge from the bottom fiber polarized in the same direction. Since their polarizations are parallel, they both pass undeflected through the bottom PBS cube, through the bottom $\lambda / 4$-plate, through the vacuum chamber, through the top $\lambda / 4$-plate and into the top PBS cube. Since the top and bottom $\lambda / 4$-plates are aligned so that the top and the bottom beams both have the same circular polarization inside the vacuum chamber, light that passes through both the bottom and then the top waveplates will emerge orthogonally polarized and thus be deflected by top PBS cube.

The top PBS cube is used to combine the upward going and downward going tracer beams at the photodiode (see Figure 3.14). Because the top PBS cube deflects the top tracer beam away from the photodiode, we install a zero-order $\lambda / 4$-plate and a retro-reflecting mirror on the side of the PBS cube opposite the photodiode. The $\lambda / 4$-plate which is double-passed by the top beam rotates the polarization of the top beam by $90^{\circ}$ so that the beam will not be deflected twice by the PBS cube. Instead, it will pass horizontally through the cube and overlap with the bottom beam, which is already deflected toward the photodiode. A 10 cm focal length lens collects the light and focuses it onto the $100 \mu \mathrm{~m}$ square active area of the photodiode.

Note that because the upward going bottom tracer and Raman beams have the same polarization, the bottom Raman beam will also be deflected by the top PBS cube. Since the Raman beam is $\sim 100$ times more intense than the tracer beam, the presence of the bottom Raman beam can cause problems with the photodiode signal. First, it tends to saturate the photodiode which reduces the contrast and thus the signal-to-noise ratio of the 180 MHz beatnote. Second, when the bottom


Figure 3.14: Interferometer platform used to detect the beat between the upward and downward propagating tracer beams. In order to correct for the phase noise from the relative motion of all of the optics after the Raman beams separate into the switchyard (see Figure 3.10), we use the top 2 inch polarizing beam splitter (PBS) to overlap the top and bottom tracer beams. The bottom tracer beam reflects directly into the avalanche photodiode (APD). The top tracer beam, however, requires a $\lambda / 4$-plate to rotate its polarization by $90^{\circ}$ and a mirror to redirect it back toward the photodiode. A quartz crystal that acts like a very high order waveplate plus a 0.5 inch PBS are used to filter out the bottom Raman light that is reflected by the top PBS. Phase lock loop (PLL) electronics (see Appendix B) compare the 180 MHz beat signal with a reference signal and control a 100 MHz voltage-controlled oscillator (VCO). This VCO drives the $F=4$ switchyard AOMs (near and far) and thus affects the difference frequency of both the Raman and tracer beams. With the feedback loop closed, all of the phase noise due to the relative motion of the optics is removed and replaced by that due to the motion of the top PBS. In order to reduce the motion of this single optical element, the interferometer platform that holds the top PBS is suspended from the active vertical vibration isolation system described in Section 3.4.

Raman beam turns on or off rapidly, it causes a transient but repeatable glitch in the error signal of the tracer PLL. To minimize these problems, we attempt to use the wavelength difference between the tracer and Raman beam to filter out the Raman light while leaving the tracer alone. In the current tracer setup, we use another quartz crystal, identical to the one before the bottom fiber, and a PBS cube. As with the crystal before the bottom fiber, this piece of quartz is aligned so that it leaves the Raman beam alone but acts like a $\lambda / 2$-plate for the tracer. The polarizations of both the top and bottom tracer beams rotate by $\sim 45^{\circ}$. The polarizer is then set to deflect the Raman beam which emerges from the top PBS cube P-polarized and pass the orthogonal S-polarization. The projection of both the top and the bottom
tracer beams onto this polarization passes through the polarizer and interferes at the photodiode. Note that because the top Raman beam is oppositely polarized, this filter does not work for this beam. However, because the tracer and Raman light emerge from the top fiber orthogonally polarized, very little of the top Raman beam makes it through the top PBS cube, so this Raman beam does not need to be filtered out.

In addition to this final configuration of the tracer beam path, much of our data set was taken with the tracer laser in a slightly different setup. Originally, instead of overlapping the tracer beam with the Raman beams at CP2, the beams were combined using an uncoated glass plate tilted at an angle so that it reflected roughly $10 \%$ of the light incident on each surface. It thus transmitted $80 \%$ of the Raman light and reflected $10 \%$ of the tracer light. Because this tracer beam entered the same port of CP2 as the Raman beams did, it emerged polarized in the same direction. Thus, the bottom beam which requires parallel tracer and Raman polarization did not require the additional crystal quartz optic. The top beam, however, always requires that the tracer and Raman beam be orthogonally polarized so that the tracer beam and not the Raman beam will be deflected toward the photodiode. To rotate the relative polarizations of the tracer and Raman beams, the quartz crystal was placed before the top fiber instead of before the bottom fiber. At that time the tracer laser was set to a wavelength of 886.6 nm , or roughly 8 nm lower than the Raman beams. Because the wavelength separation was four times larger than the +2 nm separation it has now, we used a different quartz crystal that was roughly four times thinner than the 20 mm one we use now. The layout of the tracer beam was changed to increase the amount of Raman and tracer light emerging from the fibers. The tracer wavelength was changed in the hope that with a smaller wavelength difference between it and the Raman beams, it would better correct the phase error due to mirror motion. To understand how this correction depends on the wavelength difference $\Delta \lambda=\lambda_{\text {tracer }}-\lambda_{\text {Raman }}$, consider a hypothetical mirror that the tracer and Raman beams reflect off at normal incidence. If the mirror moves by $\Delta z$ toward the incoming beams, the outgoing beam will be shifted in phase by $2 k_{\text {Raman }} \Delta z=4 \pi \Delta z / \lambda_{\text {Raman }}$ relative to its input phase. Similarly, the tracer beam will experience the phase shift
$4 \pi \Delta z / \lambda_{\text {tracer }}$. This is the phase shift that is detected by the photodiode and used by the tracer PLL to correct both beams. Since this correction differs from the phase shift the Raman beam experienced, the net phase error on the Raman beam will be $4 \pi \Delta z\left(1 / \lambda_{\text {Raman }}-1 / \lambda_{\text {tracer }}\right) \simeq 4 \pi \Delta z\left(\Delta \lambda / \lambda^{2}\right)$, proportional to $\Delta \lambda$. After making these two fundamental changes, we found that the improved signal-to-noise of the beatnote and the smaller wavelength difference neither helped nor hurt the signal-to-noise ratio of the final signal.

### 3.4 Vibration isolation

It is important to note that because the laser fields represent the absolute reference with which we meter the evolution of the phase of the atomic wavefunction, it is absolutely vital that the laser wavefronts be phase stable in both time and space between the first and second and between the third and fourth $\pi / 2$-pulses. Thus, with respect to freely falling atoms accelerating due only to the force of the Earth's gravity, the laser wavefronts must not move in space. As discussed in Section 3.6, we compensate for the effect of gravity by changing the difference frequency of the two Raman lasers so that at the center of each pulse the lasers will be resonant with the atoms. In addition to this unavoidable motion due to gravity, the wavefronts also move in time if any of the mirrors off which the beams reflect or if even the laser source itself moves along the beam. As described in Section 3.3.3, a tracer laser overlapped with the Raman beams detects the relative phase change of the two lasers and controls one of the switchyard frequencies to correct the optical phase for any error arising from the motion of the optics. However, because the Raman beams do not reflect off the top polarizing beam splitter (PBS) cube whereas the tracer beam does, if the top PBS cube moves, the tracer phaselock electronics will detect and inappropriately correct for this additional phase. The tracer phaselock feedback loop thus removes the effects of the motion of all of the other optics but then adds a phase due to the motion of the PBS cube. As we will discuss in more detail below, for fluctuations in the position of the PBS cube, the interferometers act like a high-pass filter with a corner frequency of approximately $1 / T$, where $T$ is the free-evolution


Figure 3.15: Active vibration isolation system. An accelerometer is suspended against gravity by three extension springs. The sensor is mounted inside a support cage from which hangs the interferometer platform (not shown) we wish to isolate from environmental vibrations. An air piston constrains the cage from tilting while allowing nearly frictionless motion in the vertical direction. A tilt sensor and adjustment screws allow the orientation of the air piston's outer sleeve to be aligned to be vertical. In real time, a computer system digitizes the sensor's output, transforms it numerically, and outputs the resulting control signal which drives a solenoid actuator (not shown). The actuator controls the entire freely moving column in order to counteract any motion sensed by the accelerometer. The freely moving components are labeled with round bubbles, while the components fixed to the support structure are labeled with square boxes.
time between the $\pi / 2$-pulses. Consequently, for large $T$ where we have more resolution, we are also more sensitive to the integrated position noise of the PBS cube, which enters the measurement as phase noise on the fringes and hinders our ability to resolve the phase shift from the photon recoils. To reduce the motion of the PBS cube, we have designed and implemented a single-axis active vibration isolation (VI) system [46].

The VI system shown in Figure 3.15 combines mechanical springs with an electronic feedback loop to produce an almost critically damped spring-mass system with an effective resonance frequency of 0.033 Hz , which significantly reduces the amplitude of vibrations at frequencies from 0.1 to 100 Hz . Attached rigidly to the support platform which holds the top PBS cube and the detection optics for the tracer beatnote (see Figure 3.14) is a column which is suspended by three stainless steel helical extension springs. In addition to the interferometer platform, this column consists of an accelerometer, the inner cylinder of an air piston, and the electrical coil of a solenoid actuator. The air piston made by Nelson Air is composed of an outer sleeve and an inner cylinder separated by a tiny air gap. The outer sleeve is attached to the rigid support structure. The inner cylinder is hollow and has two rows of six tiny holes placed symmetrically around its circumference. The holes allow air to escape so that when the inner cylinder is pressurized with air, a thin layer of air flows between the cylinder and the outer sleeve. The pressure of this layer of air constrains the inner cylinder from tilting while at the same time allowing nearly frictionless motion along the direction defined by the outer sleeve.

The Guralp Systems CMG-3V accelerometer measures the acceleration of the entire column. A computer digitizes the acceleration signal using a model AT-MIO-16XE-50 data acquisition board from National Instruments and processes it internally to produce the control function shown in Figure 3.16d. Besides ease of optimization, digital implementation is advantageous because it can minimize low frequency electronic drift. The 16 -bit A-to-D converter is programmed to sample at 4 kHz so that the computer can perform a 4-point running average, thus producing an effective sample rate of 1 kHz , which is 10 times faster than the fastest transfer function parameter implemented. Because of the high-order low-pass filters internal to the sensor, there
is virtually no signal at frequencies above 1 kHz and thus very little aliasing noise. The output of this digital control function is then converted back to an analog signal which drives a voltage-to-current converter whose output controls the BEI Motion Systems LA12-12A solenoid actuator.


Figure 3.16: Theoretical transfer functions. (a) and (b) represent the motion of the mass divided by the motion of the ground for: (a) a spring-mass system with a natural resonance frequency of $f_{0}=\omega /(2 \pi)=1.6 \mathrm{~Hz}$ and very little damping ( $\zeta_{0}=0.017$ ), and (b) the same spring-mass after applying two driving forces, $F_{\mathrm{a}}=-m G \ddot{z}$ and $F_{\mathrm{v}}=-2 m \omega_{0} H \dot{z}$, which lower the effective resonance frequency and thus increase the range over which the system tends to isolate motions of the ground from motions of the mass. Notice from the predicted closed-loop gain (b) that ground motion faster than $\sim 0.1 \mathrm{~Hz}$ is reduced when coupling into motion of the mass. (c) shows the implemented openloop gain including the feedback electronics, the measured response of the solenoid actuator, the spring-mass system, and the finite bandwidth of the accelerometer. (d) is the predicted gain of the feedback electronics alone which provides the $F_{\mathrm{v}}$ force, with $H=46$. The overall gain including the conversion factor of 15.5 for the solenoid actuator provides the $F_{\mathrm{a}}$ term with $G=2300$. The numbers in brackets [ ] represent the local slope of different sections of the curves (1st order, 2nd order, ...)

With the active feedback disabled, the motion $z(t)$ of the column is passively decoupled from the motion $z_{g}(t)$ of the ground by the mechanical springs. Assume the total mass of the column is $m$ and that the effect of the three springs can be described by a single linear spring constant $k$ and damping factor $\beta$. This system has equation of motion

$$
\begin{equation*}
\ddot{z}+2 \zeta_{0} \omega_{0}\left(\dot{z}-\dot{z}_{g}\right)+\omega_{0}^{2}\left(z-z_{g}\right)=0 \tag{3.15}
\end{equation*}
$$

where $\omega_{0}^{2}=k / m$ is the natural resonance frequency and $\zeta_{0}=\beta /\left(2 m \omega_{0}\right)$ is the natural damping constant, with $\zeta_{0}=0$ implying no damping and $\zeta_{0}=1$ for a critically damped system. We assume the system is linear and decompose the ground motion into Fourier components $z_{g}(t)=\tilde{z}_{g}(\omega) \exp (i \omega t)+$ c.c. The steady-state solution then has the form $z(t)=\tilde{z}(\omega) \exp (i \omega t)+$ c.c, where $\tilde{z}(\omega)$ is in general complex to represent the phase difference between motion of the ground and the motion of the mass. Inserting these solutions into equation (3.15) gives the frequency domain transfer function

$$
\begin{equation*}
\frac{\tilde{z}(w)}{\tilde{z}_{g}(w)}=\frac{\dot{\tilde{z}}(w)}{\tilde{\tilde{z}}_{g}(w)}=\frac{\ddot{\tilde{z}}(w)}{\ddot{\tilde{z}}_{g}(w)}=\frac{2(i \omega) \zeta_{0} \omega_{0}+\omega_{0}^{2}}{-\omega^{2}+2(i \omega) \zeta_{0} \omega_{0}+\omega_{0}^{2}} \tag{3.16}
\end{equation*}
$$

which is plotted in Figure 3.16a for a typical mechanical spring with natural resonance frequency of 1.6 Hz and very little damping ( $\zeta_{0}=0.017$ ). For frequencies greater than $\omega^{\prime}=\omega_{0} \sqrt{1-\zeta_{0}^{2}}$, there is reduced coupling between the ground and the mass. For $\omega<\omega^{\prime}$, any motion of the ground couples directly into motion of the mass. Furthermore, when the natural damping constant is small, any motion of the ground at $\omega \sim \omega^{\prime}$ is amplified when transmitted to the mass. For $\omega>\omega^{\prime}$, the response in the frequency domain falls off as $1 / \omega^{2}$ and, because of the damping, as $1 / \omega$ for $\omega \gg \omega^{\prime}$.

To further isolate the mass from ground motions, the active system adds two driving force terms, $F_{a}$ and $F_{v}$, to the right-hand side of equation (3.15). $F_{a}=-m G \ddot{z}$ is proportional to the mass' acceleration and lowers the resonance frequency but also the damping. To compensate for this loss of damping, we add an additional term $F_{v}=-2 m \omega_{0} H \dot{z}$ proportional to the mass' velocity. Since the input to the feedback loop is a voltage proportional to acceleration, the $F_{a}$ and $F_{v}$ terms are implemented as proportional gain and integral gain (proportional to $1 / \omega$ in the frequency domain),


Figure 3.17: Reduction of the vibrational error signal. The logarithmic vertical axis of (a) shows equivalent acceleration noise measured at the output of the sensor. The solid and dotted spectra were taken with no feedback with the accelerometer suspended from the springs (solid) and resting on the floor of the lab (dotted). Comparing these two spectra reveals the noise reduction from the optical table and the mechanical springs. The bold spectrum is the error signal with the feedback loop closed. The dashed line shows the theoretical quantization noise limit for a 16 -bit A-to-D converter sampling at 4 kHz . The solid points represent the specified noise level of the accelerometer. The position response to a step in the current to the solenoid actuator shown in (b) indicates an almost critically damped system.
respectively. Equation (3.16) becomes

$$
\begin{equation*}
\frac{\ddot{\tilde{z}}(w)}{\ddot{\tilde{z}}_{g}(w)}=\frac{2(i \omega) \zeta_{1} \omega_{1}+\omega_{1}^{2}}{-\omega^{2}+2(i \omega) \zeta_{1} \omega_{1}+\omega_{1}^{2}} \tag{3.17}
\end{equation*}
$$

where $\omega_{1}=\omega_{0} / \sqrt{G+1}, \zeta_{1}=\left(\zeta_{0}+H\right) / \sqrt{G+1}$, and $G$ and $H$ are constants that will be controlled by the feedback electronics. Figure 3.16 b shows this predicted closedloop response with reduced resonance frequency and increased damping for the values
actually implemented, $G=2300$ and $H=46$. Figure 3.16 c shows the overall openloop gain. Figure 3.16d shows the predicted gain of the feedback electronics alone. Notice that in addition to $F_{a}$ and $F_{v}$, this transfer function includes several other terms which are required for stability because of the finite bandwidth of the sensor.

By inputting a step in the current to the solenoid actuator, we observed the stepresponse of the closed-loop system (Figure 3.17b). By observing this step-response for successively smaller damping constants, we were able to fit the response to the theoretical expression for a second order system and obtain a value for the new effective resonance frequency, $f_{1}=\omega_{1} /(2 \pi)=0.033 \mathrm{~Hz}$.

Figure 3.17a shows that the vibration isolation system plus the optical table reduce the acceleration error signal of the sensor by as much as 1000 from 0.01 to 100 Hz . By comparing the spectrum taken on the floor of the lab (dotted line) with the spectrum taken on the vibration isolation tower when the accelerometer is attached rigidly to the supporting tower (not shown), we observe that the optical table reduces the noise from 10 to 100 Hz by $\sim 10$ and amplifies the noise around 3 Hz by a factor of $\sim 10$. With the accelerometer freely swinging (solid line), the mechanical springs provide most of the high frequency isolation by reducing the noise above 10 Hz by another factor of 100 and somewhat reducing the noise due to the resonance of the optical table. The large peak in this spectrum at 1.6 Hz is due to the resonance of the mechanical springs. Notice that the springs do not affect the acceleration noise below 1 Hz . Only with the feedback loop closed (bold line) does the error signal from 0.01 to 1 Hz become smaller by as much as a factor of 300 . The features at 0.14 Hz and around 0.55 Hz most likely represent seismic motion of the ground and wobbling of the building, respectively.

Without another independent sensor we cannot measure the true noise floor of the isolation system. However, as a practical demonstration that the system works, Figure 3.18 shows the reduction of interferometer phase uncertainty for different fringe periods. For our interferometers in the limit that $T^{\prime} \rightarrow 0$, acceleration of the laser wavefronts with Fourier component $\tilde{a}(\omega) \cos (\omega t)$ causes a phase error

$$
\begin{equation*}
-2 \pi \frac{\tilde{a}(\omega)}{\lambda \omega^{2}} 2 \sqrt{2}\left|\sin \left(\frac{\omega T_{\text {rep }}}{2}\right)\right| \sin ^{2}\left(\frac{\omega T}{2}\right) \tag{3.18}
\end{equation*}
$$



Figure 3.18: Vibration isolation performance for atom interferometry. The vertical axis shows the uncertainty in the phase when interferometer data are fit by a sine wave. The tracer phaselock feedback loop corrects the phase error due to any relative change in the optical path length traveled by the two tracer beams. Because the interferometer beams do not reflect off the top polarizing beamsplitter cube, the tracer feedback loop removes all of the phase noise on the interferometer beams up to the cube but then inappropriately adds phase noise due to the motion of the cube. With the tracer feedback loop inactive (gray diamonds), none of the phase error due to the relative motion of the optics is canceled and interferometer fringes are apparent only for the very smallest values of the free evolution time $T$. With the tracer feedback loop active (hollow circles), the phase noise of the fringes is then limited by the motion of the beamsplitter cube which is passively isolated from ground motion by the optical table and the mechanical springs of the vibration isolation (VI) system. The improvement of the active isolation (solid circles) is evident. Without active isolation, fringes with period greater than 30 ms are completely washed out. Since the sensitivity of our measurement increases linearly with fringe period, it is clear that these types of precision interferometer measurements would have been impossible without active vibration isolation.
where $\lambda$ is the light wavelength, $T$ is the interferometer fringe period, and $T_{\text {rep }}$ is the launch repetition period. Note that for acceleration with frequencies $\omega>\pi / T$, the measurement acts as a second-order low-pass filter. More importantly, for $\omega<\pi / T$ this sensitivity to wavefront motion increases proportional to $T^{2}$. For long fringe
periods ( $T \simeq 160 \mathrm{~ms}$ ) where we have the most sensitivity, the interferometer is $160^{2}=$ 25600 times more sensitive to accelerations than it is when $T \simeq 1 \mathrm{~ms}$. Thus, without vibration isolation, even small background vibrations would completely wash out these long-period fringes.

### 3.5 Magnetic fields

The energies of the cesium hyperfine ground states in an external field $B$ are given by the Breit-Rabi equation

$$
\begin{equation*}
E\left(F, m_{F}\right)=-\frac{h f_{34}}{2(2 I+1)}-m_{F} g_{I} \mu_{\mathrm{B}} B \pm \frac{h f_{34}}{2} \sqrt{1+\frac{4 m_{F}}{2 I+1} x+x^{2}} \tag{3.19}
\end{equation*}
$$

where $f_{34}=9192631770 \mathrm{~Hz}$ is the defined hyperfine splitting, $I=7 / 2$ is the nuclear spin, $\mu_{\mathrm{B}}=1.400 \mathrm{MHz} / \mathrm{G}$ is the Bohr magneton, and

$$
\begin{equation*}
x=\frac{\left(g_{J}+g_{I}\right) \mu_{\mathrm{B}} B}{h f_{34}} \tag{3.20}
\end{equation*}
$$

The sign depends on the relative orientation of the electron's spin: $(-)$ for the $F=3$ state and $(+)$ for the $F=4$ state. For cesium, $g_{I}=0.000398853$ and $g_{J}=2.002540$ [47]. The term in equation (3.19) proportional to $x$ is the linear Zeeman shift. Since its sign is opposite for the $F=3$ and $F=4$ states, for a magnetic field $B$ (expressed in mG ) the hyperfine splitting for $m_{F}$ conserving transitions changes by

$$
\begin{align*}
\Delta\left(f_{4}-f_{3}\right) & \simeq \frac{2\left(g_{J}+g_{I}\right)}{2 I+1} \mu_{\mathrm{B}} m_{F} B \\
& =\frac{2(2.002939)}{8}(1.400 \mathrm{kHz} / \mathrm{mG}) m_{F} B \\
& =(0.7008 \mathrm{kHz} / \mathrm{mG}) m_{F} B \tag{3.21}
\end{align*}
$$

Because it does not shift the $m_{F}=0$ sublevels, we would like to build the interferometers using only these states. By performing Doppler-free (DF) two-photon transitions between individual magnetic sublevels (see Section 3.1.6 discussing the DF Raman
laser), we are able to selectively detect only the atoms in the magnetic field insensitve $m_{F}=0$ sublevels. This selective detection works only as long as the magnetic sublevels are not all degenerate. Thus, during the DF Raman transition, all the magnetic field sensitive levels $\left(m_{F} \neq 0\right)$ must be shifted by at least the spectral width of a DF Raman $\pi$-pulse. Additionally, a magnetic bias field is required for the interferometers. If the spectral width of the Doppler-sensitive transitions driven by the Raman beams is larger than the shift of the magnetic sublevels, then atoms in these states will be carried through the interferometer. Due to polarization impurities of the Raman beams or a misalignment between the Raman beams and the magnetic bias field, the magnetic field sensitive levels may mix the magnetic field insensitive levels and thereby shift the final phase of the interferometer ${ }^{7}$. At the very least, even if the presence of the other magnetic levels does not change the final phase, they may reduce the interferometer contrast by increasing the phase randomized background. Thus, we require a magnetic bias field sufficiently strong to shift all of the $m_{F} \neq 0$ Zeeman levels out of resonance with DF Raman transitions with width $\sim 64 \mathrm{~Hz}$ and the interferometer $\pi / 2$-pulses with halfwidth of $\sim 67 \mathrm{kHz}$. Unfortunately, because the magnetic bias field will never be perfectly uniform, the quadratic Zeeman shift will affect the $m_{F}=0$ levels. As discussed in Section 6.4, this effect is proportional to the bias field level. Thus, to minimize potential systematic errors due to magnetic phase shifts, we must minimize the magnetic bias field and its spatial fluctuations. We choose a magnetic bias field of 71.6 mG which according to equation (3.21) shifts the $F=3, m_{F}=1 \rightarrow F=4, m_{F}=1$ transition by 50 kHz as a compromise for these competing goals.

The magnetic bias field is generated by sending electrical current through a solenoid that is wound inside the triple-layer 0.025 inch thick Hipernom magnetic shielding (see Figure 3.19). The solenoid consists of 1.0 mm diameter Kaptoninsulated magnet wire wound up and continuously back down a 2 inch diameter aluminum tube held coaxially within the magnetic shielding. The effective turn ratio is $\sim 19$ turns $/ \mathrm{cm}$. Two smaller 8 turn solenoids wound at half this rate are wrapped in the same direction, one on either end of the main bias solenoid. These smaller
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Figure 3.19: Magnetic field strength inside the magnetic shielding. Inside the vacuum chamber three layers of cylindrical magnetic shields are placed concentrically around an aluminum tube around which magnetic wire is wound (shown in gray). The shielding reduces the external magnetic field contribution, while the solenoid windings allow us to apply a controllable non-zero bias of approximately 72 mG as shown in the graph on the right, which has the same vertical scale as the figure on the left. The field's spatial variation is due to leakage and end effects of the shielding. To minimize this spatial variation, each end of the solenoid is separated into an independent coil. By setting the current through the "upper" and "lower" bias coils independent of the current through the "main" bias coil, we can compensate for these end effects and make the field strength near the ends the same as the value in the center, effectively doubling the usable range inside the shielding to over 26 cm .
"bias trim coils" can be controlled independently and are used to reduce the spatial variation of the main bias field. With no current running through any of the bias coils, the magnetic field inside the shielding is determined by the ability of the shielding to redirect the external field lines. The external field comes primarily from the MOT
trim coils (see Section 3.1.4) which are set to apply a large magnetic field ( $>500 \mathrm{mG}$ ) in the vertical direction after the atoms are launched. The magnetic shielding should reduce this field by at least four order of magnitude [48], well below the desired field level of around 70 mG . The measured magnetic field in the vertical direction with 3.00 mA sent through the main bias coil by a source precise to better than $1 \times 10^{-5}$ is shown in Figure 3.19. The floor of this well-like structure is determined by the main bias coil, while the walls are due to the external field from the MOT trim coils leaking through at the ends of the shielding. To extend the usable range within the shielding, we send -7.3 mA through the lower bias trim coil and -21 mA through the upper bias trim coil to produce a local field opposite to the main bias field. These additional fields subtract from the external field and tend to move the walls out. The particular current values we use were chosen to minimize the peak-to-peak variation of the field within as large a region as possible.

### 3.6 Interferometer pattern generation

The main experiment timing is controlled by a single DG555 pulse generator from Stanford Research Systems. Every 908 ms it triggers all of the channels discussed in Section 3.1 required to stop loading atoms into the MOT and to launch them vertically. At some time after this trigger, it triggers the other half of the experiment which controls the adiabatic transfer beams that generate the interferometers. To build a single interferometer we must be able to control the amplitude, direction, and frequency of the two Raman lasers for each of the possibly over 50 pulses which occur during the approximately 300 ms the atoms spend inside the magnetic shielding. In addition, to arrive at a final recoil value we must generate several different interferometer geometries, so we must change these settings in the remaining 600 ms so that by the time the atoms are next launched the new interferometer geometries will be constructed. This last requirement that we change the settings each second turns out to be the most difficult to achieve. For instance, we must control the two-photon difference frequency for each adiabatic transfer pulse so that the Dopplersensitive driving lasers are in resonance with the atoms. In addition to the shift of
$f_{\text {rec }}=15.006 \mathrm{kHz}$ from each photon recoil, after time $t$ the resonance condition will change by $-\mathbf{k}_{\text {eff }} g t$ due to the acceleration of gravity, where $k_{\text {eff }} g=2 \pi(21.908 \mathrm{MHz} / \mathrm{s})$. Thus, the two-photon difference frequency must be set to a different value for each of the adiabatic transfer pulses. We could find no commercial synthesizer that could output the 50 or so different rf frequencies at triggerable times and then change all of the frequency values in only 600 ms . Another example of the technical difficulties associated with generating the interferometer pulses involves the amplitude shaping of individual pulses. Ultimately, these shapes will be stored digitally and converted to an analog voltage by a digital-to-analog converter (DAC). To adequately define fast edges for a $70 \mu \mathrm{~s} \pi$-pulse, for example, a reasonable time resolution would be no slower than $1 \mu$ s per sample point. Sampling every $\mu \mathrm{s}$ over the whole interferometer which could last as long as 300 ms would require a array of 300000 points for each channel, or 600000 points in total to control both the $F=3$ and $F=4$ amplitude patterns. This pattern length is 20 to 40 times longer than the memory sizes available in commercial devices at the time. Also consider the time that would be required to send 0.6 million 2-byte points across current conventional inter-device communication lines (i.e. GPIB). If these data had to be sent each time a different interferometer was selected, we would have to dramatically reduce our data rate.

To overcome these technical challenges, we assembled a mostly custom-made system specifically designed to run this experiment. The frequencies are controlled by the direct digital synthesizer (DDS) described in Section 4.1. This synthesizer can output frequencies from dc up to around 200 MHz as long the frequency is an integer multiple of the minimum step size $f_{\text {clk }} / 2^{32}=(1 \mathrm{GHz}) / 2^{32}=0.233 \mathrm{~Hz}$. This 32-bit integer is set by a model AT-DIO-32/F pc-board from National Instruments inside the computer. This pc-board allows direct memory access (DMA), so in order to switch the DDS's output frequency between many different values, all the computer must do is set aside an array of 32 -bit numbers in its memory, point the DIO-32/F board to this array, and provide the board with an external trigger whenever a new frequency value is required. Whenever the 32 -bit control word changes, the DDS outputs the new frequency in less than 50 ns . For this reason and because the DIO-32/F board and the DDS handle what little handshaking is necessary, it takes less than $2 \mu$ s to
change the frequencies and the computer is always free to do other things.
The amplitudes and direction of the beams are controlled by another pc-board in the computer. This model AWFG/2 pc-board from Keithley Metrabyte functions as a dual-channel arbitrary waveform synthesizer. For each channel it can store up to 16384 16-bit values in its internal memory. When enabled by a gate signal and driven by a sample clock, the board steps through this memory at a maximum rate of 5 points per $\mu \mathrm{s}$. 12 of its 16 bits are used by a DA converter on the board to generate a voltage from 0 to 5 V . The remaining four bits determine the state of four TTL logic outputs. The dual-channel board thus has two analog and eight logic outputs.

As discussed above, to digitize an entire 300 ms long interferometer with $\mu \mathrm{s}$ resolution would require many more memory points than are available. To avoid this problem, we use an additional synthesizer to gate the AWFG pc-board's sampling on and off. For the high-sensitivity interferometers most of the time between the first and last $\pi / 2$-pulse is spent with all of the light off, so the AWFG sampling can be turned off during this time. Thus, the pattern stored in the AWFG memory for an interferometer with $T=1 \mathrm{~ms}$ and with $T=160 \mathrm{~ms}$ will look very similar and use roughly the same number of points. This is clearly advantageous because if the timing resolution used to define the interferometer pulses is the same for both long and short interferometers, the pulses for all interferometers will be as close to identical as possible.

The "gate synthesizer" which turns the AWFG sampling on and off is a model DS345 arbitrary waveform generator from Stanford Research Systems. Because the total time for an interferometer varies by over an order of magnitude for different possible values of $T$, the timing resolution of this synthesizer will definitely vary. However, this resolution should not greatly affect the shape of the pattern, since it outputs only a binary waveform with TTL values 0 or 5 V . When the gate synthesizer's output is at 5 V , the clock for the AWFG enables and immediately starts stepping through its stored memory. When the gate synthesizer outputs 0 V , the AWFG clock continues oscillating, but it does not step through memory. Figure 3.20 shows the contents of the AWFG memory for interferometer 1 with no $\pi$-pulses. If the gate signal shown in Figure 3.25 turns the AWFG waveform generation on and off, the


Figure 3.20: Contents of the AWFG board's two analog channels for interferometer geometry 1 with no $\pi$-pulses. The single velocity selecting $\pi$-pulse (BA) and four $\pi / 2$-pulses (AS, SA, AS, SA) that build the interferometer are shown. An external gate control switches the sampling on at the beginning and off at the end of each of these pulses. By using this gate control, the memory contents are independent of $T$, the time between the $\pi / 2$-pulses. Because varying $T$ is such an useful investigative tool for finding systematic errors, this feature is an important improvement over early versions of this experiment.

AWFG board will output the pattern shown in Figure 3.26.
Digital output X0 drives the request line to the AT-DIO/32F board and the strobe input of the DDS. The strobe input to the DDS is active low, so that whenever it is held at TTL low voltage, the latch for the 32-bit inputs becomes transparent and the bits are loaded into the frequency control word of the device (see Figure 4.1). As discussed in Section 4.1, as soon as this frequency control word changes, the device will start outputting the new rf frequency determined by the values of the 32 frequency control bits. The AT-DIO/32F board is configured to be active rising, so that when X0 returns from TTL low to TTL high, the next 32-bit frequency value will be transfered from the computer's memory to the digital lines. With X0 held at TTL high, the strobe line to the DDS is disabled, thus preventing the changing frequency control bits from affecting the output rf frequency. In this way, the single AWFG output X0 first tells the DDS to change its output frequency to the value held currently at the frequency control bits by the AT-DIO/32F board. It then tells the


Figure 3.21: RF power to the shaping AOMs. A $50 \mu$ s long linear ramp (represent in gray) is applied to the control voltage of the two variable radio-frequency (rf) attenuators. The amplified output of these attenuators drives the 40 MHz acousto-optic modulators (AOMs) for the $F=3$ and $F=4$ beams. By setting the rf power to these "shaping AOMs", we control the amount of light diffracted toward the atoms and thereby generate the adiabatic passage pulse shapes. The nonlinear response is due to the variable rf attenuators at low powers and the saturation of the rf amplifiers at high powers. To correct for this nonlinearity, with a fast photodiode we measure the optical power diffracted by both shaping AOMs when a 1 ms long ramp with a $0.4 \%$ duty cycle drives the attenuator controls. We then digitize and invert this result using numerical interpolation. Whenever we wish to generate a certain pulse shape, we can apply this inverted transform and remove the nonlinearity to better than $1 \%$.

AT-DIO/32F board to load new values for the next frequency onto the 32 frequency control lines in preparation for the next frequency change.

### 3.6.1 Pulse shaping

The two analog channels of the AWFG board are used to control the variable rf attenuators (see Figure 3.22) that set the amplitude (and power) of the rf signal applied to the shaping AOMs. The amount of light defracted by the shaping AOMs is proportional to the rf power or the square of the rf amplitude output from the attenuators. For each pulse shape of each channel the computer determines an array of values ranging from 0 to $2^{12}-1=4095$ which cause a series of values from 0 to +5 V to be applied to control input of each rf attenuator. Figure 3.21 shows the power of

Table 3.2: Controls for generating the adiabatic transfer light pulses.

| Name | Source | Description |
| :---: | :---: | :--- |
| $F=3$ | AWFG:XAn | Adiabatic transfer pulse shapes for $F=3$ light |
| $F=4$ | AWFG:YAn | Adiabatic transfer pulse shapes for $F=4$ light |
| Com | AWFG:Y3 | Switch signal for common switch AOM |
| SY Norm | AWFG:X2 | Switchyard normal (chirp up) or off |
| SY Inv | AWFG:X1 | Switchyard inverted (chirp down) or off |
| DDS <br> Strobe | AWFG:X0 | Trigger DDS to update its output |
| Chirp <br> $U p$ Trig | AWFG:Y2 | Trigger frequency sweep of chirp up synthesizer |
| Chirp <br> Down Trig | AWFG:Y1 | Trigger frequency sweep of chirp down synthesizer |
| DDS | ADS-431 | Tunable reference for Raman difference frequency |
| Gate | DS345 | Gate signal for pausing AWFG waveforms |
| Chirp <br> $U p$ | DS345 | Linear frequency sweep when switchyard is normal |
| Chirp <br> Down | DS345 | Linear frequency sweep when switchyard is inverted |
| FF | HP33120A | Feed-forward signal for cavity and cesium locks |
| CS | HP33120A | Tuning voltage for cesium lock AOM |

the rf signal from the attenuators when a $50 \mu$ s long linear ramp is programmed into memory. In order to achieve the desired pulse shape, we invert this curve to determine which light output level is produced by which digital output level. To measure this curve directly, a triangle waveform (rising linear edge followed by falling linear edge) lasting 2 ms was programmed into the AWFG memory. The light emerging from the fibers was measured by a photodiode whose time constant is less than 2 ns . As the amount of rf power to the AOM increases, so does the heat delivered to the piezoelectric actuator. This heat can change the properties of the crystal and cause the AOM to move slightly with respect to the beam, both of which may change the defraction efficiency. To prevent the AOMs from heating up excessively during this measurement, after the triangle waveform we turn the output off for 248 ms before repeating the measurement. This duty cycle of $\sim 0.4 \%$ is similar to the effective duty


Figure 3.22: RF attenuator used to generate the adiabatic transfer pulse shapes by controlling the amplitude of the radio frequency (rf) signal driving the shaping acousto-optic modulators (AOMs). A single supply operational amplifier (not shown) buffers the input control voltage to provide the bias for two MiniCircuits TFAS-2 radio frequency (rf) attenuators in series. Internally, these attenuators are rf diodes whose transmission loss depends on the current supplied by the dc bias voltage. For small currents (or bias voltages), this dependence is strongly nonlinear. Because of this non-linearity, we measure the attenuation as a function of control voltage and then modify the shape of the control voltage pulse so that the light intensity diffracted by the shaping AOMs has the desired shape.
cycle of most interferometer patterns, so it should approximate the amount of heating present in the actual experiment. To insure linearity we operate the photodiode at roughly 500 times below its optical saturation point. After approximately 128 averages, we scaled the data and arrived at a curve $I(p)$, where $p$ is a number from 0 to 4095 and $I(p)$ is the light level scaled from 0 to 1 . Using numerical interpolation, we inverted this curve to generate the function $p_{a}(x)=I^{-1}(x)$ where $x$ is the scaled light level with $x=0$ indicating off and $x=1$ indicating fully on and $p_{a}(x)$ is an integer from 0 to 4095 . When the computer calculates a desired pulse shape $a(t)$, it programs the waveform $p_{a}(a(t))$ into the AWFG memory. To test the linearization, after generating the transforms $p_{a} 3(x)$ and $p_{a} 4(x)$ for the two channels, we apply them to the triangle pattern described above and demonstrate that we have linearized the light pulse shapes to better than $1 \%$.

To insure that both the $F=3$ and $F=4$ lasers switch on and off together, we installed a third AOM, the common switch AOM. Digital output X3 controls a MiniCircuits model ZYSW-2-50DR rf switch which turns on and off the 120 MHz signal to this common switch AOM.


Figure 3.23: The Raman beam direction controller uses two logic signals (X1 and X2 from the AWFG board, indicating $k_{\text {eff }}$ Down and $U p$, respectively) to set the state of the switchyard (Normal, Invert, or $O f f$ ). It does this by driving a radio frequency (rf) switch and an rf switch/attenuator, which are shown for just the two $F=4$ switchyard AOMs. The rf switch directs the fixed amplitude 100 MHz source signal to either the normal or inverted AOMs, while the rf switch/attenuator fine tunes the rf amplitude at each switchyard AOM so that the intensities of all possible Raman beam combinations can be matched. To improve the on/off isolation of the switchyard, the rf switch/attenuator also contains an binary switch. Except for the binary controls A and B, the rest of the components in the figure are duplicated for the $F=3$ switchyard AOMs.

### 3.6.2 Beam direction switching

Digital outputs X1 and X2 control the $k_{\text {eff }}$ down and up electronics, respectively, which together determine the state of the switchyard. These outputs are both connected to the tracer PLL box so that the lock can be put on hold when the switchyard is off and to the "Raman beam direction controller" shown in Figure 3.23 that determines which switchyard AOMs are on. Each of the four switchyard AOMs is driven by an amplified rf signal. The rf signals for the $F=3$ near and far AOMs both come from the same fixed 80 MHz source. Similarly, the signals for the $F=4$ AOMs come from the same variable 100 MHz source. These two rf sources each pass through two MiniCircuits model PSW-1211 rf switches. The first rf switch turns the source on or off. The second switch directs the rf signal toward either the near or far AOM. After the directing switch, there are four rf signals, one for each switchyard AOM. These four rf signals each pass through a MiniCircuits model TFAS-2 variable rf attenuator and another model PSW-1211 rf switch. The rf switch provides additional isolation to more completely block the rf signal when it is supposed to be off. The four variable rf attenuators are used to balance the beam intensities. All of these components are controlled by the Raman beam direction controller. It takes the two logic outputs X1 and X2 from the AWFG board and converts them to two logic outputs and four analog outputs. The logic outputs of the switchyard control box control the rf switches. The analog outputs drive the variable rf attenuators. For example, if the far AOMs are on, then the binary switches for the two rf sources will both be on, the next switches will be set to direct the rf signals toward the far AOMs, the switch for the $F=3$ and $F=4$ far path will be on, and finally the variable rf attenuators attenuating these two signals will be set to non-zero voltage values determined by the position of two potentiometers on the front of the switchyard control box. These potentiometers provide independent fine control for the light intensity defracted by each particular switchyard AOM. If the switchyard is OFF, all binary switches are off and the variable rf attenuators are set to maximum attenuation. In this case, the rf signal must pass through three binary switches all set to off and one variable rf attenuator set to maximum attenuation before being amplified and sent to the switchyard AOMs. Given this amount of attenuation, the rf amplitude after the amplifiers does not limit
the ability of the switchyard to truly turn the light completely off ${ }^{8}$.

### 3.6.3 Frequency chirp during $\pi / 2$-pulses

Because the $\pi / 2$-pulses are particularly sensitive to the relative phase between the lasers and the atomic wavefunctions, we attempt to maintain the resonance condition throughout these pulses. To counteract the effect of gravity, we must linearly sweep the two-photon difference frequency at a rate of $\partial f / \partial t= \pm g / \lambda_{\text {eff }}= \pm 21.908 \mathrm{MHz} / \mathrm{s}$, where the sign is negative for $\mathbf{k}_{\text {eff }}$ propagating upward. To accomplish this, we chirp the frequency of the rf signal going to both shaping AOMs. Since the shaping AOMs frequency shift the Raman beams with opposite sign $\left(+f_{\text {shapingAOM }}\right.$ from the $F=3$ shaping AOM and $-f_{\text {shapingAOM }}$ from the $F=4$ shaping AOM), chirping the single frequency $f_{\text {shapingAOM }}$ driving both shaping AOMs at a rate of $\partial f / \partial t$ automatically changes the two-photon difference frequency at a rate of $2 \partial f / \partial t$. Over the $\pi / 2$-pulse pulse length of $250 \mu \mathrm{~s}$, the AOM frequency must sweep by only

$$
\pm \frac{1}{2}(21.908 \mathrm{MHz} / \mathrm{s})(250 \mu \mathrm{~s})=2.74 \mathrm{kHz}
$$

which corresponds to a fractional change in the AOM frequency of

$$
(2.74 \mathrm{kHz}) /(40 \mathrm{MHz})=6.85 \times 10^{-5}
$$

This fractional change is small enough that the change in the resulting changing in the shaping AOMs' diffraction angles should not cause a significant change in the transmission efficiency through the switchyard and the optical fibers.

We use two model DS345 synthesizers from Stanford Research Systems to chirp the shaping AOM frequency $f_{\text {shapingAOM }}$, one to chirp up and one to chirp down. Logic outputs Y1 and Y2 trigger the "chirp down" and "chirp up" synthesizers, respectively. The synthesizers each output a cw 20 MHz signal of fixed amplitude. The chirp up synthesizer is programmed to perform a linear sweep in its output frequency from
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Figure 3.24: Generation of the chirp signal for the shaping AOMs. Two Stanford Research Systems DS345 arbitrary waveform synthesizers are programmed to linearly sweep their output frequency from frequency $20 \mathrm{MHz} \pm f_{\text {sweep }}$ back to 20 MHz whenever they are externally triggered with a "chirp trigger signal" from the AWFG board. After being frequency doubled, a MiniCircuits model ZYSW-2-50DR rf switch selects either the "chirp up" or "chirp down" signal. This rf signal is then filtered and amplified before finally being split by a MiniCircuits model ZFSRC-2050 resistive power splitter into two equal parts for the $F=3$ and $F=4$ shaping acousto-optic modulators (AOMs), respectively. To form the adiabatic transfer light pulses, the amplitude of this near 40 MHzrf signal is controlled with a "variable rf attenuator" shown in Figure 3.22. As discussed in Section 4.2, a "variable rf phase shifter" removes the phase variation of this variable rf attenuator, so that just the amplitude of the rf signal driving the shaping AOMs can be varied.
a frequency $f_{\text {sweepup }}$ to 20 MHz on the rising edge of its external trigger which is connected to Y2. Similarly, the chirp down synthesizer sweeps between $f_{\text {sweepdown }}$ and 20 MHz when it receives a rising edge from Y1. Depending on the beam direction, the output of one of these synthesizers is used to generate the 40 MHz for both shaping AOMs. A copy of the logic output X1 and its inverse $\overline{\mathrm{X}} 1$ goes to a MiniCircuits model ZYSW-2-50DR rf switch which selects between the outputs of these two synthesizers. If X 1 is active, the beam direction is inverted and the chirp down synthesizer is used. On the other hand, if X 1 is inactive, indicating that the switchyard is set to normal (or off), the chirp up synthesizer is used.

### 3.6.4 Timing

To guarantee that the timing of the interferometer patterns repeats exactly the same each time, we must insure that 1) all of the synthesizers which generate the Raman beams use oscillators traceable to the same timing reference and 2) the trigger signal which starts the pattern is synchronized with these oscillators. The Stanford Research Systems model DS345 and the Hewlett Packard model HP33120A synthesizers both have internal 40 MHz clocks locked to an external 10 MHz reference traceable to LORAN C. The DDS is based on a 1 GHz clock also based on LORAN C. The only other oscillator is the internal clock of the AWFG board, which normally comes from an internal 20 MHz oscillator. We disabled this internal oscillator and replace it with an external signal derived from the LORAN C 10 MHz reference.

To satisfy the second condition, in principle we could synchronize the incoming trigger signal with any of the oscillators or even with the 10 MHz reference signal itself. Consider two oscillators, one at frequency $f$ and the other at frequency $4 f$, and an incoming trigger edge that drifts with respect to the oscillators. If we force the trigger edge to occur at one of the rising edges of the $4 f$ signal, it may not repeat with respect to the clock at frequency $f$. Relative to this slower clock, there are four different possible phases at which the trigger could occur. However, if we synchronize the trigger with the slower clock, the trigger edge will always repeat with respect to the faster clock. Therefore, we always synchronize the trigger with the
slowest oscillator in the experiment, which in our case is the divided down AWFG board's sample clock. On the AWFG board, the 20 MHz clock is divided by four in two stages to derive a master sample clock oscillating at 5 MHz . Depending on the desired sample rate for the stored waveform, this clock is then divided down by up to two 16 -bit integers. Most of our data were taken with the AWFG sampling at 1 MHz (master clock divided by 5). This 1 MHz clock is the slowest clock in the experiment. To synchronize the incoming trigger signal with this clock we use a TTL latch. If we clock the latch with a copy of the 1 MHz AWFG sample clock and put the trigger signal into the data input, the output will change state to reflect the input only on one of the 1 MHz clock rising edges. If we use this output to trigger the Raman pattern, we know it will repeat in exactly the same way with respect to all of the oscillators used to generate the pattern.

We now present the timing diagrams for generating three representative cases of real interferometer sequences. We first show the complete timing diagram for all four interferometer geometries with $T=5 \mathrm{~ms}$ and $30 \pi$-pulses. For this case, Figure 3.25 shows a representation of the atomic trajectory overlayed on the master timing diagram, identifying the regions when (a) the atoms are loaded into the MOT, (b) they are launched, (c) the interferometers are built, and finally (d) the atom signal is detected. Figures 3.26 through 3.29 zoom in on the interferometer sequence shown at the bottom of Figure 3.25 for geometries 1 through 4. Typically, for an interferometer sequence | 1 | 2 | 3 | 4 | 1 |
| :--- | :--- | :--- | :--- | :--- |$\ldots$, the master timing diagram (Figure 3.25) would repeat with each consecutive repetition generating the next interferometer geometry: Figure 3.26 then $3.27,3.28,3.29,3.26$, and so on. Finally, Figures 3.30 and 3.31 show the master timing diagrams for long interferometers with $T=120 \mathrm{~ms}$ with 30 and $0 \pi$-pulses, respectively.



Figure 3.25: Example 1: Timing diagram for interferometers with $30 \pi$ pulses and $T=5 \mathrm{~ms}$. The story starts when the cesium atoms are loaded (a) into a magneto-optic trap (MOT). At $t=5 \mathrm{~ms}$, the atoms are launched (b) vertically. The parabolic curve (shown in wide gray) represents the atoms vertical position. Due to the momentum recoils from the $\pi$-pulses an interferometer and its conjugate are pushed down and up, respectively, away from the gray dashed line which shows the atomic trajectory with no recoils. When the atoms enter the magnetic shielding (represented on the trajectory with a narrow dark line), the interferometer sequence is triggered. This "Raman trigger" is shown at the bottom with the "gate" and "common switch" controls, from which one can identify where each of the (in this case) 35 adiabatic transfer pulses occur. (The following four figures zoom in on this region for each of the four different interferometer geometries). A particular interferometer geometry is constructed (c). Finally, after the atomic cloud leaves the magnetic shielding, the number of atoms emerging from the interference is detected (d). Every 908 ms when this sequence repeats with the same loading and launch sequences, the remaining interferometer controls (not shown) are reprogrammed and the next interferometer geometry is built.

Figure 3.26: Timing diagram generating geometry 1 with $30 \pi$-pulses and $T=5 \mathrm{~ms}$.


Figure 3.27: Timing diagram generating geometry 2 with $30 \pi$-pulses and $T=5 \mathrm{~ms}$.


Figure 3.28: Timing diagram generating geometry 3 with $30 \pi$-pulses and $T=5 \mathrm{~ms}$.


Figure 3.29: Timing diagram generating geometry 4 with $30 \pi$-pulses and $T=5 \mathrm{~ms}$.


Figure 3.30: Example 2: Timing diagram for interferometers with $30 \pi$-pulses and $T=120 \mathrm{~ms}$.


Figure 3.31: Example 3: Timing diagram for interferometers with no $\pi$-pulses and $T=120 \mathrm{~ms}$.


### 3.7 Tests of adiabatic passage

### 3.7.1 $\pi$-pulses

To demonstrate adiabatic transfer, we launch the atoms from the MOT as normal. They leave the MOT in the $F=4$ state, arbitrarily distributed among the $2 F+1=9$ magnetic sublevels. If the Zeeman pumping is activated, the $F=4, m_{F}=0$ signal is increased by roughly a factor of 3 through optical pumping, leaving the remaining atoms in the other $F=4, m_{F} \neq 0$ sublevels. We program the Raman beam synthesizers to generate a single adiabatic $\pi$-pulse with the shape shown in Figure 2.7. At some point along the trajectory when the atoms are inside the magnetic shielding, this single pulse sequence is triggered. The adiabatic $\pi$-pulse transfers a fraction of the atoms to the $F=3$ state, leaving the rest of the atoms in the $F=4$. After this pulse, the clearing laser turns on. Atoms in the $F=4$ state will absorb a single photon and recoil upward with the clearing beam direction. Once in an excited state they spontaneously emit a photon and recoil in a random direction. From the $F=5^{\prime}$ excited state, they can fall back only into the $F=4$ ground state where they start the process all over again. Since the clearing laser is tuned to the closed $F=4 \rightarrow F=5^{\prime}$ D2 transition, this process continues until the atoms have either 1) moved out of the beam due to the scattering of random photons or 2) fallen into the $F=3$ ground state due to off-resonant $(\Delta \sim 250 \mathrm{MHz}=5 \Gamma)$ coupling to the $F=4^{\prime}$ excited state. In either case and also because the atoms are pushed upward by the clearing beam, none of these atoms will be detected by the probe laser which is tuned to the same atomic transition. After the clearing pulse, there are no atoms to be detected in the $F=4$ state. The signal atoms are in the $F=3, m_{F}=0$ state along with some remaining unwanted background atoms in the other $F=3$ magnetic sublevels.

The next light pulse comes from the DF Raman laser, which transfers a significant fraction of the $F=3, m_{F}=0$ atoms to the $F=4, m_{F}=0$ state, leaving the atoms in the $F=3 m_{F} \neq 0$ states untouched. Since the two frequencies comprising the DF Raman beam copropagate, the atoms do not recoil and continue along their original trajectory to be detected by the probe pulse. Like the clearing laser, the probe is tuned to the closed $F=4 \rightarrow F=5^{\prime}$ transition, so it causes any atoms in any $F=4$ magnetic
sublevel to scatter photons over and over. A fraction of these scattered photons are collected by a lens and focused into a photomultiplier tube (PMT), which finally converts them into a signal that we can observe and record. The size of this signal is proportional to the number of atoms in the $F=4$ state. However, because of the magnetic state selective transfer, the only atoms in the $F=4$ state at the time of the signal recording originally came from the signal atoms in the $F=3, m_{F}=0$ state. None of the background atoms in the other $F=3$ magnetic sublevels are detected.


Figure 3.32: Adiabatic transfer using a single velocity preselecting $\pi$-pulse. The $\pi$-pulse is $800 \mu$ s long and reduced to $25 \%$ of the maximum possible light intensity. For each launch the difference frequency between the two Raman lasers is changed and the number of atoms emerging from the $\pi$-pulse is detected. The data are fit by the function $\exp \left[-4 \ln (2)\left(f-f_{0}\right)^{2} / \delta_{0}^{2}\right]$, giving $f_{0}=3914.72(29) \mathrm{kHz}$ and $\delta_{0}=76.021(75) \mathrm{kHz}$. Since the linewidth of the transfer pulse (FWHM~ 37 kHz ) is less than the observed width of the resonance, $\delta_{0}$ is predominantly determined by the width of the atomic velocity distribution.

We now repeat this entire process, but for each subsequent launch we change the Raman laser difference frequency $\delta$. The adiabatic $\pi$-pulse is $800 \mu \mathrm{~s}$ long and reduced to $25 \%$ of the maximum possible light intensity, and thus has a linewidth
of 37 kHz (see below). The measured rms velocity of the atoms launched from the MOT is $v_{\text {MOT }}=1.4 \mathrm{~cm} / \mathrm{s}$ (see Section 3.1.4). This velocity is equivalent to a two photon detuning of $v_{\text {МОт }} / \lambda_{\text {eff }}=31 \mathrm{kHz}$ and a linewidth 74 kHz . Therefore, because the linewidth of the adiabatic $\pi$-pulse is narrower than the Doppler width of the atoms, the width of the lineshape shown in Figure 3.32 is predominantly determined by the width of the atomic velocity distribution. By fitting a Gaussian lineshape to this distribution, we can find the lineshape center to within $\sim 0.3 \mathrm{kHz}$. We thus determine the mean atomic velocity along the Raman beams at the time of the pulse to within $0.1 \mathrm{~mm} / \mathrm{s}$. Furthermore, because all subsequent adiabatic transfer pulses have a broader spectral width, this first $\pi$-pulse selects the particular velocity class from the atomic velocity distribution that will participate in the interferometers.


Figure 3.33: Adiabatic transfer linewidth. Sixteen $70 \mu$ s long $\pi$-pulses follow a single velocity preselection $\pi$-pulse. For each launch the difference frequency between the two Raman lasers for only the last $\pi$-pulse is scanned and the final number of atoms detected. The data are fit to the function $\exp \left[-4 \ln (2)\left(f-f_{0}\right)^{2} / \delta_{0}^{2}\right]$, giving $f_{0}=-1704.29(38) \mathrm{kHz}$ and a FWHM $\delta_{0}=252.67(98) \mathrm{kHz}$. Since the atomic velocity distribution was narrowed by the preselection $\pi$-pulse, the observed width of this resonance represents the linewidth of a $70 \mu$ s long $\pi$-pulse.

To verify the linewidth of the adiabatic transfer pulses, after this long low intensity
velocity "preselection pulse", we program sixteen normal $\pi$-pulses at full intensity lasting only $70 \mu \mathrm{~s}$. By scanning the laser difference frequency of the last of these regular $\pi$-pulses, we can map out the pulse linewidth shown in Figure 3.33. This lineshape can be described by the Gaussian

$$
\begin{equation*}
g(f)=A \exp \left(-4 \ln (2) \frac{\left(f-f_{0}\right)^{2}}{\delta_{0}^{2}}\right)+B \tag{3.22}
\end{equation*}
$$

where $A$ and $B$ are arbitrary amplitude and offset factors and $\delta_{0}$ is the FWHM linewidth. Fitting this lineshape to the data in Figure 3.33 results in a linewidth $\delta_{0}=253 \mathrm{kHz}$. By varying the length $\tau$ and intensity $I$ of these pulses, we verify that the linewidth $\delta_{0}$ of adiabatic transfer pulses scales according to

$$
\begin{equation*}
\delta_{0} \propto \sqrt{\frac{I}{\tau}} \tag{3.23}
\end{equation*}
$$

Thus, because the preselection $\pi$-pulse is 4 times less intense and 800/70 $=11$ times longer, its linewidth is $(253 \mathrm{kHz}) \sqrt{0.25 / 11}=37 \mathrm{kHz}$. Without this velocity preselection the interferometer contrast is worse, because there is a larger background level of atoms which do not participate in the interferometer because their velocity Doppler shifts them too far from resonance for the $\pi / 2$-pulses to address them.

By observing how the signal shrinks as we add more regular $\pi$-pulses after the single velocity preselection $\pi$-pulse, we determine an average transfer efficiency of $\epsilon=93.8 \%$. After $N \pi$-pulses with efficiency $\epsilon$, only a fraction $\epsilon^{N}$ remain. Even with pulses as efficient as ours, after $30 \pi$-pulses, only $(0.938)^{30}=0.147$ of the atoms remain, and a drop in efficiency of only $2 \%$ reduces this number almost by half. The dominant limit on the transfer efficiency of the $\pi$-pulses is the selective detection of only the $m_{F}=0$ atoms. Even with a magnetic bias field of $\sim 72 \mathrm{mG}$ that shifts the $m_{F}=1$ levels apart by 50 kHz , the $\pi$-pulses still transfer atoms between the $F=3, m_{F}=+1$ and $F=4, m_{F}=+1$ states. Since only the atoms in the $m_{F}=0$ states are detected, the transfer efficiency is artificially lower. With the magnetic bias field set to zero, the $\pi$-pulse efficiency is $\sim 96 \%$, but these $\pi$-pulses are not useful for interferometer measurements that require avoiding the magnetic field sensitive
sublevels.

### 3.7.2 Interferometry

To build interferometers with adiabatic transfer pulses, we add four $\pi / 2$-pulses to the pulse sequence. After the preselection $\pi$-pulse which precedes all pulse sequences, we wait $\sim 3 \mathrm{~ms}$ to give the tracer phaselock plenty of time to settle before we start the first interferometer $\pi / 2$-pulse. The first $\pi / 2$-pulse transfers the atoms from the pure $F=3$ state to a superposition of the $F=3$ and $F=4$ states. From the end of the first $\pi / 2$-pulse, this atomic state evolves freely for a time $T$ before the second $\pi / 2$-pulse starts. Because the two interferometer paths do not overlap at the second $\pi / 2$-pulse, this pulse projects half of the atoms onto the bright state, which scatter incoherent photons and leave the interferometer ${ }^{9}$. The remaining half of the atoms projected into the dark state emerge from the second $\pi / 2$-pulse in the $F=3$ state for interferometer geometries 1 and 3 and in the $F=4$ state for interferometers 2 and 4 . Both interferometer paths then experience $N$ regular $\pi$-pulses. Before each $\pi$-pulse we wait a time $T_{\pi \pi}$. After time $t$ gravity changes the atomic velocities by $\Delta v=-g t$. We choose $T_{\pi \pi}$, the delay between $\pi$-pulses, so that this velocity change due to gravity is equal to one two-photon recoil $v_{\mathrm{r}}: T_{\pi \pi}=v_{\mathrm{r}} / g=(6.71 \mathrm{~mm} / \mathrm{s}) /\left(9.80 \mathrm{~m} / \mathrm{s}^{2}\right)=685 \mu \mathrm{~s}$. The net effect of the upward pushing $\pi$-pulses is thus to cancel the acceleration of gravity, while the downward pushing $\pi$-pulses accelerate the atoms downward at $2 g$. After the last $\pi$-pulse, before starting the third $\pi / 2$-pulse, we again wait $\sim 3 \mathrm{~ms}$ for the tracer phaselock loop to settle. After the third $\pi / 2$-pulse pulse, each interferometer path is once again in a superposition of the two pure hyperfine ground states. The atoms again evolve freely for time $T$ before the fourth $\pi / 2$-pulse starts. At this point, the overlapping paths interfere and emerge from the fourth $\pi / 2$-pulse in the $F=3$ state with an amplitude that depends on the total phase difference accumulated between the two interferometer paths. The non-interfering paths also emerge in the

[^10]$F=3$ state with some amplitude. The interferometer is now complete. Since the interference has already occured, the atoms are no longer sensitive to phase shifts. The only remaining task is to count the atoms and record the signal. As described above and in Section 3.7.1, in order to detect only the atoms in the $F=3, m_{F}=0$ state, we first blast all of the $F=4$ atoms away. A single DF Raman $\pi$-pulse then transfers the $F=3, m_{F}=0$ atoms to the $F=4, m_{F}=0$ state, which can be detected by the probe beam.


Figure 3.34: Fringe structure from four $\pi / 2$-pulse interferometers. The first two and last two $\pi / 2$-pulses are separated by the free evolution time $T=0.1 \mathrm{~ms}$, which determines the period of the fringes $1 / T=10 \mathrm{kHz}$. The two interferometers, which each produce one of the two resonances, are further separated by $N=2$ additional $\pi$-pulses. The frequency separation between these two resonances is a known integer multiple (in this case, 6) of the recoil frequency $f_{\text {rec }}$ we are trying to measure. The $\pi$-pulses linearly amplify the size of the separation while the $\pi / 2$-pulses superimpose fringes on top of the resonances. These fringes allow us to much more precisely determine the centers and thus the separation of the two resonances. In order to make a high sensitivity measurement of $f_{\text {rec }}, T$ can be increased to as long as 160 ms and as many as $50 \pi$-pulses can be added to each interferometer, causing a separation of over 200 optical photon recoils.

Similar to the graph represented in Figure 1.3, the $\pi / 2$-pulses serve to superimpose phase sensitive fringes with periodicity $1 / T$ onto a resonance. In order to see how the fringes appear on top of the resonance lineshape, Figure 3.34 presents data from a relatively insensitive interferometer condition when $T=0.1 \mathrm{~ms}$ and $N=2$. As described in Section 1, the goal of the measurement is to measure the difference between the center of two resonances that are separated by a integer number of recoil frequency shifts. With $30 \pi$-pulses the resonances are separated by 62 two-photon recoils or 124 single optical photon recoils, equivalent to a shift of almost 1 MHz . Thus, to make a part per billion measurement with $30 \pi$-pulses, we must find the center of the two roughly 100 kHz wide resonances to within $\sim 1 \mathrm{mHz}$. In other words, without the fringes, we would have to split the resonance lines by one part in $10^{8}$. With the fringes, however, we have a much finer feature we can use to find the resonance center. Since $T$ can be made as long as $\sim 160 \mathrm{~ms}$ before the interferometers no longer fit inside the magnetic shielding, the fringe spacing can be made as small as $1 /(2 T) \sim 3 \mathrm{~Hz}$, which in one step improves our accuracy by over four orders of magnitude.

## Chapter 4

## Improvements



As part of testing and thoroughly evaluating the previous experimental setup [9], we have identified several problems and implemented solutions. We determined that the largest systematic error (over 100 ppb in $f_{\text {rec }}$ ) was due to uncharacterized systematic phase shifts from the radio-frequency (rf) synthesizer. In Section 4.1 we discuss this problem and the improved performance of the replacement synthesizer. In addition to the phase errors from the synthesizer, it was also clear that our method of switching the Raman light on and off introduced a systematic and repeatable phase shift, predominantly due to the intrinsic phase variation as the attenuation of the variable rf attenuators changed. In Section 4.2 we discuss the feed forward system we designed and built to reduce this phase versus rf amplitude variation by over an order of magnitude. We further reduced the phase errors from intensity switching by installing an additional acousto-optic modulator (AOM). This "common switch" AOM switches both Raman beams on or off together in exactly the same manner and at precisely the same time. Adding this AOM removed a systematic error of over 40 ppb from the $\pi / 2$-pulses discussed in Section 6.7. Related to this problem of phase errors during intensity switching, we also observed repeatable fluctuations in the light intensity diffracted by the shaping and common switch AOMs. In Section 4.7 we examine these fluctuations and the improved response after replacing the rf amplifiers with ones better suited for switching.

By improving the efficiency of the Raman beam generation, we were able to increase the available amount of Raman beam power by a factor of approximately three. We also improved the spectral purity of many of our frequency references by installing crystal filters (Section 4.6).

We improved our alignment procedures to have better control over the Raman beams: their collimation (Section 4.3), their relative angular alignment (Section 4.4), and the matching of their intensities (Section 4.5).

In an effort to improve the signal to noise ratio of the final interferometer signal ${ }^{1}$, we investigated the phase noise added by the two optical fibers used to spatially filter the Raman beams (see Section 3.2.6). Because the tracer laser also passes through these fibers, the tracer phase lock loop removes most of this noise up to the limit where the phase noise added to the Raman beams is not the same as the noise applied to the tracer. Our results indicated that the remnant differential phase noise added by the fibers might represent a significant amount of the total noise on the final atom signal. As an attempt to reduce this noise, we changed the wavelength of the tracer laser from 887 nm to 896.6 nm , thus reducing the detuning from the cesium resonance from -8 nm to +2 nm and presumably improving the common mode reduction of the fiber phase noise.

We also believe that a significant fraction of the phase noise of the interferometer signal comes from the motion of the top polarizing beamsplitter (PBS) cube not removed by the vibration isolation (VI) system discussed in Section 3.4. As an attempt to improve the performance of this system, we redesigned and rebuilt the mechanical support structure. In particular, we switched the position of the air piston and the acceleration sensor so that the sensor is now closer to the interferometer platform (Figure 3.14) which we are trying to isolate from external vibrations. We were particularly concerned about the rigidity of the air piston. Because of the finite air pressure, the inner cylinder of the piston will always be able to tilt slightly away from the axis of the outer sleave. If the accelerometer sits above the air piston and the entire VI column tilts about the piston, the motion detected by the sensor will be opposite in sign from the actual motion of the interferometer platform. Because

[^11]the sign is opposite, as the feedback loop attempts to reduce the motion of the sensor, it will actually increase the motion of the interferometer platform. With the accelerometer on the same side of the air piston as the interferometer platform, the action of the feedback will always be to reduce the effects of rotational motion on the interferometer platform.

As an additional precaution we installed a model 755-1129 tilt sensor from Applied Geomechanics on the freely swinging VI column. By rotating the column about the axis of the air piston, we calibrated the sensor to find its total offset from vertical. By tilting the outer sleave of the air piston until the output of the tilt sensor matched this level point, we were able to make the axis of the air bearing vertical to better than $100 \mu \mathrm{rad}$. By temporarily installing a tilt stage under the accelerometer, we verified that the sensitive axis of the accelerometer is also vertical. Since the Raman beams whose wavefronts we are trying to stabilize are also aligned to be vertical, we thus insure that the isolation axis of the VI system is parallel to the Raman beams.

### 4.1 RF synthesizer

In the scheme shown in Figure 3.12, the optical phase of the interferometer laser fields is locked to a radio-frequency (rf) oscillator. By changing the frequency and phase of this reference oscillator before every light pulse, we control the frequency and phase of the interferometer laser fields, which act as the reference to be compared with the internal phase of the atoms (see Section 2.1). The frequency is set to maintain the twophoton resonance condition with the atoms. This two-photon resonance frequency changes by as much as approximately $\pm 4 \mathrm{MHz}$ over the whole usable atomic trajectory due to gravity and by $f_{\text {rec }}$ per $\pi$-pulse, or $\sim 600 \mathrm{kHz}$ for $40 \pi$-pulses. Because the $\pi$ pulses might be separated by only a few hundred microseconds, the oscillator should have a switching time no longer than $\sim 10 \mu \mathrm{~s}$. Furthermore, because the oscillator serves as the reference in an interferometry experiment, its exact phase must be known for all times. In other words, in a predictable way it must switch phase continuously between two frequencies defined exactly in terms of some repeatable time standard.

A direct digital synthesizer (DDS) is ideal for this application. Figure 4.1 shows


Figure 4.1: A direct digital synthesizer (DDS) outputs a sinusoidal signal whose frequency is an exact integer submultiple of the frequency of an external clock signal. The integer that determines the output frequency is set with $n$ binary "frequency control bits". The value of this integer controls the rate at which an adder plus an accumulator step through the $2^{m}$ addresses of an internal read-only memory into which is stored a digitized version of a single period of a sine-wave. A digital-to-analog converter converts the $p$-bit output of the memory into an analog signal. Because their output is both frequency tunable and phase locked to the external clock signal, DDSs are ideal for use in precision interferometry.
a diagram of the fundamental components of a DDS. An external clock signal of frequency $f_{\text {clk }}$ drives an $n$-bit binary counter called the accumulator. The $m$ most significant bits of the accumulator address a digital read-only memory, which contains a $p$-bit digitized representation of a single period of a sine-wave. The binary values loaded from the memory are converted to an analog signal level by a fast DA-converter followed by an anti-alias filter. Given a binary number $P$ from 0 to $2^{p}-1$, the memory plus the DA-converter converts this number into an output voltage level of $A \sin \left(2 \pi P / 2^{p}\right)$, where A is some arbitrary voltage amplitude. The anti-alias filter smooths the output sine wave and thus reduces the leakage of the clock frequency into the final output. At every clock cycle an $n$-bit number $N$ is added to the accumulator. The number $N$ is determined by the state of the $n$ digital external frequency control
inputs. These $n$ digital frequency control lines thus set the output frequency of the synthesizer to an exact output sub-multiple of the clock frequency. For example, if the accumulator starts at zero and $N=2^{(n-2)}=\left(N_{\max }+1\right) / 4$, at the first active clock edge, the accumulator will change from 0 to $2^{(n-2)}$. The top $m$ bits will change by $2^{(m-2)}$ or $\left(M_{\max }+1\right) / 4$ or one quarter of one cycle. At the next active clock edge the accumulator will advance another quarter cycle through the sine-wave. The output frequency will thus be exactly $f_{\text {clk }} / 4$. For arbitrary $N$, the output frequency will be $N f_{0}$, where $f_{0}=f_{\text {clk }} / 2^{n}$ is the smallest frequency step.

The DDS unit we use, model ADS-431-1367 from Sciteq Communications, has 32 digital frequency control lines $(n=32)$ and can accept clock signals as fast as 1.6 GHz. Its internal anti-alias filter is 6 th order with a 3 dB corner frequency of $\sim 500 \mathrm{MHz}$. Since $m$ and $o$ are internal to the device and only limit the amplitude purity, they are specified as a spurious peak limit of -45 dBc "typical" over its entire output range. We operate this unit with a clock frequency of 1.0 GHz and an output frequency centered at 12.631770 MHz . At these frequencies, we observe a typical spurious peak level of less than -60 dBc .

For our purposes, however, the phase purity of the DDS output is by far the most critical performance specification. A particularly attractive feature of DDS units is that their output phase noise is as good as the input clock signal, even when switching between two output frequencies. Neglecting the small amount of amplitude noise added by the device, the phase noise at a single output frequency $f_{\text {out }}$ is given by the phase noise of the clock signal divided by the ratio $f_{\text {clk }} / f_{\text {out }}$. Also, during an output frequency change, because the time derivative of the accumulator changes and not the accumulator itself, the output always changes phase continuously. Unfortunately, because this synthesizer must change output frequencies during an interferometer, besides random phase noise we are also concerned about any repeatable deviation from a instantaneous frequency change. Specifically, if the output frequency of the DDS is to change from $f_{1}$ to $f_{2}$ at time $t_{12}$, what will the phase $\phi_{2}$ be at some later time $t_{2}>t_{12}$ compared to an initial phase $\phi_{1}$ defined at some earlier time $t_{1}<t_{12}$ ?

Ideally, the answer is

$$
\begin{equation*}
\Delta \phi=\phi_{2}-\phi_{1}=2 \pi\left[f_{1}\left(t_{12}-t_{1}\right)+f_{2}\left(t_{2}-t_{12}\right)\right] \tag{4.1}
\end{equation*}
$$

In practice, however, there will always be some delay between the signal requesting the frequency change at $t_{12}$ and the time when the synthesizer actually makes the change. If this delay is given by $\tau+\alpha f$, the above expression for the phase difference must be modified to

$$
\begin{equation*}
\Delta \phi=2 \pi\left[f_{1}\left(t_{12}-t_{1}\right)+f_{2}\left(t_{2}-t_{12}\right)\right]-2 \pi\left[\tau\left(f_{2}-f_{1}\right)+\frac{1}{2} \alpha\left(f_{2}-f_{1}\right)\left(f_{2}+f_{1}\right)\right] \tag{4.2}
\end{equation*}
$$

In this expression, $\alpha$ represents a non-linear delay that depends on the synthesizer's output frequency, while $\tau$ is the zero-order delay that might, for instance, come from the propagation delay through a simple transmission line. Any dispersive element located between the DA-converter inside the DDS and the phase detector in our experiment, whose transmission delay depends on the frequency, could result in a non-zero $\alpha$. By far the largest source of such non-linear phase delays comes from any filter on the output of the DDS. For this reason, we intentionally do no filtering of the DDS output, thereby insuring that its dynamic phase performance is limited only by its internal anti-aliasing filter.

To fully characterize the performance of this DDS unit, we recorded its output with a fast digital, sampling oscilloscope around a frequency transition from $f_{1}$ to $f_{2}$. By fitting the data before and well after the frequency change with sinusoidal functions, we were able to calculate a phase change $\Delta \phi=\phi_{2}-\phi_{1}$. Figure 4.2 shows these measurements with $f_{1}=250 \mathrm{MHz}$ and different values of $f_{2}$ from 10 to 250 MHz . Note that the results of this direct measurement (open circles) exhibit discrete jumps as a function of $f_{2}$ that cannot be explained by the model in equation (4.2). Upon further investigation we found qualitatively the same jumps over all frequency ranges, always occuring at frequencies which are exact binary sub-multiples of the clock frequency ( $125 \mathrm{MHz}, 62.5,31.25$, etc.). Based on a suggestion from the manufacturer, we suspected that the individual frequency control bits have different propagation delays through the device before they affect the output. In particular,


Figure 4.2: Systematic phase error from the direct digital synthesizer (DDS) when it switches output frequency from $f_{1}$ to $f_{2}$. In this case, $f_{1}=0$ and $f_{2}$ varies from 250 to almost 10 MHz . The synthesizer's output is sampled before and well after the frequency change and fit with two sinusoidal functions whose phase difference is plotted on the vertical axis. Over $\Delta f=$ $f_{2}-f_{1} \simeq 250 \mathrm{MHz}$, this phase error (hollow circles) can be well over one cycle. However, this error is predictable and can be subtracted out (solid circles) using a simple rule (equation 4.9) for the propagation delay of the individual frequency control bits. A fixed propagation delay of 42 ns is subtracted out of both data sets. Such a delay independent of $\Delta f$ appears as a slope in a graph like this of phase versus $\Delta f$ and does not affect the recoil experiment.
we proposed that the additional time it takes before a change at bit $b$ affects the output frequency is given by $(32-b) / f_{\text {clk }}$. Thus, the least significant bit will take 31 clock cycles longer to affect the output than the most significant bit. Although difficult to understand from a design standpoint, correcting for this behavior has proved relatively simple. To calculate the net phase shift due to this effect, we first assume that the DDS is switching between frequency $f_{1}=0$ and $f_{2}$. Since $f_{1}=0$, all frequency control bits must be off to begin with. If this variable delay model holds, then $j$ clock cycles after the 32 frequency control bits for $f_{2}$ are applied, the output frequency $f\left(t_{j}\right)$ and phase $\phi\left(t_{j}\right)$ of the device will be

$$
\begin{equation*}
f\left(t_{j}\right)=f\left(t_{j-1}\right)+\sum_{b=1}^{32} \delta_{b}\left(f_{2}\right) 2^{b-1} f_{0} \delta_{j, 33-b} \tag{4.3}
\end{equation*}
$$

$$
\begin{equation*}
\phi\left(t_{j}\right)=\phi\left(t_{j-1}\right)+\frac{2 \pi}{f_{\mathrm{clk}}} f\left(t_{j}\right) \tag{4.4}
\end{equation*}
$$

where $\delta_{b}(f)=1$ if bit $b$ in the frequency control bits for output frequency $f$ is on, $\delta_{j, 33-b}=1$ if $j=33-b$, and both are 0 otherwise. At some later clock cycle $j=J$ after all of the bits have trickled through the device, the output frequency and phase will thus be

$$
\begin{align*}
f\left(t_{J}\right) & =\sum_{b=1}^{32} \delta_{b}\left(f_{2}\right) 2^{b-1} f_{0}=f_{2}  \tag{4.5}\\
\phi\left(t_{J}\right) & =\phi\left(t_{0}\right)+\frac{2 \pi}{f_{\text {clk }}} \sum_{b=1}^{32}[J-(32-b)] \delta_{b}\left(f_{2}\right) 2^{b-1} f_{0} \\
& =\phi\left(t_{0}\right)+\frac{2 \pi}{f_{\text {clk }}}\left[J f_{2}+\sum_{b=1}^{32}-(32-b) \delta_{b}\left(f_{2}\right) 2^{b-1} f_{0}\right] \tag{4.6}
\end{align*}
$$

Since we are interested only in the net phase shift due to the variable delay, we can remove the initial phase and the expected term proportional to $J f_{2}$, leaving

$$
\begin{equation*}
\Delta \phi\left(f_{2}\right)=-\frac{2 \pi}{f_{\mathrm{clk}}} \sum_{b=1}^{32}(32-b) \delta_{b}\left(f_{2}\right) 2^{b-1} f_{0} \tag{4.7}
\end{equation*}
$$

So, due to the propagation delay each bit produces a net phase shift

$$
\begin{align*}
\Delta \phi_{b} & =-\frac{2 \pi}{f_{\mathrm{clk}}}(32-b) 2^{b-1} f_{0} \\
& =-2 \pi(32-b) 2^{b-33} \tag{4.8}
\end{align*}
$$

and the total net phase shift is simply a sum of all $\Delta \phi_{b}$ for each bit $b$ that is on in the set of frequency control bits that produce output frequency $f_{2}$. Note that in the time-reversed case when $f_{2}$ is zero and $f_{1}$ is non-zero, the net phase shift has the exact expression but with opposite sign. As a result, we can derive a general expression for the net phase shift due to the bit-wise propagation delay when the synthesizer switches from frequency $f_{1}$ to $f_{2}$.

$$
\Delta \phi=2 \pi \sum_{b=1}^{32}\left[\Delta \phi\left(f_{2}\right)-\Delta \phi\left(f_{1}\right)\right]
$$

$$
\begin{align*}
& =2 \pi \sum_{b=1}^{32}\left[\Delta \phi_{b} \delta_{b}\left(f_{2}\right)-\Delta \phi_{b} \delta_{b}\left(f_{1}\right)\right] \\
& =2 \pi \sum_{b=1}^{32}-(32-b) 2^{b-33}\left[\delta_{b}\left(f_{2}\right)-\delta_{b}\left(f_{1}\right)\right] \tag{4.9}
\end{align*}
$$

To verify this result we apply this correction to the data shown in Figure 4.2. Note that the corrected data (solid circles) show no sign of the discontinuous phase change jumps. According to the general first-order delay model in equation (4.2), we fit these corrected data to a second-order polynomial. From these fit results $|\alpha| \leq 2.9 \times 10^{-18} \mathrm{rad} / \mathrm{Hz}$, we can assign an upper limit for the non-linear phase delay of 0.3 mrad for worst-case frequency changes of $\Delta f=8 \mathrm{MHz}$ centered around 12.6 MHz . For the high-sensitivity interferometers, this phase shift would correspond to a systematic error of $\leq 0.4 \mathrm{ppb}$. We have taken similar data for different frequency ranges, particularly around the center frequency of 12.631770 MHz used in the experiment, and verified that the model in equation (4.9) always removes the phase jumps. As this test closely simulates what the atoms experience during the actual interferometer experiment, it assigns an upper limit to the possible systematic phase shifts from the DDS itself and any dispersive elements between the synthesizer and the phase detector.

The DDS unit used in the previous version of this experiment, model DDS-1 also from Sciteq Communications, had a clock frequency of 25 MHz and an internal antialiasing filter with a high-frequency rolloff starting at $\sim 10 \mathrm{MHz}$. This synthesizer's output, centered at 6.315885 MHz , was filtered, doubled, and filtered again using external rf elements. We measured the propagation delay through these external rf elements. Over the range from 8.4 to 17 MHz , the delay varied by as much as 1.9 ns . This variation alone, which does not include the response of the anti-aliasing filter internal to the DDS, corresponds to a correction of $\sim 80 \mathrm{ppb}$ for high-sensitivity interferometers.

### 4.2 RF amplitude-dependent phase shifts

As described in Section 3.6.1, we construct the adiabatic transfer pulses by varying the rf amplitude to two acousto-optic modulators: the shaping AOMs. We vary the rf amplitude by passing a fixed amplitude 40 MHz signal through two separate voltagecontrolled variable rf attenuators shown in Figure 3.22, where the voltage control is provided by the computer. The variable rf attenuators are fundamentally rf diodes that are forward biased by the control voltage. If the bias voltage is zero, the diodes do not conduct and present a large impedance to an incident rf signal. As the bias voltage increases above zero, the effective impedance seen by the rf signal shrinks to arbitrarily small values. Relative to the input rf signal, this impedance both reduces the amplitude and shifts the phase of the output rf signal. As a function of input control voltage, the transmission and the phase shift through the variable rf attenuator traces out the current-voltage curve of the diode. As discussed in Section 3.6, because the amplitude curve is strongly non-linear we must correct the control voltage in order to produce a linear response in the output rf amplitude. Here, however, we are concerned about the phase shift. Because this rf amplitude-dependent phase shift is present on the rf signal launched into the crystals of the shaping AOMs, it will also be transfered to the interferometer laser beams. In their current configuration (see Figure 3.9), the two shaping AOMs defract the light in opposite directions, one with the direction of the propagating sound wave and one against the sound wave. Thus, if the rf signal to the $F=3$ shaping AOM changes by phase $\Delta \phi(\mathrm{ON}-\mathrm{OFF})=\phi_{3}$ from on to off, the optical phase of the $F=3$ beam will change by $+\phi_{3}$. On the other hand, if the rf signal to the $F=4$ shaping AOM changes by phase $\Delta \phi(\mathrm{ON}-\mathrm{OFF})=\phi_{4}$, the optical phase of the $F=4$ beam will change in the opposite direction by $-\phi_{4}$. Thus, the phase difference between the Raman beams which is what the atom interferometers sense would change by $\phi_{3}-\left(-\phi_{4}\right)=\phi_{3}+\phi_{4}$. So, even if the phase change were exactly the same for each shaping $\operatorname{AOM}\left(\phi_{3}=\phi_{4}\right)$, the effect would not cancel; it would add.

To reduce this rf-amplitude dependent phase shift, we introduce a "phase shifter" into the rf path for the $F=3$ and $F=4$ shaping AOM signals. These phase shifters are also rf attenuators, except they are chosen because they have a larger phase


Figure 4.3: RF phase shifter used to correct for the phase variation of the variable radio frequency (rf) attenuators shown in Figure 3.22. The phase shifter consists of two rf amplifiers and a Watkins Johnson model G30 variable rf attenuator. A single supply operational amplifier (not shown) buffers the input control voltage to provide the bias for the G30. The G30 was chosen because it has an especially large propagation phase change over its full range of attenuation. By saturating the amplifiers and operating the G30 in a bias regime where its attenuation is relatively flat, the change in attenuation through the whole device can be reduced to less than 0.3 dB whereas the phase changes by more than 2 rad.
change for the same change in attenuation. We use the phase shifters to counteract the phase variation of the original variable rf attenuators. In a steady-state limit, there is a one-to-one mapping between the 12-bit digital value stored in the AWFG board memory and the phase shift that the rf attenuators will apply. As described in Section 3.6.1 the 12-bit integer is converted to an analog voltage by the AWFG board. This analog voltage is used to bias the rf diodes inside the rf attenuator. For this particular voltage value, the attenuators will attenuate and phase shift the input signal by a certain amount. Now for the phase shifter, there is a particular bias voltage that causes it to shift the phase of the incoming rf signal by an amount equal and opposite from that due to the variable rf attenuator. Thus, the phase shift from the variable attenuator can be compensated for by a particular bias voltage for the phase shifter. In the same way we constructed the numerical transform $p_{a}(x)$ to compensate for the non-linear amplitude response of the variable rf attenuator (see Section 3.6.1), we can construct another transform $p_{\phi}(x)$ to compensate for its phase shift.

For each of the two channels, the phase compensation system includes an additional 12-bit DA converter and two $128 \times 8$-bit flash memory chips which store the
conversion waveform $p_{\phi}(x)$. The system's inputs are a copy of the AWFG board's internal sample clock and a copy of the 12-bit binary values $x_{3}$ and $x_{4}$ which the AWFG board converts to an analog voltage for the $F=3$ and $F=4$ output channels. For the $F=3$ channel, for instance, on every sample clock edge, the phase compensator uses the 12 -bits of $x_{3}$ to index the two 8 -bit memory chips in parallel. The two 8 -bit values from the contents of the two memory chips are combined into a single 12-bit value $p_{\phi}\left(x_{3}\right)$ and 4 additional binary values. The 12 -bit output $p_{\phi}\left(x_{3}\right)$ from the two memory chips is then converted to an analog voltage ranging from -5 to +5 V . This analog voltage goes to the $F=3$ phase shifter and biases it for the particular phase value required to cancel the phase shift the $F=3$ variable rf attenuator applies when it is biased with the individual amplitude control voltage $p_{a 3}\left(x_{3}\right)$. Note that even if the attenuation through the phase shifter also varies somewhat with its control voltage, we can compensate for this variation by slightly modifying the transforms $p_{a}(x)$. For this reason, the linearization of the amplitude was performed after installing the phase shifters.

To determine the transforms $p_{\phi}(x)$, we sample the phase of the variable rf attenuators $\phi_{a}(x)$ when its control voltage $v(x=0 \ldots 4095)$ is ramped linearly. We also determine the same curve $\phi_{\phi}(x)$ for the phase shifter. By inverting this last function we determine the digital control value $X(\phi)=\phi_{\phi}^{-1}$ which produces the phase shift $\phi$ at the phase shifter. The phase transformation then becomes $p_{\phi}(x)=X\left(\phi_{a}(x)\right)$ for each possible value of $x$. To verify that this is in fact the correct transformation, we perform the same measurement but instead of a linear ramp for the phase shifter's control voltage we apply the transformed ramp $v\left(p_{\phi}(x=0 \ldots 4095)\right)$. This first iteration cancels most but not all of the phase from the variable attenuators. The phase error remaining after applying this transformed ramp we use to slightly correct the phase transform. We arrive at the final phase transformations $p_{\phi}(x)$ after no more than two iterations. Figure 4.4 shows the corrected and uncorrected phase response. The peak-to-peak variation of the corrected phase for each channel is less than 100 mrad , or more than an order of magnitude better than the $\sim 1 \mathrm{rad}$ peak-to-peak uncorrected phase change.

This phase compensation system functions in a feed-forward manner in the sense


Figure 4.4: Correction of the rf-amplitude dependent phase shifts from the variable rf attenuators. Over $50 \mu \mathrm{~s}$, the variable attenuators driving the $F=3$ and $F=4$ shaping AOMs are ramped from maximum (min) to minimum (max) attenuation. The resulting phase of the rf output relative to a fixed 40 MHz reference is shown in thick gray. To reduce this phase variation, we insert an rf phase shifter before each attenuator. We map out the phase versus control voltage response of these phase shifters and invert the resulting functions. Then, with the uncorrected phase response of the attenuators as an input, we apply the phase shifter transforms and determine the control voltages required to make the phase shifters exactly cancel the phase response of the attenuators. The variations with this feed forward system in place are shown in thin black. The corrected peak-to-peak variations are over an order of magnitude smaller than the uncorrected responses.
that it does not detect the phase change but knows in advance what the phase change will be. This works well as long as there is a one-to-one correspondence between the digital control value $x$ and the amplitude and phase values resulting when the control voltages $v_{a}\left(p_{a}(x)\right)$ and $v_{\phi}\left(p_{\phi}(x)\right)$ are applied to the variable rf attenuator and phase shifter, respectively. In steady-state this is always true, but dynamically if the amplitude control voltage $v_{a}\left(p_{a}(x)\right)$ changes slightly differently than does the phase control voltage $v_{\phi}\left(p_{\phi}(x)\right.$, there will be a transient glitch as the phase shifter fails to precisely cancel the phase shift from the variable attenuator. To minimize this effect, we also tested the phase compensation system on the fastest possible ramp, when the value $x$ changes from 0 to 4095 in one sample clock cycle. By tuning the delay and the time constant of the phase control voltage channels, we were able to reduce the glitch to the same size or smaller than the 100 mrad remnant phase deviation left over from the steady-state solution shown in Figure 4.4.

### 4.3 Beam collimation

The dependence on the Raman beam collimation is discussed in Section 6.1.1. By taking more data and using a better collimation tester, we reduced the uncertainty and eliminated a possible systematic error in our determination of the location of the Gaussian focus of both beams. Originally, we used a shear-plate collimation tester model 09SPM003 from Melles Griot. An incoming beam incident at $45^{\circ}$ will reflect off both surfaces of the shear plate. The interference pattern from these two reflections can then be observed on a screen. In the direction of the shear, because the thickness of the glass plate varies, the propagation path difference and thus the phase between the two reflections changes across the beam. If the beam is exactly collimated, the resulting fringes will appear exactly orthogonal to the shear direction. If the beam is not collimated, the fringes appear to rotate about this direction, in one direction for a diverging beam and in the other direction for a converging beam. This collimation tester is extremely easy to use, because it produces a signal that is linearly proportional to the deviation from collimation. However, its accuracy is limited by how accurately the reference line is aligned to the shear direction of the plate. If the reference is off or if the angle of incidence of the incoming beam is slightly wrong, the collimation point can be systematically wrong.

A collimation tester with fewer potential systematic errors incorporates a parallelplate instead of a shear-plate. Just as with the shear-plate, the interference between the reflection from both surfaces of the parallel-plate are observed on a screen. Unlike the shear-plate, however, the fringes from this interference pattern do not appear as lines. For an uncollimated incident beam, they appear as rings. As the beam approaches collimation, these rings expand until one central fringe occupies the entire region of overlap when the beam is perfectly collimated. If the central spot is always dark, one can readily collimate the beam by minimizing the amount of light visible at the screen. However, because this central spot can vary from bright to dark when the propagation path difference between the two reflections changes by as little as half an optical wavelength, in practice it is very difficult to keep the central spot dark. One common solution is to dither the angle of incidence of the plate slowly back and forth.

Since the propagation path difference depends sensitively on the angle of incidence, the interference phase difference shifts by several cycles. When the interference spot appears to flash on and off completely, the beam is collimated.


Figure 4.5: Collimation of the bottom Raman beam. A four inch diameter 1.6 cm thick precision parallel plate is placed in the bottom Raman beam above the vacuum chamber at an angle of incidence of roughly $45^{\circ}$. The incident Raman beam reflects off of both of the plate's uncoated surfaces onto a white screen placed to one side that is imaged by a video camera. Where the two reflections overlap, they interfere and produce fringes whose spacing is linearly proportional to how parallel the laser's wavefronts are at the plate. A piezoelectric transducer (PZT) slightly varies the incidence angle of the plate and thus adds a controllable propagation phase difference between the two reflections. By controlling the voltage across this PZT, one can fix the phase difference between the reflections so that the center fringe is dark. If the laser's incident wavefronts are parallel, the entire overlap region will consist of one dark fringe and the integrated light intensity will be minimized. As the wavefronts acquire some curvature, however, the spacing of the interference fringes shrinks and the minimum achievable light intensity increases. By recording the integrated video signal for different longitudinal positions of the collimating lens and fitting these data with the function $A\left|z-z_{0}\right|+B$, we can determine the lens position $z_{0}$ that collimates the beam to within a statistical limit of $\pm 0.014 \mathrm{~cm}$, which corresponds to a lower limit for the radius of curvature of $\sim 27 \mathrm{~km}$.

The method we use is slightly different, requires less operator skill, and is more repeatable. We image the screen with a video camera and observe the video signal on an oscilloscope. After capturing the entire screen of the video signal, we can integrate to obtain a numerical value for the total light incident on the screen. By controlling the incidence angle with a piezo-electric actuator, we can manually constrain the
interference phase so that the central fringe stays dark long enough for us to capture the signal. We move the collimating lens toward and away from the source and at each step, we fix the lens, and acquire a total integrated light signal. As the lens moves away from the collimation point in either direction, the fringes become smaller and the minimum integrated light signal increases. The data from the bottom collimating lenses is shown in Figure 4.5. Fitting these data by an absolute value function, we obtain the position of the lens which minimizes the integrated light to within a statistical limit of $\pm 0.14 \mathrm{~mm}$. The top collimating lens is aligned in the same manner to a similar limit of $\pm 0.17 \mathrm{~mm}$. As a conservative upper limit, we estimated that both lens are positioned to within $\pm 0.2 \mathrm{~mm}$, which corresponds to an uncertainty in the position of the Gaussian focus of 6.2 m and a maximum inverse radius of curvature of $5.2 \times 10^{-5} \mathrm{~m}^{-1}$.

This collimation procedure is systematically limited only by the flatness of the parallel-plate. Our 4-inch diameter parallel plate comes from a collimation tester originally sold by Blue Sky Research. Although, this company no longer makes beam collimators, they referred us to the original optics designer who made the parallel plates [49]. He estimates that it is flat to better than $0.5 \mu \mathrm{rad}$. Using the above method to collimate a 1 cm Gaussian radius beam with a $0.5 \mu \mathrm{rad}$ wedged plate would set the local radius of curvature to $\sim(1 \mathrm{~cm}) /(0.5 \mu \mathrm{rad})=20000 \mathrm{~m}$, approximately the same as our statistical uncertainty.

### 4.4 Relative angular alignment of beams

The photon recoil measured in this experiment derives fundamentally from the stimulated absorption of an optical photon with wavevector $\mathbf{k}_{1}$ from one laser and the stimulated emission of another optical photon with wavevector $\mathbf{k}_{2}$ into another independent laser beam. The first process is absorption and the second process is emission, so the effective wavevector determining the net momentum recoil of the atom is the vector difference of the two wavevector

$$
\begin{equation*}
\mathbf{k}_{\mathrm{eff}}=\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \tag{4.10}
\end{equation*}
$$

Choose a coordinate system so that $\mathbf{k}_{1}=k_{1}(0,0,1)$. Ideally, the second laser beam exactly counterpropagates with respect to the first $\mathbf{k}_{2}=-k_{2}(0,0,1)$, so that the size of $\mathbf{k}_{\text {eff }}$ is

$$
\begin{align*}
\left|\mathbf{k}_{\mathrm{eff}}\right|=k_{\mathrm{eff}} & =\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right| \\
& =\left|k_{1}(0,0,1)-\left[-k_{2}(0,0,1)\right]\right| \\
& =\left|\left(0,0, k_{1}+k_{2}\right)\right| \\
& =\left(k_{1}+k_{2}\right) \tag{4.11}
\end{align*}
$$

If, however, the second laser is slightly misaligned from the first such that $\mathbf{k}_{2}=$ $-k_{2}(\sin \theta, 0, \cos \theta)$, equation (4.11) becomes

$$
\begin{align*}
k_{\mathrm{eff}}^{\prime} & =\left|k_{1}(0,0,1)+k_{2}(\sin \theta, 0, \cos \theta)\right| \\
& =\left|\left(k 2 \sin \theta, 0, k_{1}+k_{2} \cos \theta\right)\right| \\
& =\left(k_{1}^{2}+2 k_{1} k_{2} \cos \theta+k_{2}^{2}\right)^{1 / 2} \tag{4.12}
\end{align*}
$$

Because the recoil frequency is proportional to $k_{\text {eff }}^{2}$, the fractional error in the recoil measurement will be

$$
\begin{align*}
\left(k_{\text {eff }}^{\prime 2}-k_{\text {eff }}^{2}\right) / k_{\text {eff }}^{2} & =\left[\left(k_{1}^{2}+2 k_{1} k_{2} \cos \theta+k_{2}+2\right)-\left(k_{1}+k_{2}\right)^{2}\right] /\left(k_{1}+k_{2}\right)^{2} \\
& =2 k_{1} k_{2}[\cos \theta-1] /\left(k_{1}+k_{2}\right)^{2} \\
& \simeq 2 k_{1} k_{2}\left[\left(1-\theta^{2} / 2\right)-1\right] /\left(k_{1}+k_{2}\right)^{2} \\
& =2 k_{1} k_{2}\left[-\theta^{2} / 2\right] /\left(k_{1}+k_{2}\right)^{2} \\
& \simeq-k^{2} \theta^{2} /(2 k)^{2} \\
& =-\theta^{2} / 4 \tag{4.13}
\end{align*}
$$

where the first approximation assumes $\theta \ll 1$ and the second approximation assumes that $k_{1} \simeq k_{2}=k$. Thus, a beam misalignment of only $63 \mu \mathrm{rad}$ will shift our measurement of the recoil frequency down from the actual value by 1 ppb .

To guarantee that the beams are collinear to this limit or better, we align one
beam to the other using pinholes. A simplified diagram of the beam path and relevant optics are shown in Figure 3.11. Each beam emerges from its fiber, is focused by a microscope objective to a Gaussian beam diameter of $114 \mu \mathrm{~m}$, near which it passes through a pinhole of diameter $343 \mu \mathrm{~m}$. It then freely expands to a diameter of $\sim 2 \mathrm{~cm}$ before it is collimated by a 2 m focal length lens. Between the two collimating lenses the beams overlap at the atoms. The two pinholes provide two reference points so that if it were not for the lenses, whenever both beams passed through both pinholes, they must be overlapped everywhere. With the lenses between the pinholes, however, this no longer holds true. Consider the case when the top pinhole is placed $f-\epsilon_{\mathrm{T}}$ before the top lens and the bottom pinhole is placed $f+\epsilon_{\mathrm{B}}$ after the bottom lens. In the limit of $\epsilon_{\mathrm{T}} \ll f$ and the distance between the two lenses $\simeq f$, after both lenses the image plane of the top pinhole is approximately $f+\epsilon_{\mathrm{T}}$ from the bottom lens. If $\epsilon_{\mathrm{B}}=\epsilon_{\mathrm{T}}$, the bottom pinhole will be in the image plane of the top pinhole. Consider now what happens when we control the input angle of the top beam to try to overlap it with the bottom beam which already passes through both pinholes. Because the two lenses image the pinholes on top of each other, no matter at what angle the top beam passes through the top pinhole it will always make it through the bottom pinhole. On first glance, if the pinholes happen to image each other, this alignment procedure seems to fail completely. However, it fails only if we ignore where the top beam intersects the top lens. If we can center the top beam on the top lens to within $\Delta x$, then we can constrain the input angle to roughly $<\Delta x / f$. Since the ratio of the angle after the lens to the input angle is $\epsilon_{\mathrm{T}} / f$, the angular deviation between the lenses should be $<\Delta x \epsilon_{\mathrm{T}} / f^{2}$. Since the confocal parameter for a beam with a Gaussian waist diameter of $114 \mu \mathrm{~m}$ is $\sim 11 \mathrm{~mm}$, it is reasonable to assume that $\epsilon_{\mathrm{T}}<5 \mathrm{~mm}$. Assuming we can spatially overlap the beams between the lenses to within $\Delta x<1 \mathrm{~mm}$, this limits the angular error from the lenses imaging the pinholes onto each other to $<(1 \mathrm{~mm})(5 \mathrm{~mm}) /(2 \mathrm{~m})^{2}=2.5 \mu \mathrm{rad}$. However, to avoid this problem completely, we set the top pinhole as close as possible to the geometric focus of the top lens and the bottom pinhole over 30 mm away from the geometric focus of the bottom lens. To find the geometric focus of the top lens, we measure its focal length and then put the pinhole this exact distance away. To measure the
focal length of the lens we measure the distance from the lens where two incident parallel 1 mm diameter beams from a helium-neon laser intersect. We find the point of intersection with a quadrant detector and then measure the distance to the detector using two calibrated rods of lengths 37.000 and 39.000 inches and a precision caliper. Since we know the lens is made from BK7 we can correct for the wavelength difference between $\mathrm{He}-\mathrm{Ne}$ and our wavelength of 894.6 nm . With our calculated value for the focal length at 894.6 nm we again use the calibrated rods to set the pinhole this exact distance from the lens. Accumulating all of the possible measurement uncertainties, we estimate an error of $\pm 0.5 \mathrm{~mm}$ in positioning this pinhole at the focus. For the bottom pinhole, since we intentionally want to avoid the focus, we need only to use the diverging beam size to guarantee that we are well away from the geometric focus of the lens. With the bottom pinhole at least 30 mm away from the focus, even with our $\sim 0.5 \mathrm{~mm}$ uncertainty in determining the correct position of the top pinhole, $\epsilon_{\mathrm{B}}$ will always be much greater than $\epsilon_{\mathrm{T}}$, thus insuring that the pinholes never lie in each other's image plane.

In fact, the limit from this effect is smaller than the fundamental limit of our ability to center the beams on the pinhole. Because the top pinhole is so close to the focus of the top lens, the bottom beam will almost always also pass through it. Therefore, in order to make the beams parallel at the atoms, we need only direct the top beam backwards through the bottom pinhole. At 30 mm from a Gaussian focus diameter of $114 \mu \mathrm{~m}$, the beam diameter is roughly the same as the pinhole diameter. We estimate that we can readily detect as small as a $5 \%$ drop in the power transmitted through the pinhole. By numerically integrating the transmission of a two-dimensional Gaussian through a circular aperture and inverting the resulting curve, we estimate that a tranmission of $95 \%$ corresponds to a relative beam-pinhole displacement of $\sim 0.3$ of the pinhole and beam diameter which is $\sim 120 \mu \mathrm{~m}$, indicating an error of around $\pm 60 \mu \mathrm{~m}$. Over the 2 m focal length of the lens, this corresponds to angular alignment error of $\sim \pm 30 \mu \mathrm{rad}$, which is a an error in the recoil frequency of $-0.25 \mathrm{ppb}, 64$ times better than the previous limit with no pinhole.

### 4.5 Intensity matching

Effects which depend on the particular pulse shape may not cancel if the light level from the two optical frequencies and two possible beam directions are not all equal. Simulations indicate that if the difference frequency does not change to match the Doppler shift due to the gravitational acceleration during the $\pi / 2$-pulses, the atoms will not be able to exactly follow the evolution of the dark state defined by the light. At the end of a $\pi / 2$-pulse, the atoms will be in a state with a slightly different phase from the phase of the dark state. At the end of the interferometer the accumulated phase from this effect will change the final interferometer phase difference. Fortunately, the conjugate interferometer exhibits exactly the same phase shift and the effect cancels. However, an imbalance $\Delta I / I$ of the beam intensities can prevent this effect from canceling exactly. During the second and third $\pi / 2$-pulses, the roles of the $F=3$ and $F=4$ light are opposite in the conjugate interferometer. If the amount of $F=3$ light emerging from one fiber is not the same as the amount of $F=4$ light emerging from the other fiber, the atomic state will slip away from the dark state by a different amount for an interferometer and its conjugate. Because the phase slip is not exactly the same, some of the effect remains after subtracting the final phase of the two interferometers. Simulations indicate that as much as 20 mrad of phase difference remains if the difference frequency is not chirped to compensate gravity and one of the four light levels ( $F=3 \mathrm{up}, F=4$ down, $F=3$ down, $F=4 \mathrm{up}$ ) is $10 \%$ lower than the three others. For imbalances less than roughly $50 \%$, the remaining uncanceled phase scales linearly with the fractional imbalance. Because the level of cancelation in the experiment may be even less than the simulation indicates, we attempt to avoid this problem by 1) chirping the difference frequency during the pulses to match gravity (see Section 3.6.3) and 2) balancing the beam intensities to better than $10 \%$.

To balance the beam power levels, we measure the optical power in the center of each beam using an $E G \mathcal{G} G$ Optoelectronics model FND-100 photodiode placed just above the top window of the vacuum chamber. We program real interferometer pulse shapes into the synthesizers and run interferometer 2 with no $\pi$-pulses. By measuring
the light level at the end of the first and third $\pi / 2$-pulse and at the beginning of the second and fourth $\pi / 2$-pulse, we can directly observe the light levels for the $F=3$ and the $F=4$ emerging from one of the fibers. At these times during the $\pi / 2-$ pulses, both the $F=3$ and $F=4$ beams are on at the same time. The final phase of the interferometer is most sensitive to deviations from the dark state during these times, because at these points in the interferometers the dark state is a coherent superposition of two pure states. To measure the remaining two light levels, we flip the photodiode to look at the other beam coming from the opposite direction. We make slight adjustments to the $\lambda / 2$-plate before the polarizing $F=3 / F=4$ power splitter and then use two of the variable switchyard controls to maximize the light level when all of the four levels are equal to within $\sim 3 \%$.

At early stages of this experiment, before the beam intensity balance was controlled, we estimate that the imbalance could have been as high as $30 \%$. By measuring the beam balance several times during a long data taking run, we observed that the beam balance drifts by as much as $10 \%$ over many hours. In addition to random drift, because the atoms are inside the vacuum chamber and we are measuring the light outside the chamber on the other side of the top window, any transmission loss through this window will result in a systematic imbalance between the top and bottom beams. However, because this window is anti-reflection coated, it's total transmission loss will be less than $\sim 1 \%$. Since this systematic imbalance is much less than the peak-to-peak random drift, we did not attempt to compensate for it. Also, since we are chirping the difference frequency to keep the atoms always in resonance, an additional effect from any remaining beam imbalance should be further reduced.

### 4.6 Crystal filters

All of the precision frequencies in the experiment are derived from the LORAN C reference signal at 10 MHz . This sinusoidal signal is passively quadrupled to generate 40 MHz , which is used to generate the 20 MHz TTL signal which replaces the internal clock of the AWFG board. A copy of this 40 MHz signal is passively doubled again to generate 80 MHz used to drive the $F=3$ AOMs of the switchyard. A copy of the

80 MHz is mixed with another copy of the 40 MHz signal to generate the 120 MHz for the common switch AOM. A 100 MHz VCO is phaselocked directly to the 10 MHz reference by dividing its output frequency by 10 . This 100 MHz signal is mixed with another copy of the 80 MHz signal to generate the 180 MHz reference for the tracer phaselock. Since all of these reference frequencies are based on a multiplication of the original 10 MHz reference, they all have some remnant amplitude modulation sidebands at integer multiples of 10 MHz . This amplitude modulation is transferred directly to the lasers via any of the AOMs which diffract the beams. As discussed in Section 6.2.6, whenever the DDS's output frequency tunes near one of these sidebands, the two frequencies can mix down and add phase noise to the laser light at frequencies that affect the transfer efficiency and possibly systematically alter the phase of the interferometers. To minimize this affect we avoid tuning the DDS close to these "bad frequencies". As an addition precaution, we have installed crystal filters on the 40, 80, and 180 MHz reference frequencies. These filters have resonances that are typically less than 100 kHz wide, so all sidebands offset by integer multiples of 10 MHz are significantly reduced.

### 4.7 Dynamic response of the Raman beam AOMs

As shown in Figure 4.6 when the 40 MHz signal going to the radio-frequency (rf) amplifier driving the $F=4$ shaping AOM is switched on rapidly, the diffracted light intensity fluctuates repeatably in time. These ripples did not depend on where the incident light beam passed through the AOM crystal. And, when we replaced the model P300AM-33 TronTech amplifier with an IntraAction PA-1264 better designed for switching, the fluctuations went away. Because the $F=3$ shaping AOM exhibited the same behavior, its TronTech amplifier was also replaced with one from IntraAction. Although they do not shape the adiabatic transfer pulses, we also verified that the switchyard AOMs did not produce this intensity ripple.

While it is not clear whether these repeatable intensity fluctuations will systematically shift the interferometer phase, we swapped the amplifiers in and out while taking data and found that it did not significantly reduce the systematic phase shift


Figure 4.6: Switching behavior of the $F=4$ shaping AOM. The intensity of the diffracted order when the acousto-optic modulator is driven with the original radio-frequency (rf) amplifier (wide gray line) exhibits $\sim 7 \%$ peak-to-peak fluctuations on the time scale of several $\mu \mathrm{s}$. As shown by the thin dark line, when just the driving rf amplifier is replaced with one better designed for switching, the fluctuations vanish.
from the $\pi / 2$-pulses discussed in Section 6.7.

## Chapter 5

## Results



### 5.1 Interferometer data

Using the accepted values for $\hbar / m_{\text {Cs }}$ and $\lambda$ (CsD1) we can calculate an "accepted" value for the recoil frequency $f_{\text {rec }}$ defined in Section 1. As other more precise measurements are made this accepted value will change. Since it allows us to more easily compare data taken at different times, we do not update our value of $f_{\text {rec }}$ to match the current accepted value. Instead, we fix the lab value of the recoil frequency to a somewhat arbitrarily chosen value ${ }^{1}$ of $f_{\text {fix }}=15006.278875 \mathrm{~Hz}$, which differs from the real value by less than several hundred parts per billion (ppb). It is of course the goal of this experiment to determine exactly how much this value differs from the real value. In this work, recoil data will always be presented as a difference from this fixed value, $\Delta f_{\text {rec }}=f_{\text {rec }}^{\text {measured }}-f_{\text {fix }}$ in units of Hz . Or, more commonly in units of $\mathrm{ppb}, \Delta f_{\text {rec }}=\left(f_{\text {rec }}^{\text {measured }}-f_{\text {fix }}\right) / f_{\text {fix }} \times 10^{9}=\left(f_{\text {rec }}^{\text {measured }} / f_{\text {fix }}-1\right) \times 10^{9}$

In the lab, we use this fixed recoil frequency to program the frequencies of our local oscillator, which is the difference frequency between the two Raman lasers for each light pulse. We program the pulse shape and beam direction data for the desired interferometer geometry into the synthesizers. We collect the atoms in a MOT and launch them vertically. After the atoms enter the magnetically shielded region inside the vacuum chamber, we trigger the programmed interferometer pulse sequence. The
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pulses of light split and then recombine the atomic wavefunctions of the atoms. If the two arms of the interferometer recombine coherently, the number of atoms emerging in one of the ground states will vary according to the total phase difference between the two arms of the interferometer. As discussed in Section 2.1, this final phase difference is zero only if we have the truly correct value for the recoil frequency (and possibly the gravitational acceleration) programmed into our synthesizers. If we do not use the correct value, then a different number of atoms will emerge from the interferometer. In principle, when we detect the signal proportional to this number, we can deduce the interferometer phase difference. However, in order to make this conversion, we must know the contrast exactly, and we must also know that variations of the signal result only from the interferometer phase difference and not from fluctuations in detection efficiency or in the number of atoms launched from the MOT. To make the phase measurement independent of the contrast and hence much less sensitive to signal amplitude fluctuations, we must find some way to scan across an entire fringe period by adding a controllable amount to the interferometer phase difference. We accomplish this by changing the Raman laser difference frequency of the final two $\pi / 2$-pulses by a small amount $f_{s}$. Because our lab-based frequency reference now oscillates at a slightly different frequency between the final two $\pi / 2$-pulses, over the time $T$ a phase shift $\phi=2 \pi f_{s} T$ will accrue. If before every launch we change the value of $f_{s}$ by a fraction of the fringe spacing $1 / T$, we can trace out one or more fringes from minimum to maximum value. Each data set for one interferometer geometry consists of an array of 51 points $\left[f_{s}(i), a(i)\right]$, where $f_{s}(i)$ is the offset from the calculated center frequency, $a(i)$ is the signal size at that offset frequency, and $i=1,2, \ldots, 51$. The frequency span is always chosen to include exactly five fringes: $f_{s}(51)-f_{s}(1)=5 / T$. A non-linear least-squares fit routine (see Appendix C. 2 for fit program) using the Levenberg-Marquardt method of root finding [50] fits the data $\left[\phi(i)=2 \pi T f_{s}(i), a(i)\right]$ by the function

$$
\begin{equation*}
f_{\mathrm{fit}}(\phi)=A[1+C \sin (B \phi+D)] \tag{5.1}
\end{equation*}
$$

where $A, B, C$, and $D$ are the adjustable parameters of the fit. This function is a sinusoid of amplitude $A C$ about offset $A$ with phase scaling factor $B$ and phase
offset $D$. The contrast defined as $\left(a_{\max }-a_{\min }\right) /\left(a_{\max }+a_{\min }\right)$ is given simply by $((A+A C)-(A-A C)) /((A+A C)+(A-A C))=(2 A C) /(2 A)=C$. In the limit that we exactly know the fringe spacing $1 / T$, fit parameter $B$ should always be unity. When we allow the fit routine to adjust $B$, its value varies randomly by at most $\pm 2 \%$ centered on 1 . Since this fluctuation is larger than any possible experimental variation of the value $T$, we attribute it to the statistical limit of determining the oscillation period of a sinusoid using only a finite number of points. For this reason we set $B=1$ and do not allow the fit routines to vary it ${ }^{2}$. The final parameter $D$ is the measurement result. It represents the amount of phase or frequency we must shift our fixed value for the recoil frequency to arrive at the actual value.

Of course, because of its dependence on detunings and particularly the local gravitational acceleration, the parameter $D$ emerging from a single interferometer is not enough to derive a sufficiently accurate value for the recoil shift (see equation (2.21)). At the very least we must also measure the phase from the conjugate interferometer geometry ( $\sqrt{2}$ with $\boxed{1}$ and 4 with 3 ) in order to get a single measurement of the recoil frequency. To get the best cancelation of the unwanted common dependencies, we should measure both interferometer geometries simultaneously. Unfortunately, because a dark-state transfer " $\pi / 2$-pulse" cannot transfer atoms from a superposition state to both pure states simultaneously, only one interferometer geometry can be constructed at one time. As a compromise, however, at each point we alternate between interferometers. If we were taking data using interferometer geometries 1 and 2 , for instance, for the first launch we would build 1 . For the next launch we would reprogram all of the synthesizers to build to interferometer 2 . For the third launch would reprogram the synthesizers back to 1 and so on. After 102 launches, each time switching between interferometers 1 and 2 , we would have 51 points from each interferometer taken at almost exactly the same time. Only fluctuations occurring on the time scale or faster than the launch repetition rate of $1 / 0.908 \mathrm{~s}$, would not cancel. On the other hand, because it takes at least 10 launches to acquire a full fringe cycle, fluctuations on the scale of $\sim 1 \mathrm{~s}$ or faster would appear as noise
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on the fringes and should not change the final phase difference between the two interferometers. To achieve the best common-mode cancelation, all of our interferometer data are taken either by switching between 1 and 2 and then between 3 and 4 or by alternating between all four interferometers $1,2,2,4,4,4,4,4,4$, etc.

We now present the data from a single set of interferometer fringes for three representative configurations: $T=5 \mathrm{~ms}$ with $30 \pi$-pulses, $T=120 \mathrm{~ms}$ with $30 \pi$ pulses, and $T=120 \mathrm{~ms}$ with no $\pi$-pulses. In each case the data appear as we see them on the computer screen. The vertical axis is the integrated signal from the photomultiplier tube (PMT) that is proportional to the number of atoms in the $F=4$ state. Because of the magnetic sublevel sensitive transfer from the DF Raman laser discussed in Section 3.1.6, this $F=4$ signal is proportional to the number of atoms emerging from the interferometer in the $F=3, m_{F}=0$ state. It is scaled to the fit parameter $A$ from equation (5.1) of interferometer 1 . The horizontal axis is the twophoton difference frequency offset of the third and fourth $\pi / 2$-pulse from their center frequencies giving by $\pm(N+1) f_{\text {fix }}$, where the sign is determined by the interferometer geometry and $N$ is the number of $\pi$-pulses. This axis spans exactly five fringes, or $5 / T$.

Below the fringes are the resulting fit parameters, $A, C$, and $D$ from equation (5.1) and the value of $\chi^{2}$. From the phase parameters $D$, we calculate the per recoil frequency shift $\Delta f=-\Delta D /[2 \pi T(N+1)]$, which is the deviation from $f_{\text {fix }}$ in Hz . Averaging these corrections $\Delta f_{\text {norm }}$ and $\Delta f_{\text {inv }}$ from the normal and inverted interferometers, respectively, gives the result from a complete measurement of $f_{\text {rec }}$, given in units of Hz and ppb relative to $f_{\text {fix }}$.

Figure 5.1: Interferometer data for all four interferometers with $T=5 \mathrm{~ms}$ and $N=30$ $\pi$-pulses.


| Fit |  | Interferom | Geometry |  |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | 1 Nor | mal 2 | 3 Inv | ed 4 |
| $A$ (arb) | $0.5000(17)$ | $0.3420(17)$ | 0.3899 (20) | $0.4562(20)$ |
| $C$ (\%) | 20.49(47) | 20.11(69) | 20.23(74) | 19.50(63) |
| $D(\mathrm{rad})$ | +1.456 7(233) | +1.4473(359) | $+1.5377(369)$ | $+1.5674(327)$ |
| $\chi^{2}$ | $1.068 \times 10^{-6}$ |  | $1.583 \times 10^{-6}$ |  |
| $\Delta f(\mathrm{~Hz})$ | -0.009 7(440) |  | +0.030 6(50 6) |  |
| $\mathbf{6}^{\frac{1}{2}\left(\Delta f_{\text {norm }}+\Delta f_{\mathrm{inv}}\right)}$ |  | $\begin{aligned} & =+0.0105(335) \mathrm{Hz} \\ & =+349(1117) \mathrm{ppb} \text { in } f_{\text {fix }} \end{aligned}$ |  |  |

Figure 5.2: Interferometer data for all four interferometers with $T=120 \mathrm{~ms}$ and $N=30$ $\pi$-pulses.


| Fit |  | Interferome | Geometry |  |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | 1) Normal 2 |  | 3 Inverted 4 |  |
| $A$ (arb) | 0.500 0(19) | $0.3553(19)$ | 0.3587(20) | 0.490 0(20) |
| C (\%) | 17.22(53) | 15.74(78) | 16.83(79) | 16.91(57) |
| $D(\mathrm{rad})$ | $-1.8624(328)$ | $-1.9618(490)$ | $-1.4133(494)$ | $-1.4935(354)$ |
| $\chi^{2}$ | $3.564 \times 10^{-6}$ |  | $3.959 \times 10^{-6}$ |  |
| $\Delta f(\mathrm{~Hz})$ | -0.0042(25) |  | -0.003 4(26) |  |
| $\mathbf{6}^{\frac{1}{2}\left(\Delta f_{\text {norm }}+\Delta f_{\text {inv }}\right)}$ |  | $\begin{aligned} & =-0.0038(18) \mathrm{Hz} \\ & =-128(60) \mathrm{ppb} \text { in } f_{\mathrm{fix}} \end{aligned}$ |  |  |

Figure 5.3: Interferometer data for all four interferometers with $T=120 \mathrm{~ms}$ and $N=0$ $\pi$-pulses.


| Fit |  | Interferom | Geometry |  |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | 1 N | mal 2 | 3 Inv | ed 4 |
| $A$ (arb) | 0.5000(27) | $0.5401(27)$ | 0.4046 (35) | 0.4151(35) |
| $C$ (\%) | 19.42(78) | 16.51(69) | 23.08(1.25) | 22.15(1.22) |
| $D(\mathrm{rad})$ | $-1.9164(385)$ | $-1.9342(445)$ | $-0.9319(534)$ | $-1.0541(539)$ |
| $\chi^{2}$ | $1.345 \times 10^{-5}$ |  | $2.360 \times 10^{-5}$ |  |
| $\Delta f(\mathrm{~Hz})$ | -0.023 6(780) |  | $-0.1620(1007)$ |  |
| $\mathbf{6}^{\frac{1}{2}\left(\Delta f_{\text {norm }}+\Delta f_{\mathrm{inv}}\right)}$ |  | $\begin{aligned} & =-0.0928(637) \mathrm{Hz} \\ & =-3093(2122) \mathrm{ppb} \text { in } f_{\mathrm{fix}} \end{aligned}$ |  |  |

We can use the results of Section (3.7.1) to estimate the full-width half-maximum (FWHM) of the resonance lineshape that these fringes are superimposed on top of. From Figure 3.33, the FWHM of $70 \mu \mathrm{~s}$ long full intensity $\pi$-pulses is approximately 253 kHz . Since the $\pi / 2$-pulses are $250 / 70=3.57$ times longer and on average half as intense, according to equation (3.23), they should be approximately $(2(3.57))^{-\frac{1}{2}}=$ 0.374 times as wide, or roughly 94.6 kHz . Even for the shortest interferometers $T=5 \mathrm{~ms}$, the total span $5 / T=5 / 5 \mathrm{~ms}=1 \mathrm{kHz}$ is much smaller than this resonance linewidth, and thus the curvature at the top of the lineshape is invisible in the data.

In Figure 5.1 we have measured the separation of the resonances to within roughly 0.15 Hz and thus identified the center of each resonance to within approximately $1 / \sqrt{(2)}(0.15 \mathrm{~Hz}) /(95 \mathrm{kHz})=1.1 \times 10^{-6}$. The same number for the other two cases are $5.9 \times 10^{-7}$ from Figure 5.2 with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses and $6.7 \times 10^{-7}$ from Figure 5.3 with $T=120 \mathrm{~ms}$ and no $\pi$-pulses.

### 5.2 Noise

Random fluctuations of the final signal ultimately limit the precision with which we can resolve the position of the fringes and determine the size of the recoil frequency. For interferometer fringe signals of the form given in equation (5.1), there are three general categories of noise: offset, contrast, and phase, corresponding to fluctuations of the parameters $A, C$, and $D$, respectively. Offset noise is a fluctuation of the mean value of the fringe signal that can be caused by variations in the number of atoms launched from the MOT or small changes in the detection efficiency. It could also be caused by variations in the efficiency of any of our adiabatic transfer $\pi$-pulses. Small amounts of offset noise $\Delta A$ contribute a phase uncertainty of roughly $\Delta \phi=\Delta A / C$, where $C$ is the interferometer contrast. Contrast noise is a variation of parameter $C$. Fortunately, in the limit that the fringes can still be resolved, pure contrast noise does not contribute to the final phase uncertainty $\Delta \phi$. Finally, there is phase noise which contributes directly to uncertainty of the final signal.

As in Figure 5.2, the uncertainty $\Delta D$ of the phase fit parameter $D$ after 51 launches using a sensitive interferometer is typically less than 50 mrad , which is equivalent to
an rms phase noise of roughly $(50 \mathrm{mrad}) \sqrt{51} \simeq 360 \mathrm{mrad}$ per launch.

## Launch signal

As described in Section 3.1.5 the most basic launch signal comes from a single pulse of the probe laser. For magnetic sublevel sensitive detection (see Section 3.1.6), however, we must add at least one Doppler-free (DF) $\pi$-pulse from the DF Raman laser and a pulse from the clearing beam. The signal from a launch followed by pulses from the three detection beams typically fluctuates somewhere between $1.5 \%$ and $2.5 \%$. By temporarily removing the DF Raman transitions, we can verify that the DF Raman transfer contributes roughly half, $1.1 \%$ to $1.8 \%$ of this root-mean-square (rms) offset noise.

## Signal background

In addition to the 51 fringe data points, we also take 3 background points to establish a value for the true signal zero. To take a background point we detune the laser difference frequency of the last two $\pi / 2$-pulses by $f_{s}=f_{\mathrm{bkgnd}}=1 \mathrm{MHz}$ which is much larger than the 100 kHz two-photon linewidth of these pulses and thus out of resonance with the atoms. Because the final two pulses do not address the atoms, the only remaining signal is due to either 1) remnant cesium atoms from the launch, 2) trace amount of cesium vapor always in the vacuum chamber, or 3) scattering of the probe beam into the photomultiplier tube.

By adding more $\pi$-pulses the signal can be made arbitrarily small, and consequently the relative size of the background signal varies greatly. For most of the data, however, this background is less than $10 \%$ of the signal level. The fractional standard deviation of 50 background points taken one after the other is typically less than $1.3 \%$. If in the worst case this background is $30 \%$ of the signal, then background fluctuations will contribute no more than $0.3(1.3 \%)=0.4 \%$ offset noise to the signal, which is negligible compared to the noise on the launch signal

## Adiabatic transfer pulses

To investigate the amount of offset noise contributed by the adiabatic transfer $\pi$ pulses, we set up a launch sequence similar to the one described in Section 3.7.1: one velocity selecting $\pi$-pulse followed by $N$ regular $\pi$-pulses, a clearing pulse, one DF Raman $\pi$-pulse, and finally the detection probe pulse. For $N \gg 1$, small variations in the $\pi$-pulse efficiency can significantly vary the size of the final signal. With 30 $\pi$-pulses, the adiabatic transfer $\pi$-pulses typically add from $1.5 \%$ to $2.9 \% \mathrm{rms}$ offset noise. This gives a total rms offset noise of $2.5 \%$ to $3.5 \%$. With a worst case contrast of $16 \%$, this typical offset noise of around $3.0 \%$ corresponds to a phase noise of $0.03 / 0.16 \simeq 190 \mathrm{mrad}$, or just slightly over one third of the total phase noise.

The $\pi / 2$-pulses indirectly contribute to the total noise. First, they establish the interference contrast which determines how sensitive the fitted phase uncertainty is to offset noise. And more importantly, they are the vehicle by which the phase noise of the lasers is transfered to the atomic wavefunctions. Motion of the laser wavefronts applied both electronically by the frequency and phase locks and mechanically by the motion of optics relative to the free falling atoms causes the interferometer phase difference to fluctuate from launch to launch. From the lock error signals we can set lower limits on the contributions from the Raman phase lock loop (PLL), the tracer PLL, and the vibration isolation (VI) system.

From the tracer and Raman PLL error signals we estimate lower limits of 6 mrad and 14 mrad , respectively, on the rms phase noise greater than roughly 100 Hz . For the VI system we take the closed loop error signal shown in Figure 3.17, apply the sensitivity function in equation 3.18, and integrate from 0.01 to 100 Hz . This gives a lower limit of 11 mrad on the rms phase noise due to motion of the interferometer platform holding the top polarizing beamsplitter (PBS) cube. Even summed in quadrature, these estimates are still too small to explain the $\sim 300 \mathrm{mrad}$ not related to offset noise.

One quite reasonable possibility that might account for the missing noise would be if the true error signals from the various locks were significantly larger than the lock error signal. Additional sources of noise that might make the true error signal of the Raman PLL larger include 1) phase noise from the microwave reference or from the
direct digital synthesizer (DDS), 2) noise from the detection and/or amplification of the microwave beatnote, and 3) instabilities of the 9 GHz voltage controlled oscillator (VCO) that are too fast for the Raman PLL, whose bandwidth is $\sim 200 \mathrm{kHz}$, to correct.

The most likely culprit for increasing the true error signal of the tracer PLL is the wavelength difference between the tracer and the Raman beams. Any motion or thermal variation of optics will cause an optical phase shift that depends on the laser's wavelength. Because the tracer and Raman laser wavelengths differ by $(2 \mathrm{~nm}) /(894.5 \mathrm{~nm}) \simeq 2.2 \%$, the tracer PLL can reduce the phase noise of the Raman beam by no more than this amount, even as the lock error signal goes to zero.

Another possible source of wavefront motion that the tracer PLL might not be able to completely remove could be air currents from the room's air conditioning system. As air of different temperatures and densities moves across the beams it changes the local index of refraction and thereby shifts the position of the laser wavefronts. To minimize this effect, over the entire path length between the fiber outputs and the vacuum chamber, plastic tubes and/or cardboard boxes are placed as close as possible to the beams to shield both the Raman and tracer beams from any air currents.

Finally, for the VI system, there are numerous reasons why the lock error signal may not represent the true motion of the interferometer platform. Besides the noise floor of the accelerometer, because the accelerometer is not located exactly at the top PBS cube, rotational motion such as the entire optical table or the VI support structure tilting will not be exactly removed by the feedback system. Similarly, if the accelerometer or the axis of the air bearing are misaligned from the Raman beam direction, the motion detected by the sensor will not exactly match the motion of the top PBS cube, and the feedback loop will not correctly cancel it out.

At separate times we have lowered the overall gain of each of these three feedback loops, and each of the loop gains could be lowered by over a factor of 8 before the fit uncertainty $\Delta D$ of the final interferometer phase increased noticeably. Given the magnitude of each of these integrated error signals, this indicates that either 1) the lock error signal is an accurate representation of the true error signal, or 2 ) the true error signal is roughly 8 times larger than the lock error signal.

We have investigated and improved each of these feedback systems and ultimately achieved only marginal improvement of the final phase uncertainty. From our general experience running this experiment, it is clear that this final uncertainty is not limited by a single source of noise. Thus, improving the signal-to-noise by even less than a factor of two would require redesigning and rebuilding a significant fraction of the experiment.

## Chapter 6



## Checks for systematic errors

Proving that a measurement is correct to a certain level is an unending and somewhat subjective process. One clearly inefficient approach is to turn every possible knob in the experiment and verify that the final result never changes. An alternate approach is to think of all of the possible ways we could be systematically making the wrong measurement and then either conduct tests for or convince ourselves through theoretical predictions that such each effect will be too small to make a difference. In the end, both approaches are limited by our ability and the ability of our colleagues to think of all of the possible knobs or different possible effects. Nevertheless, in this section we group the possible systematic effects we have considered into general categories, discuss each effect, and present the experimental and/or theoretical reasons for assigning a limit to how much it could affect the final measurement result.

The photon recoil experiment provides many handles for testing potential systematic effects. Within a few seconds, we can alter the geometry of the atom interferometer by changing the timing of the pulses, the number of $\pi$-pulses, the positions in the fountain trajectories where the light-atom interactions occur, the intensity and shape of the optical pulses, etc. We can also change the frequency offsets, polarization, alignment and wavefront curvature of the laser beams and vary environmental factors such as the magnetic bias field. For each of these variables we use experimental tests, theoretical predictions, and sometimes both to set limits on the possible measurement error these variables will produce.

One of the most important variables we have is the free evolution time $T$. This is the time between the first and second $\pi / 2$-pulses and between the third and fourth $\pi / 2$-pulses when the atoms evolve freely in a superposition of the hyperfine ground states. By varying $T$ and using an analysis method that I developed, we can simultaneous measure and remove any fixed phase error from the $\pi / 2$-pulses. Because the phase error from the $\pi / 2$-pulses was the largest remaining systematic error, this particular test above all others has made this measurement possible.

Many of the potential systematic effects are canceled because we always make two measurements, one using an interferometer geometry which pushes the atoms down and the other using the conjugate geometry which pushes the atoms up. As discussed in Section 1.1, a single measurement of the recoil shift is the difference of these two results, at which point many systematic errors subtract out. Also, we routinely change the recoil direction of all of the interferometer pulses, thereby interchanging the role of the up and down interferometers. The difference between the results from these inverted interferometers provides another measurement of the recoil shift. Averaging the results from the normal and inverted interferometers further reduces systematic problems such as those that arise from the gravity gradient and from magnetic field shifts.

The results of this section are summarized at the end in Tables 6.2 and 6.3. We find a total systematic correction of +2.74 ppb to $f_{\text {fix }}$, or $+82.23 \mu \mathrm{~Hz}$. Summing the systematic uncertainties in quadrature gives a total systematic uncertainty of 3.23 ppb in the recoil frequency ${ }^{1}$.

### 6.1 Beams

The optical wavefronts act as the "spatial ruler" against which the evolution of the atoms is compared. Consequently, our measurement is only as good as our ruler. Anything which bends, shifts, or in some way distorts the position of the wavefronts will affect the final measurement. In Section 2.1 where we discussed how the lasers and the atom's free evolution contribute to the final interferometer phase, we simplified

[^14]the problem by describing the lasers as plane waves with a single wavenumber $k_{\text {eff }}$. Real lasers always have some finite spatial extent and propagate according to the wave equation derived from Maxwell's equations. The amplitude profile of the fundamental TEM00 mode of a real Gaussian beam with wavenumber $k=2 \pi / \lambda$ is described by
\[

$$
\begin{equation*}
u(r, z)=\frac{w_{0}}{w(z)} \exp \left[-i(k z-\Phi(z))-r^{2}\left(\frac{1}{w^{2}(z)}+i \frac{k}{2 R(z)}\right)\right] \tag{6.1}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
w^{2}(z)=w_{0}^{2}\left[1+\left(\frac{\lambda z}{\pi w_{0}^{2}}\right)^{2}\right] \tag{6.2}
\end{equation*}
$$

is the local $1 / e$ beam radius,

$$
\begin{equation*}
R(z)=z\left[1+\left(\frac{\pi w_{0}^{2}}{\lambda z}\right)^{2}\right] \tag{6.3}
\end{equation*}
$$

is the local radius of curvature, and

$$
\begin{equation*}
\Phi(z)=\tan ^{-1}\left(\frac{\lambda z}{\pi w_{0}^{2}}\right) \tag{6.4}
\end{equation*}
$$

is the Guoy phase. Even located on axis $(r=0)$ exactly at the focus when $z=0$ with no distortion, the wavefront spacing differs from $k=2 \pi / \lambda$ because of this last term. On axis, the local wavefront gradient will be modified by

$$
\begin{equation*}
\Delta k=-\frac{\partial \Phi}{\partial z}=\frac{-1}{1+\left(z / z_{0}\right)^{2}} \frac{1}{z_{0}} \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{0}=\frac{\pi w_{0}^{2}}{\lambda} \tag{6.6}
\end{equation*}
$$

is the confocal parameter. Evaluating equation (6.5) at the focus when $z=0$, the fractional change in the wavenumber

$$
\begin{equation*}
\frac{\Delta k}{k}=-\left.\frac{\partial \Phi}{\partial z}\right|_{z=0}\left(\frac{1}{k}\right)=\left(\frac{-\lambda}{\pi w_{0}^{2}}\right)\left(\frac{\lambda}{2 \pi}\right)=\frac{-\lambda^{2}}{2 \pi^{2} w_{0}^{2}} \tag{6.7}
\end{equation*}
$$

For our laser beams with $\lambda=894.60 \mathrm{~nm}$ and $w_{0}=0.9565 \pm 0.074 \mathrm{~cm}$, we have $\Delta k / k=-0.4432 \pm 0.0069 \mathrm{ppb}$, which requires us to correct the recoil frequency measurement by twice as much or $+0.886 \pm 0.014 \mathrm{ppb}$. Besides this fundamental correction, there are many other ways in which the laser wavefronts we have in the lab differ from the ideal. In this section, we will discuss these differences and the issue of beam polarization.

### 6.1.1 Wavefront curvature

In Section 4.3 we discussed our improved method for positioning the collimating lenses so that the 2 cm diameter Gaussian focus of each beam is no more than $\sim 6 \mathrm{~m}$ away from the atoms. As one moves away from the focus of one of the beams, the magnitude of the local wavefront gradient changes as shown in Figure 6.1. The change is relatively small for movement along the axis of the beam compared to the much more rapid change as one moves radially outward from the beam center. In order to arrive at a reasonable upper limit for the maximum wavefront curvature change the atoms will experience, we must estimate how the atoms move with respect to the beam.

An early version of this experiment was severely limited by systematic wavefront distortion because the Raman beams were horizontal and as the atoms fell transversely across the wavefronts, they experienced large wavefront shifts [27, 51, 52]. To the extent that our beams are aligned vertically with gravity, the center of the atomic cloud does not move radially in the beam and therefore samples much less distortion.

## Transverse motion

The atoms move transversely due to three possible misalignments: the initial launch direction, the alignment of one Raman beam relative to the other, and the alignment of both Raman beams to gravity. We attempt to launch the atoms as vertically as possible. We move the probe beam to center it on the atom cloud as the atoms make their first pass through the detection region (early probe) on their way upward. We then set the probe to flash on when the atoms pass through the detection region on


Figure 6.1: Magnitude of the wavefront gradient for a $2 w_{0}=2.0 \mathbf{c m}$ diameter Gaussian beam in parts per billion ( ppb ) deviation from the gradient at the origin as a function of the longitudinal displacement from the focus and the transverse displacement from the beam axis. The gray ellipse at the origin indicates ten times the size of our uncertainty in locating the origin of the beam.
their way back down (late probe). We optimize all of the available adjustments for the fountain (see Section 3.1.4) to maximize this late probe signal. Although this signal depends on many factors, it guarantees that the atoms are not being launched to one side. From the accuracy with which we can use the early probe signal to overlap the probe beam with the atoms, we estimate that the angle $\theta_{\mathrm{L}}$ between the initial launch direction and vertical is no more than 0.3 mrad . If the last interferometer pulse occurs no more than 430 ms after the launch, the center of the atom cloud will have shifted by $\Delta x_{\mathrm{L}}=v_{\mathrm{L}} \theta_{\mathrm{L}}(430 \mathrm{~ms})<0.4 \mathrm{~mm}$ across the beam.

In addition to the initial launch direction, if the Raman beams are misaligned by an angle $\theta_{\mathrm{B}}$ with respect to each other, the velocity change $v_{\mathrm{r}}$ from each momentum recoil will have a non-zero transverse component. From equations (2.6), (2.23), and (2.39) with the assumption that $T^{\prime}=N T_{\pi \pi}$, the difference in position at the last $\pi / 2$-pulse for the up and down interferometer is

$$
\begin{equation*}
\Delta z=z_{4}(\mathrm{up})-z_{4}(\text { down })=v_{\mathrm{r}}\left[2(N+1) T+N T^{\prime}\right] \tag{6.8}
\end{equation*}
$$

For $\theta_{\mathrm{B}} \ll 1$, the difference in position across the beam is $\Delta x=\Delta z \theta_{\mathrm{B}}$. In Section 6.1.4 we report a long-term mean measurement error of -1.0 ppb due to relative misalignment of the Raman beams. This error in the recoil shift corresponds to an angle of $\theta_{\mathrm{B}}=63 \mu \mathrm{rad}$. In the absolute extreme case with $T=160 \mathrm{~ms}$ and $50 \pi$-pulses $\Delta z=12 \mathrm{~cm}$, so $\Delta x_{\mathrm{B}}=12 \mathrm{~cm}(63 \mu \mathrm{rad})=7.6 \mu \mathrm{~m}$, which is small enough compared to the other effects to be neglected.

The Raman beams are aligned to gravity using an Applied Geomechanics 755-1129 tilt sensor. This dual axis tilt sensor repeatably detects rotational displacements of its case with respect to gravity with a precision better than $1 \mu \mathrm{rad}$. Onto the bottom of this sensor, we glued a high-quality 2 inch diameter dielectric mirror. The mirror plus tilt sensor rest on three stainless steel balls glued to a ring which is mounted in a 2 inch mirror mount. This setup allows us to position a downward facing reflective surface so that is normal to gravity. The three balls define a plane which can be tilted with respect to a fixed mount. Since the mirror rests on the three balls, the plane of the mirror will be parallel to the three-point plane, limited only by surface roughness of the mirror. By turning the mirror plus tilt sensor as a unit, we can rotate the mirror surface with respect to the three-point plane. Since the tilt sensor is attached rigidly to the mirror, if the three-point plane is not normal to gravity, the sensor will detect a tilt as the two planes rotate with respect to each other. In fact, if the outputs from the two orthogonal tilt sensors are plotted in an $x y$-plane, the readings will trace out a circle as the unit is rotated. The radius of this circle represents how much the three-point plane and mirror surface are tilted from perfectly horizontal. The coordinates of the center of the circle represent the fixed tilt offset between the
mirror surface and the sensor. Once we have measured this fixed tilt offset, we no longer need to rotate the mirror. We simply use the mirror mount controls to tilt the mirror surface until the tilt sensor reproduces these fixed values. At this point, to the extent that the tilt sensor repeats, the mirror will be normal to gravity. By recording the values from six different orientations equally spaced around a circle and fitting the results with two sinusoids separated in phase by $90^{\circ}$, we determine the sensor outputs when the surfaces are level to within a statistical limit of $\sim 100 \mu \mathrm{rad}$. By verifying that this measurement repeated to this accuracy several months later, we also tested the sensor's long term repeatability.

Now that we have a mirror surface which is normal to gravity ( $\pm 50 \mu \mathrm{rad}$ ), we can make the bottom Raman beam vertical by forcing it to retro-reflect from this horizontal surface. However, the direction of the Raman beam is determined by mirrors which are rigidly attached to the optical table. The optical table floats on pressurized air legs which rest on the floor. The floor itself tilts with respect to gravity, and because of hysteresis in the passive displacement sensors which regulate the air pressure to the table legs, the table surface tilts even more than the floor. On a timescale of days, even with the experiment running, we have never observed the optical table to tilt by more than $350 \mu \mathrm{rad}$ peak-to-peak. Every time we run, we reset the table to its level point. With the table leveled, once every several weeks we check the verticality of the bottom Raman beam. This alignment drifts by no more than $300 \mu \mathrm{rad}$. Between the alignment of mirrors with respect to the optical table and the drift of the table itself, we conservatively estimate that the Raman beams are never more than $\theta_{g}=500 \mu \mathrm{rad}$ misaligned from vertical. If the atom cloud is centered in the beam at the time of the early probe, by the time of the last interferometer pulse $\Delta t=400 \mathrm{~ms}$ later (assuming $T=160 \mathrm{~ms}$ and $N=50$ ), the center of the atom cloud will have moved by $\Delta x_{g}=\frac{1}{2} g(\Delta t)^{2} \theta_{g}=\frac{1}{2} g(400 \mathrm{~ms})^{2}(500 \mu \mathrm{rad})=1.1 \mathrm{~mm}$.

Of the three possible sources of motion across the beam: 1) Raman beams misaligned from vertical by $\theta_{\mathrm{g}}, 2$ ) launch off from vertical by $\theta_{\mathrm{L}}$, and 3) Raman beams not parallel by $\theta_{\mathrm{B}}$, the largest is $\Delta x_{g} \sim 1 \mathrm{~mm}$.

## Longitudinal motion

The limit for the longitudinal distance along each Raman beam from the atoms to the beam's Gaussian focus is determined by how well we can position the collimating lenses. From Section 4.3 we estimate an accuracy of $\pm 0.2 \mathrm{~mm}$, which corresponds to an uncertainty in the focus position of 6.2 m .


Figure 6.2: Magnitude of the wavefront gradient for a $2 w_{0}=2.0 \mathrm{~cm}$ diameter Gaussian beam in parts per billion ( ppb ) deviation from the gradient at the origin. The gradient is calculated at a distance of 2 m from the $f=2 \mathrm{~m}$ focal length collimating lens as a function of the longitudinal position of the lens, where 0 represents perfectly collimated. The width of the gray bar at the origin indicates the $\pm 0.2 \mathrm{~mm}$ uncertainty in locating the collimation point of the lens.

As we move the collimating lens toward and away from the source, both the position and size of the Gaussian focus change. Figure 6.2 plots how the magnitude of the wavefront gradient at the atoms changes as we move the collimating lens. Within the estimated measurement accuracy of $\pm 0.2 \mathrm{~mm}$ for the lens placement and a maximum off-axis displacement of 1 mm , the fractional wavefront gradient error is $<0.01 \mathrm{ppb}$ from Figure 6.1 and $<0.001 \mathrm{ppb}$ from Figure 6.2. Since the recoil frequency is proportional to $k_{\text {eff }}^{2}$, this corresponds to a measurement error of $0 \pm 0.02 \mathrm{ppb}$.

Figure 6.3 provides experimental evidence that this effect is negligible. From the $\pm 0.2 \mathrm{~mm}$ uncertainty in determining the collimation point of the lens and the
measured sensitivity from this data, the error in $f_{\text {rec }}$ due to both lenses could be at most $0.054 \pm 0.16 \mathrm{ppb}$, consistent with no effect at the pbb level.


Figure 6.3: Recoil frequency versus longitudinal displacement of the bottom collimating lens from its set point. If one or both of the two $f=2 \mathrm{~m}$ lenses that collimate the Raman beams to a Gaussian diameter of $\sim 2 \mathrm{~cm}$ are not set correctly, the laser wavefronts at the atoms will be curved and the local wavefront gradient which determines the size of the photon recoil will deviate from the expected value. Here we test the sensitivity to this effect by intentionally moving the lens away from the collimation point (see Section 4.3). The width of the vertical gray line represents the $\pm 0.2 \mathrm{~mm}$ uncertainty in determining this point. Fitting these data with a line gives intercept $-96.2 \pm 10.5 \mathrm{ppb}$ and slope $1.37 \pm 3.90 \mathrm{ppb} / \mathrm{cm}$, consistent with no effect. For a detailed explanation of the graph symbols see [53].

### 6.1.2 Clipping

The sizes of our Raman beams are limited by the size of the smallest optic they encounter and by the 2.0 inch diameter of the hole in the endcaps of the magnetic shielding. The smallest Raman beam optics are the 2.0 inch polarizing beamsplitter cubes and the top elliptical mirror which also has an effective size of 2.0 inches. To
test the effects of clipping, we installed in the top Raman beam a solenoid controlled blade $\sim 21 \mathrm{~cm}$ before the top collimating lens. With current flowing through the solenoid, the blade was pushed into the beam to a repeatable distance of 8.3 mm from the beam center. With the solenoid off, a spring retracted the blade well outside of the beam. We took sensitive recoil data with $T=135 \mathrm{~ms}$ and $30 \pi$-pulses, at each point alternating the solenoid on or off. The presence of the blade shifted the final measurement by $+18.3 \pm 20.2 \mathrm{ppb}$, which is consistent with no effect. It is difficult to know exactly how to scale this result to predict the size of the effect from the clipping at 25.4 mm from the beam center. At worst, the effect is proportional to the electric field, which according to equation (6.1) scales as $\exp \left[-\left(r / w_{0}\right)^{2}\right]$, at a distance $r$ from the beam axis. Therefore, extrapolating the size of the effect at $r_{1}=8.3 \mathrm{~mm}$ to $r_{2}=25.4 \mathrm{~mm}$, we can reduce the size of the effect by

$$
\begin{aligned}
& \exp \left[-\left(r_{1} / w_{0}\right)^{2}\right] / \exp \left[-\left(r_{2} / w_{0}\right)^{2}\right]=\exp \left[-\left(r_{1}^{2}-r_{2}^{2}\right) / w_{0}^{2}\right] \\
& \quad=\exp \left\{-\left[(8.3 \mathrm{~mm})^{2}-(25.4 \mathrm{~mm})^{2}\right] /(9.6 \mathrm{~mm})^{2}\right\} \\
& \quad \simeq 520
\end{aligned}
$$

and estimate an upper limit for the error from clipping the beams to be $+0.035 \pm$ 0.039 ppb , consistent with no effect and small enough to neglect.

Another possible source of beam clipping are cables used during setup or the beam shielding tubes themselves. In general, the tubes prevent cables and other physical objects from accidentally blocking part of the beam. As an additional precaution, however, as part of the alignment process each time we take data, we use a video camera to image the scattering of both Raman beams off of a white card placed just above the top vacuum chamber window. In this image, we would immediately recognize if either of the beams was obstructed in some way.

### 6.1.3 Speckle

By speckle we describe the appearance of a laser beam after it has passed through or reflected off surfaces coated with small scatterers. Micro-defects in a dielectric
coating, thin films, or dust particles could act as scattering centers with sizes ranging from one to several hundred optical wavelengths. How each scatterer affects the wavefronts of the lasers depends strongly on its size, shape, position relative to the beam, and distance from the atoms. Because of the complexity, it would be intractable to simulate this effect theoretically. Although we have not tested this effect with our experiment, we can refer to previous tests performed by colleagues on a similar apparatus measuring the local gravitational acceleration [54, 26]. Their experiment also uses light pulses driving two-photon transitions between the two cesium hyperfine ground states to construct an atom interferometer which can then be used to make a precision measurement. Like ours, their measurement depends directly on the quality of the laser wavefronts. In their test for the importance of speckle they inserted into their Raman beams a temporary glass plate onto which they placed varying amounts of baby powder. Not only was the final measurement independent to within $\sim 2 \mathrm{ppb}$ of the amount of powder they added, but the contrast did not drop until the powder noticeably altered the appearance of the transmitted beam. Consequently, they estimated that the effect from any minute amounts of scatters on the optics would be less than 0.1 ppb . Unlike our experiment where we use dark-state transfer, their Raman lasers are tuned far away from resonance to avoid coupling to the shortlived excited state. Consequently, they do not have two independent beam paths. Their Raman beams copropagate through the vacuum chamber and then retroreflect off of a single mirror. As a result, the effect from the powder in the beam path may cancel to some degree, because their Raman beams encounter exactly the same optics and scattering centers. On the other hand, to the extent that the scattering process changes the spacing between optical wavefronts, the effect should not cancel. It is not clear whether such wavefront distortions will cancel in our experiment with some combination of the four fundamental interferometer geometries ${ }^{2}$, although the discussion of clipping in Section 6.1.2 gives some indication of the size of the effect. At this point, we can say that we use high quality optics flat to better than $\lambda / 10$ with a scratch-dig rating of 10-5 and that we inspect visually and clean all optics if

[^15]necessary every time we take data. In addition, because the distortion of a scatterer tends to propagate radially outward from the scatterer, the largest distortion occurs as one travels across the wavefront and not longitudinally in the beam direction.

### 6.1.4 Relative angle

According to equation (4.13), a relative angular misalignment between the two beams changes the measured recoil because it reduces the magnitude of $k_{\text {eff }}$. Our more precise method for minimizing this misalignment using pinholes is discussed in Section 4.4. To investigate the long term drift of this alignment we have observed the alignment signal continuously for over one week. After converting the tranmission signal through the bottom pinhole signal into a relative displacement and then into an a effective change of the recoil shift, we plot the results in Figure 6.4.

With the long horizontal time scale, it is difficult to see, but several times during this week, we realigned the top beam to the bottom beam just as we would do if we were running the experiment and taking data. Each time we realigned the beams, they immediately started drifting out of alignment. After studying their behavior shortly after each of the five times we reset the alignment, we propose the following model for approximating this behavior. Each time the beams were aligned, the alignment seemed to drift away at a rate of roughly $-1 \mathrm{ppb} /$ hour until it reached a level of approximately -1 ppb effective change in the recoil frequency measurement where it seemed to hold roughly constant. The mean measurement error from this whole data set is -1.02 ppb . In principle, we could correct all of our recoil data using this model. All of the data taken within an hour of each realignment would be corrected by a varying amount depending on when exactly it was taken. All of the remaining data would be corrected by simply adding 1.0 ppb . However, because of the inaccuracy involved in determining exactly how long after a particular realignment the data were taken, the uncertainty of the actual mean value it settles to, and because the vast majority of our data were taken over an hour after each realignment, we choose to correct all of our data by +1.0 ppb with an associated uncertainty of -0.3 to +0.5 ppb .


Figure 6.4: Change in the recoil frequency $f_{\text {rec }}$ due to a relative angular misalignment of the Raman beams. Every 4 minutes we sample and record the transmission of the top Raman beam backward through the bottom pinhole (see Figure 3.11). We calculate the tranmission efficiency of a beam with Gaussian profile and diameter of $\sim 340 \mu \mathrm{~m}$ through a circular pinhole of roughly the same size as a function of the position displacement between the beam center and the pinhole. By inverting this function, we convert our transmission data into a relative displacement and with the 2 m focal length of the collimating lens into an angle $\theta_{\mathrm{B}}$. Using equation (4.13) we convert $\theta_{\mathrm{B}}$ into the relative change in $f_{\text {rec }}$ which is the vertical axis. Five times during this over 13 day sample we realigned the top Raman beam as we would when running the experiment. The mean and standard deviation of this entire data set are -1.02 ppb and 0.67 ppb , respectively.

### 6.1.5 Polarization

In the lab frame of reference the two Raman beams are intended to have exactly the same perfectly circular polarization. If the beams are not perfectly $\hat{\sigma}_{+}$polarized, they will couple other single-photon transitions besides ones that satisfy $\Delta m_{F}=+1$. The $m_{F}=0$ sublevels of the hyperfine ground states will no longer be coupled to only the $F=3^{\prime}, m_{F}=+1^{\prime}$ excited state and the dark state, if one still exists, will be a more complex mix of the ground state magnetic sublevels. In general, if either one or both of the $m_{F}=0$ ground states are coupled to another excited state, there will be no purely dark state, because there is no general combination of the ground states which simultaneously cancel the coupling to both excited states. Any atoms that are transfered to an excited state via one of these addition couplings will then
spontaneously emit a photon and lose any phase information they carried. If the only effect of additional couplings is to transfer of atoms out of the dark state, at worst it will slightly reduce the transfer efficiency and possibly decrease the interferometer contrast by increasing the incoherent background. On the other hand, a phase shift might result if the original dark state is altered by the presence of couplings to additional levels, either through an ac-stark shift or because the dark state now includes ground state magnetic field sensitive levels. In either case, because the shift results from a coupling to a magnetic field sensitive level, the shift will be linearly proportional to the magnetic bias field. By changing this bias field, we can rule out this effect (see Section 6.4).


Figure 6.5: Recoil frequency versus Raman beam polarization. The bottom $\lambda / 4$-plate was rotated about its axis to two values on either side of its set point where the contrast fell by more than $40 \%$. A line with intercept $-116.6 \pm 9.3 \mathrm{ppb}$ and slope $+4.9 \pm 2.5 \mathrm{ppb} / \mathrm{deg}$ fits these data consisting of 117 total repetitions with $T=135 \mathrm{~ms}$ and $30 \pi$-pulses. For a detailed explanation of the graph symbols see [53].

With the magnetic bias at its normal value of $\sim 72 \mathrm{mG}$, we have checked for effects from polarization impurity on two occasions by intentionally misaligning the bottom $\lambda / 4$-plate. These results are shown in Figures 6.5 and 6.6. Because we have not


Rotation of bottom $\boldsymbol{\lambda} / 4$-plate from set point (deg)
Figure 6.6: Recoil frequency versus Raman beam polarization. The bottom $\lambda / 4$-plate was rotated about its axis to either side of its set point until the contrast dropped almost in half. A line with intercept $-156.5 \pm 9.6 \mathrm{ppb}$ and slope $-6.8 \pm 4.0 \mathrm{ppb} / \mathrm{deg}$ fits these data consisting of 119 total repetitions with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses. For a detailed explanation of the graph symbols see [53].
proposed a specific model for how the polarization impurity will shift the final phase, it is impossible to say whether any dependence will be linear or quadratic in its lowest order. As a worst case estimate, though, we will look for a linear effect. Averaging the two slopes from Figures 6.5 and 6.6 and combining their single-standard deviation uncertainties in quadrature results in a slope of $+1.6 \pm 2.1 \mathrm{ppb} / \mathrm{deg}$, consistent with no effect.

Since the set point in Figures 6.5 and 6.6 is the best alignment point for the waveplate, we must now estimate how accurately we can determine this point. As discussed in Section 3.2.7, the beam polarization is set by passing each beam through a polarizing beamsplitter (PBS) cube and then through a zero-order $\lambda / 4$-plate. To determine the set point for the waveplates we block the top beam and above the vacuum chamber place a mirror whose surface we set to be normal to the upward-going bottom beam. We insert a non-polarizing beamsplitter (BS) in the bottom beam
before the collimating lens. This BS allows us to detect with a photodiode the light returning from the retro-reflection back through the $\lambda / 4$-plate and the PBS. If the bottom $\lambda / 4$-plate is set correctly, the returning light will be orthogonally linearly polarized with respect to the incoming beam after passing twice through the waveplate. The PBS will reflect this orthogonally polarized light. Thus, the light returning to the photodetector will be minimized when the waveplate is optimally oriented.

To first order these waveplates can be modeled as a perfect crystal whose optic axis lies in the plane of the plate and is oriented at an angle $\theta$ from the incoming linear polarization. Because of the crystal's birefringence, light passing through the waveplate polarized along the optic axis $(\theta=0)$ will experience a propagation phase retardation or advance of $\phi$ with respect to light polarized orthogonal to the optic axis $(\theta=\pi / 2)$. In the lab frame with a basis defined by the two possible orthogonal polarizations $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ of the incoming laser beam, this idealized waveplate transforms the input polarization $\binom{x_{0}}{y_{0}}$ according to

$$
\binom{x_{1}}{y_{1}}=\left(\begin{array}{cc}
\cos ^{2} \theta+\sin ^{2} \theta e^{-i \phi} & \cos \theta \sin \theta\left(1-e^{-i \phi}\right)  \tag{6.9}\\
\cos \theta \sin \theta\left(1-e^{-i \phi}\right) & \cos ^{2} \theta e^{-i \phi}+\sin ^{2} \theta
\end{array}\right)\binom{x_{0}}{y_{0}}
$$

A perfect $\lambda / 4$-plate would thus have $\phi=\pi / 2$ at the operating wavelength and be optimally positioned when $\theta=\pi / 4$. With an input polarization of $\binom{1}{0}$ equation (6.9) would become

$$
\left(\begin{array}{cc}
\frac{1}{2}(1-i) & \frac{1}{2}(1+i)  \tag{6.10}\\
\frac{1}{2}(1+i) & \frac{1}{2}(1-i)
\end{array}\right)\binom{1}{0}=\frac{1}{2}\binom{1-i}{1+i}=\frac{1}{2}(1-i)\binom{1}{i}=\hat{\sigma}_{+}
$$

To minimize the light returning to the photodetector we turn the waveplate about the beam axis so as to vary $\theta$ and slightly tilt the plate with respect to the beam to vary $\phi$. For small angles, changing the angle of incidence slightly varies the effective thickness of the waveplate and thus the net propagation phase difference $\phi$.

Once the bottom $\lambda / 4$-plate is set, we remove the retroreflecting mirror and observe the upward-going bottom beam after it passes through the top $\lambda / 4$-plate and the top PBS. By minimizing this transmitted signal, we optimize the two parameters $\theta$ and
$\phi$ for the top waveplate. Although this method of aligning the top waveplate using the light polarization produced by the bottom waveplate may not result in the best circular polarization of the top beam, it does insure that the polarization of the top beam is as identical as possible to the polarization of the bottom beam. Well matched polarizations between the top and bottom beams produce the best dark state. By repeating this alignment procedure and comparing the resulting values of $\theta$, we estimate that we can set each waveplate to with in $\pm 0.2^{\circ}$. After aligning both waveplates, the best ratio of minimum over maximum transmission through the PBS we can achieve is better than $2 \times 10^{-3}$. Using equation (6.9), this extinction ratio is equivalent to an angular misalignment of $\theta \sim 0.97^{\circ}$. By independently measuring the isolation of the PBS cube to be $<5 \times 10^{-4}$, we absolve the polarizer and conclude that the light polarization is limited by the quality of the waveplate. From the repeatability of our alignment procedure, we guess that the alignment limit is better than $2 \times 10^{-3}$. However, without further tests, a safe alignment uncertainty would be $\pm 0.5^{\circ}$.

Another possible systematic alignment error results from the possible birefringence of the vacuum chamber windows. To check for window birefringence we aligned the bottom waveplate twice, once with the retro-reflecting mirror above the chamber and once with the mirror below the chamber, and compared the two alignment positions. The two alignments differ by approximately $\Delta \theta=0.685 \pm 0.027^{\circ}$ and $\delta \phi=0.15 \pm 0.03^{\circ}$, indicating some birefringence in one or both of the two vacuum chamber windows. Because the atoms are located between the two vacuum windows, the polarization impurity at the atoms will be largest if the top window produces all of the birefringence. If the bottom window is solely to blame, then when the bottom waveplate is set using a retro-reflecting mirror above the chamber, the waveplate will compensate for the birefringence of the bottom window, so that the atoms experience nearly circular polarized light. Because the birefringence of the windows most likely results from atmospheric pressure and the metal vacuum flange stressing the glass, we assume that whatever birefringence the windows have is equally distributed between the two windows. For this reason, we halve the value for $\Delta \theta$ and $\Delta \phi$. However, because both Raman beams contribute to the polarization impurity, we must then double the effect. From equation (6.9) it can be shown that the polarization impurity
of the electric amplitude scales linearly with small deviations from the correct value of $\theta$ or $4 \phi$. If we assume that there is some systematic effect due to polarization impurity and that the effect is proportional to the intensity of light in the wrong polarization, we can add the contributions of $\Delta \theta$ and $4 \Delta \phi$ in quadrature to arrive at an effective angular offset $\Delta \theta^{\prime}=(\Delta \theta)^{2}+(4 \Delta \phi)^{2}= \pm 1.67(37)^{\circ}$. If we assume that the $2 \times 10^{-3}$ extinction limit is not due to polarization impurity, we can reduce this offset to $\Delta \theta^{\prime}= \pm 0.96(37)^{\circ}$. Combining this offset with the mean slope from Figures 6.5 and 6.6 , we assign a systematic uncertainty of $\pm 2.0 \mathrm{ppb}$ from polarization impurity.

A final source of polarization impurity is a misalignment between the magnetic bias field and the beam direction. The magnetic field generated by the bias and bias trim coils serves to define a quantization axis and to remove the degeneracy of the magnetic sublevels. If the direction of this field makes an angle $\epsilon$ with the beam direction, the polarization that the atoms experience will be $\hat{\sigma}_{+}+\epsilon \hat{\Pi}$. We have no easy way of measuring or adjusting the direction of the magnetic bias field. However, as mentioned above, any effect from polarization impurity should depend linearly on the size of the magnetic bias field, so by varying the bias field (see Section 6.4) we can, in fact, test for this possible misalignment.

### 6.2 Frequencies

In the same way that the position of the laser wavefronts provide a reference to compare with the atom's spatial evolution, the laser frequencies are the local oscillator to which we compare the time evolution of the atom's internal states. To accurately define their wavelength, the two Raman beams must be frequency locked to cesium. The difference of their frequencies which serves as the local oscillator for the interferometer must be phase locked to a stable microwave reference. Furthermore, because the two Raman beams counterpropagate, for every pulse we must change the frequencies of each beam so that their difference compensates for the two-photon Doppler shift which changes with the atom's velocity as it recoils and accelerates due to gravity. Between the first and second and the third and fourth $\pi / 2$-pulse, when the atom freely evolves without light in a superposition state, it is most important
that the frequencies change in a phase stable and repeatable manner. The layout and control of Raman laser frequencies is discussed in Section 3.3. In this section we are concerned with how this process may go wrong and if it does, how it affects the final measurement.

### 6.2.1 Lock to cesium

We can use the cold atoms from the atomic fountain to test the long term accuracy of our lock to cesium. By programming the Raman beams to flash on a single velocity selecting $\pi$-pulse, we can accurately determine the time in the trajectory when the atoms reach the top of their trajectory and momentarily come to rest. The preselection $\pi$-pulse uses dark-state adiabatic transfer to drive the atoms from the $F=4$ to $F=3$ ground state with a full width half maximum (FWHM) linewidth of $\sim 38 \mathrm{kHz}$ (see Figure 3.32), much smaller than the single-photon linewidth of 4.6 MHz . This linewidth combined in quadrature with the effective frequency width of the atoms' velocity distribution gives a total width of 76 kHz (see Figure 3.32). If we set the twophoton difference frequency to resonance (i.e. with Doppler shift compensation set to zero) and then vary the time of the pulse until the transfer efficiency is maximal, this time will correspond to the top of the trajectory when the atoms have zero mean velocity. Assuming perfect statistics from 50 points, the uncertainty of this determination will be approximately $\pm[(76 \mathrm{kHz}) / \sqrt{8 \ln 2}] \lambda_{\text {eff }} / \sqrt{50}= \pm 2.0 \mathrm{~mm} / \mathrm{s}$. We then block the $F=3$ Raman beam, flash on the $F=4$ light, and scan the Raman Cs-lock offset frequency across the single-photon resonance. We fit these data by a Lorentzian lineshape and determine the center to about $\pm 68 \mathrm{kHz}$. By repeating this measurement after months and even several years, we conclude that the lock to cesium ${ }^{3}$ is long-term accurate to within $\pm 100 \mathrm{kHz}$.

If both Raman lasers are detuned by $\Delta$ from the cesium transition as in equation (2.68), the size of the recoil will change according to

$$
\begin{equation*}
\Delta k_{\mathrm{eff}} / k_{\mathrm{eff}}=+2 \Delta / f_{\mathrm{eff}}=+2 \Delta \lambda_{\mathrm{eff}} / c=+2.98 \mathrm{ppb} / \mathrm{MHz} \tag{6.11}
\end{equation*}
$$
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### 6.2. FREQUENCIES

Since the recoil shift is proportional to $k_{\text {eff }}^{2}$, the recoil frequency changes as

$$
\begin{equation*}
\Delta f_{\mathrm{rec}} / f_{\mathrm{rec}}=2 \Delta k_{\mathrm{eff}} / k_{\mathrm{eff}}=+4 \Delta \lambda_{\mathrm{eff}} / c=+5.96 \mathrm{ppb} / \mathrm{MHz} \tag{6.12}
\end{equation*}
$$

Thus, if the both laser frequencies have detuning $\Delta=0 \pm 100 \mathrm{kHz}$, the final measurement should be corrected by $0 \mp 0.60 \mathrm{ppb}$.

### 6.2.2 Difference frequency

The laser difference frequency is used as the local oscillator which tracks the timedependent part of the atomic evolution. As discussed in Section 5.1, for each atomic launch we slightly detune the two-photon difference frequency of the final two $\pi / 2$ pulses from resonance by an amount $\delta=f_{s}$, allowing us to scan the phase $\phi=2 \pi f_{s} T$ across the fringes. If $f_{s}=0$ does not correspond to resonance, the numerical fit will incorrectly determine the phase zero point. However, any detuning present for one interferometer will produce exactly the same phase shift for its conjugate and will thereby cancel with the up/down difference. Two additional effects which might also depend on two-photon detunings are a sloping background (Section 6.8.1) and dispersive features (Section 6.5).

To verify that there is no effect from two-photon detunings, we vary $\delta$ for the final two $\pi / 2$-pulses as far as approximately $\pm 20 \mathrm{kHz}$. The results are shown in Figures 6.7 and 6.8. As a lowest order approximation to some $\delta$-dependence, we fit each of these data sets with a line. Then, to arrive at a systematic error from this detuning, we estimate the largest possible error in determining the resonance frequency. It is due to our uncertainty in the local gravitational acceleration ${ }^{4} g$. Our neighbors located $\sim 10 \mathrm{~m}$ away within 1 m of the same elevation using another precision atom interferometry apparatus have measured $g=9.79933 \cdots$ to better than $10 \mathrm{ppb}[14,26]$. However, what truly limits our knowledge of the acceleration due to gravity is an uncertainty in the verticality of our Raman beams. In Section 6.1.1 we estimated that the Raman beams
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Figure 6.7: Recoil frequency versus two-photon detuning of the last two $\pi / 2$-pulses. A line with intercept $-104.0 \pm 8.0 \mathrm{ppb}$ and slope $-0.29 \pm 0.71 \mathrm{ppb} / \mathrm{kHz}$ fits these data consisting of 86 total repetitions with $T=135 \mathrm{~ms}$ and $30 \pi$-pulses. For a detailed explanation of the graph symbols see [53].
are misaligned from vertical by at most $\theta_{\mathrm{g}}=0.5 \mathrm{mrad}$. To lowest order this misalignment changes the value of $g$ by $\Delta g / g=-\theta^{2} / 2=-(0.5 \mathrm{mrad})^{2} / 2=-125 \mathrm{ppb}$. If the lasers are on resonance at the velocity-selecting $\pi$-pulse, they will be detuned by at most $g / \lambda_{\text {eff }}\left(T+T^{\prime}+T\right)(\Delta g / g)=(22 \mathrm{MHz} / \mathrm{s})(160+30+160 \mathrm{~ms})(125 \mathrm{ppb})=0.96 \mathrm{~Hz}$ at the last interferometer pulse. This maximum possible detuning times the mean slope from the linear fits in Figures 6.7 and 6.8 of $+0.13 \pm 0.41 \mathrm{ppb} / \mathrm{kHz}$ gives a negligible error of $(12 \pm 39) \times 10^{-5} \mathrm{ppb}$ in determining $f_{\text {rec }}$.

We also varied the value of $\bar{g}$ used to calculate the atomic trajectory by $\pm 0.3 \%$. If this value does not match the actual gravitational acceleration $g$, the calculated resonance frequencies for all of the pulses after the first velocity-selecting $\pi$-pulse will be wrong by $0.03(21.9 \mathrm{MHz} / \mathrm{s})(0.13 \mathrm{~s})=8.54 \mathrm{kHz}$ on average for interferometers with $T=120 \mathrm{~ms}, 30 \pi$-pulses, and $(\bar{g} / g-1)=0.3 \%$. From all of the data taken when we varied $\bar{g}$, the weighted mean variation in $f_{\text {rec }}$ is $-121.5 \pm 30.9 \mathrm{ppb} /(\% g)$. Since our


Figure 6.8: Recoil frequency versus two-photon detuning of the last two $\pi / 2$-pulses. A line with intercept $-145.6 \pm 5.1 \mathrm{ppb}$ and slope $+0.35 \pm 0.51 \mathrm{ppb} / \mathrm{kHz}$ fits these data consisting of 323 total repetitions with $T=135 \mathrm{~ms}$ and $31 \pi$-pulses. For a detailed explanation of the graph symbols see [53].
value for $g$ can be wrong by no more than $-125 \mathrm{ppb}=-1.25 \times 10^{-5} \%$, this slope is equivalent to a negligible final measurement error of $+0.0015 \pm 0.0004 \mathrm{ppb}$.

### 6.2.3 Difference frequency switching

As described in Section 3.3 .1 the phase of the rf output of a direct digital synthesizer (DDS) is compared with the phase of the mixed down beatnote between the two Raman beams. The Raman phase lock loop (PLL) detects any change in this phase difference and controls a 9 GHz voltage-controlled oscillator (VCO) to compensate.

With the synthesizer running at some constant output frequency $f_{1}$, although the short-term stability will be limited by the spectral purity of the synthesizer's output, the noise floor of the microwave beatnote, and the noise above $\sim 1 \mathrm{~Hz}$ inherent in all electronics, the long-term stability of the phase difference between the two

Raman beams will be excellent. In fact, ultimately it will be limited only by the long-term stability of the LORAN C time standard. It is another story entirely when the synthesizer changes its output frequency to $f_{2}$. Here we depend on the synthesizer to change frequency in a repeatably phase continuous and predictable way (see Section 4.1). We also require that all of the electronics that handle the changing frequencies have no frequency dependent propagation delay. Consider how such dispersive behavior affects the final interferometer phase $\Phi$. According to Section 2.1.1, the phase sensitivity of our four $\pi / 2$-pulse interferometers is given by equation (2.19): $\Phi=\phi_{1}-\phi_{2}+\phi_{3}-\phi_{4}$, where $\phi_{i}$ is the phase at the $i$ th $\pi / 2$-pulse. At each $\pi / 2$-pulse occuring at time $t_{i}$, the DDS is set to output some frequency $f_{i}$. Since the synthesizer changes to the next frequency at times $t_{12}, t_{23}$, and $t_{34}$, (see Figure 2.1) the final interferometer phase will be

$$
\begin{equation*}
\Phi=f_{1}\left(t_{12}-t_{1}\right)+f_{2}\left(t_{2}-t_{12}\right)+f_{3}\left(t_{34}-t_{3}\right)+f_{4}\left(t_{4}-t_{34}\right) \tag{6.13}
\end{equation*}
$$

Consider first a constant signal propagation delay $t_{d}$. Because of this delay, equation (6.13) must be modified by

$$
\begin{equation*}
\Delta \Phi=t_{d}\left[\left(f_{1}-f_{2}\right)+\left(f_{3}-f_{4}\right)\right] \tag{6.14}
\end{equation*}
$$

which is proportional to the delay $t_{d}$ and the two frequency differences. For our interferometers, these frequency differences have opposite sign when $N$ is even and the same sign with $N$ is odd. They are all equal ${ }^{5}$ to $\Delta f_{12}=(-1)^{(N+1)} \Delta f_{34}= \pm g / \lambda_{\text {eff }} T$, where the sign depends on the direction of the $\mathbf{k}_{\text {eff }}$. For instance, for the normal interferometers 1 and 2 with $N=0$, equation (6.14) becomes

$$
\begin{equation*}
\Delta \Phi=t_{d}\left[\left(g / \lambda_{\mathrm{eff}} T\right)-\left(g / \lambda_{\mathrm{eff}} T\right)\right]=0 \tag{6.15}
\end{equation*}
$$

[^18]If, however, the delay depends on the frequencies before and after the change, the phase error $\Delta \Phi$ will not in general vanish. Because $f_{1}$ and $f_{2}$ are the same for the up and down interferometers, there will be some cancelation when the final phase shifts are subtracted. However, $f_{3}$ and $f_{4}$ are never the same and in fact can vary arbitrarily depending on where in the atom's trajectory the interferometers start. We have extensively tested and verified that the DDS changes frequency in a predictable manner (see Section 4.1). The remaining sections of the Raman PLL which see changing frequencies have not been tested. These components include the rf part of the PLL electronics up to and including the phase detector chip, the high-frequency beatnote photodiode, amplifier, and microwave mixer before the Raman PLL box. The components designed to operate at microwave frequencies can probably be absolved because the sizes of the frequency changes we care about ( $\sim 4 \mathrm{MHz}$ ) are much less then their maximum operating bandwidth. For the lower frequency rf components, we can estimate the effect by modeling them as simple filters. A first-order low pass filter with corner frequency $f_{\mathrm{c}}$ has transmission phase given by

$$
\begin{equation*}
\phi=-\tan ^{-1}\left(\frac{f}{f_{\mathrm{c}}}\right)=-\left[\frac{f}{f_{\mathrm{c}}}-\frac{1}{3}\left(\frac{f}{f_{\mathrm{c}}}\right)^{3}+\frac{1}{5}\left(\frac{f}{f_{\mathrm{c}}}\right)^{5}+\cdots\right] \tag{6.16}
\end{equation*}
$$

From equation (2.19), we have the change $\Delta \phi$ in the final interferometer phase difference for a four $\pi / 2$-pulse interferometer

$$
\begin{equation*}
\Delta \phi=\phi\left(f_{1}\right)-\phi\left(f_{2}\right)+\phi\left(f_{3}\right)-\phi\left(f_{4}\right) \tag{6.17}
\end{equation*}
$$

where $f_{i}$ is the laser difference frequency for the $i$ th $\pi / 2$-pulse. The frequency $f_{2}$ of the second $\pi / 2$-pulse differs from $f_{1}$ because of gravity: $\Delta f_{12}=f_{2}-f_{1}=-k g T$, and similarly for last $\pi / 2$-pulses: $\Delta f_{34}=+k g T$, for the normal interferometers. Since $\Delta f_{34}=-\Delta f_{12}=\Delta f$, the linear term in equation (6.16) does not contribute to $\Delta \phi$. Inserting the next order term proportional to $\left(f / f_{c}\right)^{3}$ into equation (6.17) gives

$$
\Delta \phi=\frac{1}{3 f_{\mathrm{c}}^{3}}\left[f_{1}^{3}-\left(f_{1}-\Delta f\right)^{3}+f_{3}^{3}-\left(f_{3}+\Delta f\right)^{3}\right]
$$

$$
\begin{equation*}
=\frac{\left(f_{1}^{2}+f_{3}^{2}\right) \Delta f}{3 f_{c}^{3}}+\mathrm{O}\left(\Delta f^{2}\right) \tag{6.18}
\end{equation*}
$$

Since $f_{1}$ is the same for the up and the down interferometer, the up/down difference leaves only

$$
\begin{equation*}
\Delta \phi \simeq \frac{f_{3}^{2} \Delta f}{3 f_{\mathrm{c}}^{3}} \tag{6.19}
\end{equation*}
$$

to lowest order in $\Delta f$. For a representative case with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses, $\Delta f \simeq 2.6 \mathrm{MHz}$ and the frequencies for the third $\pi / 2$-pulse are $f_{3}(\boxed{1}) \simeq 13.1 \mathrm{MHz}$ and $f_{3}(\boxed{2}) \simeq 12.2 \mathrm{MHz}$ for interferometers 1 and 2 , respectively. Thus, after the up/down difference we have

$$
\begin{equation*}
\Delta \phi \simeq \frac{\left[(13.1 \mathrm{MHz})^{2}-(12.2 \mathrm{MHz})^{2}\right](2.6 \mathrm{MHz})}{3 f_{\mathrm{c}}^{3}}=\frac{19.7 \mathrm{MHz}^{3}}{f_{\mathrm{c}}^{3}} \tag{6.20}
\end{equation*}
$$

The closest filter element is the $f_{\mathrm{c}}=80 \mathrm{MHz}$ bandwidth of the phase detector chip in the Raman phaselock loop electronics (see Appendix B), giving a phase error of $\Delta \phi=19.7 / 80^{3}=39 \mu \mathrm{rad}$, equivalent to an error in $f_{\text {rec }}$ of 0.055 ppb . Since this worst case estimate is much smaller than the 0.4 ppb limit from the DDS discussed in Section 4.1, we neglect it.

For an experimental demonstration that the DDS no longer causes $>100 \mathrm{ppb}$ errors, consult Figure 6.18 where we varied the time in the atoms' trajectory when the interferometer sequence occurs. The mean atomic velocity and therefore the difference frequency required to correct for the Doppler shift changes with this interferometer start time. Thus, for each of these points, the DDS had to output different frequencies. The data in this figure are consistent with no variation, and thus we know that the error due to DDS switching can be know larger than the peak-to-peak variation of $13.8 \pm 24.9 \mathrm{ppb}$.

We also compare data taken with $N$ and $N+1 \pi$-pulses. On six separate occasions for a total of 186 repetitions we took data with both 31 and $30 \pi$-pulses. We subtract the results for $N=31$ from the results for $N=30$ and compute a weighted averaging all of these differences, given $f_{\text {rec }}(N=31)-f_{\text {rec }}(N=30)=-6.8 \pm 12.9 \mathrm{ppb}$, consistent with no effect.

### 6.2.4 Gravity chirp

Originally, the Raman beam frequency difference was held constant during the $\pi / 2$ pulses. Because gravity continues to change the atomic velocities throughout the $T_{\pi / 2}=250 \mu$ s long pulse, the lasers are resonant at only one time and then shift away from resonance at a rate of $\pm g / \lambda_{\text {eff }}=\mp 22 \mathrm{MHz} / \mathrm{s}$, where the sign depends on the direction of $\mathbf{k}_{\text {eff }}$. To minimize the detuning from resonance, the frequencies were set to be resonant at the center of the pulse. Thus, the phase shift at the beginning and end of the $\pi / 2$-pulses is

$$
\begin{equation*}
\phi\left(T_{\pi / 2}\right)=\mp \frac{1}{2} 2 \pi \frac{g}{\lambda_{\mathrm{eff}}}\left(\frac{T_{\pi / 2}}{2}\right)^{2}=\mp 2.15 \mathrm{rad} \tag{6.21}
\end{equation*}
$$

changing at a rate of

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}\left(T_{\pi / 2}\right)=\mp 2 \pi \frac{g}{\lambda_{\mathrm{eff}}}\left(\frac{T_{\pi / 2}}{2}\right)=\mp 17.2 \times 10^{3} \mathrm{rad} / \mathrm{s} \tag{6.22}
\end{equation*}
$$

If the falling edge of the first $\pi / 2$-pulse is not the exact time reversal of the rising edge of the second $\pi / 2$-pulse such that the time when the dark-state projection occurs differs by as little as 58 ns , there will be a $\phi_{1}-\phi_{2}=1 \mathrm{mrad}$ phase error in the final interferometer phase difference, which corresponds to a 1.4 ppb error for interferometers with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses. As mentioned in Section 4.5 this asymmetry could occur if the beam intensities ( $F=3 \mathrm{up}, F=4$ down, $F=3$ down, $F=4 \mathrm{up}$ ) were not all equal.

To greatly reduce the size of this effect, we now linearly sweep the two-photon difference frequency to cancel the Doppler shift due to gravity (see Section 3.6.3). To test the importance of chirping the frequencies to stay resonant, we varied the magnitude and even the sign of the chirp rate. From the slope of the linear fit to the data in Figure 6.9, not chirping produces an error of $-22.1 \pm 5.6 \mathrm{ppb}$. It should be noted that when these data were taken, we were not using a common switch AOM , so the sensitivity to the frequency chirp rate might have been greater. But, even though we now use the common switch AOM to turn the two Raman beams on


Figure 6.9: Recoil frequency versus two-photon frequency sweep rate during each of the four $\pi / 2$-pulses. A line with intercept $-83.1 \pm 7.9 \mathrm{ppb}$ and slope $-22.1 \pm 5.6 \mathrm{ppb} /\left(g / \lambda_{\text {eff }}\right)$ fits these data consisting of 100 total repetitions with $T=135 \mathrm{~ms}$ and $31 \pi$-pulses. For a detailed explanation of the graph symbols see [53].
and off simultaneously, to minimize any potential error, we still chirp the difference frequency.

### 6.2.5 Gravity gradient

The downward acceleration of an atom of mass $m$ due to the attractive gravitational force of the Earth can be written as

$$
\begin{equation*}
g=\frac{F_{g}}{m}=G \frac{M_{\mathrm{E}}}{r^{2}} \simeq G \frac{M_{\mathrm{E}}}{R_{\mathrm{E}}^{2}} \tag{6.23}
\end{equation*}
$$

where $G$ is Newton's gravitational constant and $M_{\mathrm{E}}$ is the mass of the earth. The distance $r \simeq R_{\mathrm{E}}=6.38 \times 10^{6} \mathrm{~m}$ is the displacement between the atom and the Earth's center of mass. To the lowest two orders, the fractional change in $g$ over a distance
$\Delta r$ in the lab

$$
\begin{align*}
\frac{\Delta g}{g}(\Delta r) & =\frac{1}{g\left(R_{\mathrm{E}}\right)}\left(\left.\frac{\partial g}{\partial r}\right|_{R_{\mathrm{E}}}(\Delta r)+\left.\frac{1}{2} \frac{\partial^{2} g}{\partial r^{2}}\right|_{R_{\mathrm{E}}}(\Delta r)^{2}\right) \\
& =\frac{R_{\mathrm{E}}^{2}}{G M_{\mathrm{E}}}\left(-\frac{2 G M_{\mathrm{E}}}{R_{\mathrm{E}}^{3}} \Delta r+\frac{1}{2} \frac{6 G M_{\mathrm{E}}}{R_{\mathrm{E}}^{4}}(\Delta r)^{2}\right) \\
& =-2\left(\frac{\Delta r}{R_{\mathrm{E}}}\right)+3\left(\frac{\Delta r}{R_{\mathrm{E}}}\right)^{2} \tag{6.24}
\end{align*}
$$

Over the maximum separation of $\Delta z$ (up-down) $\sim 12 \mathrm{~cm}$ from equation (6.8) between the up and down interferometers for $T=160$ and $N=50$, the value of g will differ by at most $\Delta g / g=-2(12 \mathrm{~cm}) /(6380 \mathrm{~km})=-38 \mathrm{ppb}$. From equation (2.21) for interferometer 1 and equation (2.33) for interferometer 2, this difference in the value for $g$ will shift the final interferometer phase of the up/down difference by at most $-2\left(2 \pi g / \lambda_{\text {eff }}\right)(\Delta g / g)\left(T+T^{\prime}\right) T=-4 \pi(22 \mathrm{MHz} / \mathrm{s})(-38 \mathrm{ppb})(0.16 \mathrm{~s}+0.03 \mathrm{~s})(0.16 \mathrm{~s})=$ 0.31 rad. Without the inverted interferometers which reverse the roles of the up and down interferometers, this shift would cause an error of over 200 ppb . The inverted interferometers have the exact same spatial separation between the final $\pi / 2$-pulses, so the constant and linear gradient term of equation (6.24) both cancel leaving only the second-order term. This term does not exactly cancel because both inverted interferometers are $\Delta z($ normal - inverted $)=v_{\mathrm{r}}\left(2 T+T^{\prime}\right)=1.7 \mathrm{~mm}$ lower than the normal interferometers, so for $T=160 \mathrm{~ms}$ with $50 \pi$-pulses, the final phase difference from all four interferometers will be at most $(0.34 \mathrm{rad}(1.7 \mathrm{~mm}) /(6380 \mathrm{~km})=$ $9.1 \times 10^{-11} \mathrm{rad}$, which is negligible for this experiment.

### 6.2.6 Bad frequencies

When the DDS is set to 12631770 Hz , the Raman beam difference frequency will be set to exactly the ground state hyperfine splitting. Although this is a significant frequency for the cesium atom, it is nothing special to the control electronics. Conversely, there are frequencies which are significant to the control electronics but not especially noteworthy from the cesium atom's point of view. For example, when the beam direction and the atom's velocity are such that the Doppler shift is -2631770 Hz from
resonance, the DDS will be set to output 10.0 MHz , which is a frequency common in the lab. The LORAN C time reference is distributed by a 10 MHz sinusoidal signal. All of the Raman beam synthesizers are locked to copies of this signal. The switchyard and common switch AOM frequencies are also small integer multiples of this frequency. Consequently, many of the rf sources exhibit small amounts of amplitude modulation at 10 MHz . Via the AOMs, this modulation makes it onto the light and is then converted back to an electronic signal at the high-frequency beatnote. It will still be present on the mixed down version of the beatnote which the phaselock compares to the output of the DDS. The phaselock electronics will interpret this modulation as phase error oscillating at the frequency difference between the DDS output and the nearest integer multiple of 10 MHz . For most DDS output frequencies, this amplitude converted to phase modulation will occur at frequencies large enough to produce only a small amount of random phase noise. However, when the DDS output frequency is set near 10 MHz , this modulation can be slow and repeatable enough to consistently change the final interferometer phase difference. As discussed in Section 4.6, we have greatly reduced this problem by installing crystal filters in many of the rf signal lines, and have thus significantly reduced any 10 MHz sidebands. As an additional precaution, we also avoid atomic trajectories where the center frequencies of the pulses need to be tuned near one of these sensitive frequencies.

### 6.2.7 Computer arithmetic

A final issue dealing vaguely with the laser frequencies concerns the numerical calculation of the atomic trajectories. A single computer program (see Appendix C.1) written in BASIC complied by version 4.50 of Microsoft's QuickBasic for DOS programs all of the synthesizers and runs the entire experiment. It calculates the atomic trajectories from which it computes the center frequencies for each of the pulses. Even if one is careful to minimize error prone numerical arithmetic, the accuracy required to calculate the frequencies easily exceeds that of single precision floating point arithmetic. Consequently, double precision is used for all variables involved in the frequency calculation. As a check, we calculated the trajectory and center frequencies

### 6.3. ELECTRIC FIELDS

for several different interferometer configurations using another computer running a completely different program written in C instead of BASIC. With the same inputs, the two computers agree to better than 1 mHz , which is sufficient for our purposes.

### 6.3 Electric fields

### 6.3.1 dc-Stark effect

By far the dominant source of external electric fields near the atoms are the lasers themselves. However, if there is a static electric field present, there will be a dc-stark shift described by

$$
\begin{equation*}
\Delta f_{\mathrm{DC}}=\alpha_{E} E^{2} \tag{6.25}
\end{equation*}
$$

where $\alpha_{E}=-1.00 \times 10^{-5} \mathrm{~Hz} /(\mathrm{V} / \mathrm{m})^{2}$ for cesium [55]. Since this shift is approximately the same for both hyperfine ground states, it changes only the final interferometer phase whenever the field varies over the average separation $\Delta z=v_{\mathrm{r}}\left(T+T^{\prime}\right)$ between the two interferometer paths. Just as we did in equation (6.33) for the spatial variations of the magnetic field, substituting the lowest order term of equation (6.25) which is not zero gives

$$
\begin{align*}
\Delta f_{\mathrm{DC}} & \simeq \alpha_{E}\left(2 E_{0} \frac{\partial E}{\partial z} \Delta z\right) \\
& \simeq 2 \alpha_{E} E_{0}^{2} \frac{\Delta z}{d} \tag{6.26}
\end{align*}
$$

where $d$ is the approximate size of the object carrying a static charge. The electric field in units of $\mathrm{V} / \mathrm{m}$ required to introduce a 1 ppb measurement error is therefore

$$
\begin{align*}
E_{0}^{2} & \simeq \frac{f_{\mathrm{rec}}(N+1)}{10^{9}} \frac{d}{2 \alpha_{E} v_{\mathrm{r}}\left(T+T^{\prime}\right)} \\
& =\frac{1}{2 \times 10^{9} \alpha_{E}} \frac{(N+1)}{\left(T+T^{\prime}\right)} \frac{d}{\lambda_{\mathrm{eff}}} \\
& =5 \times 10^{-5} \frac{(N+1)}{\left(T+T^{\prime}\right)} \frac{d}{\lambda_{\mathrm{eff}}} \tag{6.27}
\end{align*}
$$

For typical sensitive interferometers with $T=120$ with $30 \pi$-pulses (implying $T^{\prime} \simeq$ 20 ms ), the electric field $E_{0}$ would have to be $\sim 160 \mathrm{~V} / \mathrm{m}$ for the $d \sim 1 \mathrm{~m}$ vacuum chamber and $\sim 35 \mathrm{~V} / \mathrm{m}$ for the $d \sim 2$ inch diameter aluminum cylinder holding the magnetic bias coil windings. The aluminum cylinder is the physical object closest to the atoms that might carry a charge ${ }^{6}$. However, because it is conducting and electrically shorted to the vacuum chamber which is grounded, it is difficult to imagine how such a static field would develop or persist.

There is also a differential dc-stark effect which changes the ground state hyperfine splitting $f_{34}$ by

$$
\begin{equation*}
\frac{\Delta f_{34}}{f_{34}}=\left[-2.5 \times 10^{-20}(\mathrm{~V} / \mathrm{m})^{-2}\right] E^{2} \tag{6.28}
\end{equation*}
$$

which for cesium gives $\Delta f_{\mathrm{hfs}}=\left[-2.3 \times 10^{-10} \mathrm{~Hz} /(\mathrm{V} / \mathrm{m})^{2}\right] E^{2}$ [47]. The field required to change the recoil frequency by 1 ppb is

$$
\begin{align*}
E^{2} & =\frac{2 f_{\mathrm{rec}} T}{10^{9}} 4.3 \times 10^{9} \frac{(\mathrm{~V} / \mathrm{m})^{2}}{\mathrm{~Hz}} \\
& =8.6 f_{\mathrm{rec}} T \frac{(\mathrm{~V} / \mathrm{m})^{2}}{\mathrm{~Hz}} \tag{6.29}
\end{align*}
$$

For $T=120 \mathrm{~ms}$, this field is $\sim 120 \mathrm{~V} / \mathrm{m}$, which is roughly the same limit we estimated for the common mode dc-stark effect. In summary, shifts from static electric fields at the ppb level are easily avoidable by using grounded metal vacuum chambers.

### 6.3.2 AC-Stark effect

For ac-stark shifts, we are concerned with shifts of the form

$$
\begin{equation*}
\Delta f_{\mathrm{AC}}=\frac{\Omega^{2}}{4 \Delta} \tag{6.30}
\end{equation*}
$$

where $\Omega$ is the Rabi frequency defined in equations (2.66) and (2.67) from some oscillating field source such as a laser and $\Delta$ is its detuning from resonance. During the interferometers when the atoms are sensitive to frequency and phase shifts, all

[^19]of the lasers except the tracer and Raman lasers are mechanically shuttered (see Figure 3.5). The slowing beam shutter blocks the trap and the repumping light to the slowing beam path. The trap shutter blocks the remaining trap and repumping light to the MOT. The Zeeman pumping beam shutter blocks this beam and its accompanying repumping light. The probe shutter blocks the on-resonance probe and clearing beams plus the far-detuned Doppler-free Raman beams. Besides the light from the interferometer lasers, the only remaining light comes from the lights in the room. Since the overhead lights are always off when we take data, the only other sources of background light that might reach the atoms are the small quantities from LED and LCD front panel displays, oscilloscopes, computer monitors, etc. Since they are in general relatively weak and spectrally broad, the light shift from these sources can be safely neglected.

## Tracer laser

The tracer laser must be turned on before each interferometer pulse to give the tracer phaselock feedback loop enough time to settle completely. To be safe, unless it is already on, we turn the tracer on 1.8 ms before each $\pi / 2$-pulse. Thus, between the first and second and third and fourth $\pi / 2$-pulses when the atoms are freely evolving in a superposition state and the light is supposed to be off, the tracer is on for 1.8 ms . If during this time, it were to perturb the ground state cesium levels, a change in the final measurement value might result. The tracer is roughly 100 times less intense than the Raman beams and it is detuned from resonance by no less than $\Delta_{\text {tracer }}=748 \mathrm{GHz}$. It could therefore shift the $F=3$ ground state by $\Delta f_{3}=\frac{1}{4} \frac{1}{100}(\Omega=2.5 \mathrm{MHz})^{2} /(748 \mathrm{GHz})=21 \mathrm{mHz}$. It would shift the $F=4$ state by the same amount except for the detuning difference due to the hyperfine splitting $f_{34}$. The net change in the difference frequency is thus $\left(\Delta f_{34}\right)=\left(f_{34} / \Delta_{\text {tracer }}\right) \Delta f_{3}=$ $(9.19 \mathrm{GHz} / 748 \mathrm{GHz})(21 \mathrm{mHz})=0.26 \mathrm{mHz}$. During each of the four $250 \mu \mathrm{~s}$ long $\pi / 2-$ pulses, this shift from the tracer might cause a $2 \pi(0.26 \mathrm{mHz})(250 \mu \mathrm{~s})=0.40 \mu \mathrm{rad}$ phase shift. Even if the phase shift from each pulse accumulated and did not cancel, it would change the measurement of the recoil frequency negligibly. If this ac-stark shift were present for the whole time $T$ and it did not cancel between interferometers,


Figure 6.10: AC-stark effect from the tracer laser. Here we compare 215 repetitions of $T=120 \mathrm{~ms}$ with $40 \pi$-pulses for three different conditions for the tracer laser. In cases (1) and (2), we have $\sim 20$ times more tracer light than normal, compared with case (3) where we used $\sim 5$ times less tracer power than normal. In cases (1) and (3), the tracer is switched off between the pulses as normal. For case (2), however, the tracer is kept on the whole time. Thus, the total effect of light shifts from the tracer should be approximately of 6700 times bigger for case (2) than for case (3). Since these points differ by $10 \pm 25 \mathrm{ppb}$, the ac-stark shift from the tracer must be less than $(1.5 \pm 3.7) \times 10^{-3} \mathrm{ppb}$. For a detailed explanation of the graph symbols see [53].
it would change the recoil measurement using $30 \pi$-pulses by $\Delta f_{34} /\left(f_{\text {rec }}(N+1)\right)=$ 0.55 ppb . Since the tracer is on for only 1.8 ms out of the time T , for $T=120 \mathrm{~ms}$, for example, this error should be further reduced to $1.8 / 120(0.55 \mathrm{ppb})=8.3 \times 10^{-3} \mathrm{ppb}$. In addition, it should cancel with the up and down interferometer difference.

To verify that the tracer does not affect the measurement during the free-evolution times, we take recoil data with the tracer off between the $\pi / 2$-pulses as normal and with the tracer on during the whole time. For $T=120 \mathrm{~ms}$, this should increase any ac-stark shift effect by a factor of $\sim 120 / 1.8=67$. To further increase the size of the effect, we temporarily replaced the tracer laser diode with fiber coupled light from a third Ti-sapphire laser from another lab. After the top and bottom fibers we had approximately 20 times more light for use as a tracer laser. To make the comparison as fair as possible, we tuned the Ti-sapphire output wavelength to within 0.01 nm of the tracer laser diode's output wavelength. Figure 6.10 shows the final results
for three experimental conditions: 1) 20 times more tracer power than normal but off between the pulses as normal, 2) 20 times normal power and on the whole time, and 3) 0.2 times normal power and switched off between pulses. The ac-stark shift effect should be $\sim 100(67)=6700$ times larger for condition 2) than for condition 3 ), so since the difference between the resulting recoil values for these two conditions is $10 \pm 25 \mathrm{ppb}$, an experimental upper limit for the ac-stark shift from the tracer is $(1.5 \pm 3.7) \times 10^{-3} \mathrm{ppb}$. Note that this test also tends to rule out any effect from glitches on the tracer phase lock loop (PLL) error signal due to Raman light leaking onto the tracer photodiode.

## Raman laser

The interferometer lasers are shut off with an isolation of better than $6 \times 10^{-10}$ (see Table 3.1). Assuming a full intensity Rabi frequency of 2.5 MHz (see Appendix A.1.2) and a representative detuning of $\Delta \sim 1 \mathrm{MHz}$, according to equation (6.30) the ac stark shift from one of the Raman beams would change the ground state hyperfine splitting by $\Delta f_{34} \simeq 4 \mathrm{mHz}$. If this shift were present during the whole time $T$ when the atoms are supposed to be evolving in the dark, the measured value of $f_{\text {rec }}$ would change by 4 ppb for interferometers with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses. However, if some light from the other Raman beam also leaked out of the fiber, it would shift the other hyperfine ground state by approximately the same amount and thus tend to greatly reduce the change in $\Delta f_{34}$. In addition, if the light leakage is the same for the up and down interferometers, the phase shifts will also be the same and tend to subtract out.

Unlike the tracer, we cannot as easily turn the Raman beams on and off or change their intensities by orders of magnitude without adversely affecting the transfer efficiency. We can, however, significantly change the one-photon detuning $\Delta$ and still drive two-photon transitions. Figures 6.11 and 6.12 show the results from two separate times when we varied the one-photon detuning of both beams. Combining the slopes from these two data sets we have an upper limit of $+0.16 \pm 1.02 \mathrm{ppb} / \mathrm{MHz}$ from the effect of single-photon detuning errors. To estimate a final measurement error, we must also estimate an upper limit for $\Delta$. This is determined by the long-term accuracy of our lock to cesium described in Section 3.3.2. In Section 6.2.1 we explain


Figure 6.11: Recoil frequency versus the single-photon detuning of Raman lasers. The vertical axis is corrected according to equation (6.12) for the $+5.98 \mathrm{ppb} / \mathrm{MHz}$ change of the momentum recoil due to the change the laser frequency. The resulting data set consisting of 53 repetitions with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses fits a line with intercept $-108.9 \pm 9.3 \mathrm{ppb}$ and slope $+0.20 \pm 1.31 \mathrm{ppb} / \mathrm{MHz}$, consistent with no effect. For a detailed explanation of the graph symbols see [53].
how we arrive at the number of $|\Delta|<100 \mathrm{kHz}$. An ac-stark shift from the Raman beams should be inversely proportional to the single-photon detuning from resonance. Using the combined slopes from Figures 6.11 and 6.12 and the measured $\pm 100 \mathrm{kHz}$ accuracy of the lock to cesium, we have an upper limit for the total ac-stark shift due to the Raman beams of $0.016 \pm 0.102 \mathrm{ppb}$.

### 6.4 Magnetic fields

The $m_{F}=0$ magnetic sublevels are not completely insensitive to magnetic fields. The term proportional to $x^{2}$ in equation (3.19) gives the quadratic Zeeman shift of the


Figure 6.12: Recoil frequency versus the single-photon detuning of Raman lasers. The vertical axis is corrected according to equation (6.12) for the $+5.98 \mathrm{ppb} / \mathrm{MHz}$ change of the momentum recoil due to the change the laser frequency. The resulting data set consisting of 165 repetitions with $T=135 \mathrm{~ms}$ and $30 \pi$-pulses fits a line with intercept $-123.9 \pm 9.1 \mathrm{ppb}$ and slope $+0.10 \pm 1.64 \mathrm{ppb} / \mathrm{MHz}$, consistent with no effect. For a detailed explanation of the graph symbols see [53].
ground state hyperfine splitting

$$
\begin{align*}
\Delta f_{B} & \simeq \frac{\left(g_{J}+g_{I}\right)^{2} \mu_{\mathrm{B}}^{2}}{2 f_{34}} B^{2} \\
& =\left(4.2745 \times 10^{-4} \mathrm{~Hz} / \mathrm{mG}^{2}\right) B^{2} \tag{6.31}
\end{align*}
$$

To calculate exactly how this level shift would change the final interferometer phase, we would have to integrate this expression over the path traced out by the interferometer, accumulating a phase shift both when the atoms are freely evolving in a superposition state and also when they are in the same internal state but spatially displaced. This calculation would be quite complex, because the atom's position depends strongly on when the interferometer pulses occur during the trajectory. So, instead of attempting to calculate it exactly and correct the final measurement, we
designed the magnetic bias field (see Section 3.5) so that the effect for our atomic trajectories would be small. In this section we predict and show experimentally that the error due to magnetic field inhomogeneities is on the order of a few ppb.

The spatial variation of the magnetic field can be written

$$
\begin{equation*}
B(z)=B_{0}+\frac{\partial B}{\partial z} \Delta z+\cdots \tag{6.32}
\end{equation*}
$$

Thus, $B^{2}$ becomes

$$
\begin{align*}
B^{2}(z) & =\left(B_{0}+\frac{\partial B}{\partial z} \Delta z+\cdots\right)^{2} \\
& \simeq B_{0}^{2}+2 B_{0} \frac{\partial B}{\partial z} \Delta z \tag{6.33}
\end{align*}
$$

A static magnetic field uniform in space introduces an identical phase shift for both conjugate interferometers. Thus, the phase shift from the $B_{0}^{2}$ term in equation (6.33) cancels in the up/down difference expression. The remaining term in equation (6.33) will not in general cancel because the up and down interferometers trace out different paths in space. To estimate how much phase shift this will cause, we refer to the spatial dependence of the magnetic field shown in Figure 3.19. The largest absolute slope in this graph is approximately $\partial B / \partial z \leq 0.15 \mathrm{mG} / \mathrm{cm}$. For an extreme case where $T=160 \mathrm{~ms}$ with $50 \pi$-pulses, from equation (6.8) the up an down interferometers are separated by $\Delta z \simeq 12 \mathrm{~cm}$. If the linear magnetic field gradient existed over this entire range, the difference in the resonance frequency shift between the up and down interferometers would change by

$$
\begin{align*}
\Delta f_{B} & =\Delta f(\text { up })-\Delta f(\text { down }) \\
& \simeq \alpha_{B} 2 B_{0} \frac{\partial B}{\partial z} \Delta z  \tag{6.34}\\
& =\left(4.27 \times 10^{-4} \mathrm{~Hz} / \mathrm{mG}^{2}\right) 2(71.6 \mathrm{mG})(0.15 \mathrm{mG} / \mathrm{cm})(13 \mathrm{~cm}) \\
& =0.12 \mathrm{~Hz} \tag{6.35}
\end{align*}
$$

which is equivalent to a measurement error of

$$
\begin{equation*}
\Delta f_{B} /\left(2(N+1) f_{\text {rec }}\right)=0.12 \mathrm{~Hz} /(2(51) 15 \mathrm{kHz})=72 \mathrm{ppb} \tag{6.36}
\end{equation*}
$$

Fortunately, we also have inverted interferometers which reverse the role of up and down and thereby the sign of this effect. The normal/inverted values for $\Delta f_{B}$ cancel to the extent that the normal and inverted interferometers trace out the exact same paths. For the extreme case with $T=160 \mathrm{~ms}$ and $50 \pi$-pulses, the inverted interferometers occur $\Delta z($ normal - inverted $)=v_{\mathrm{r}}\left(2 T+T^{\prime}\right)=1.7 \mathrm{~mm}$ lower than the normal interferometers, so the remaining error might be as large as $72 \mathrm{ppb}(1.7 \mathrm{~mm}) /(12 \mathrm{~cm})=$ 1.0 ppb .

To experimentally verify this cancelation, we take data with different magnetic bias field values up to $B_{0}=2600 \mathrm{mG}$. From Figure 6.13 the opposite effects for the normal ( $\bullet$ ) and inverted ( $(\circ)$ interferometer pairs is clear. Figure 6.14 shows the same data but with the vertical axis amplified to show cancelation from the normal/inverted averaging ( $\mathbf{6}_{\text {) }}$. For these data we altered the bias field by changing the current to the bias coil, but we did not change the currents to the two bias trim coils. Because the bias trim coils are set for the normal operating field level of $B_{0}=71.6 \mathrm{mG}$, as the bias field increases, the trim coils no longer correctly compensate to minimize the field variation within the magnetic shielding. As a result, the variation within the shield $\sim \partial B / \partial z$ also scales with the bias field value $B_{0}$. We would therefore expect a quadratic dependence on $B_{0}$.

In principle, both the linear and quadratic terms represent a measurement error for non-zero bias field values. To reduce the systematic uncertainty due to the linear term, we took more data (see Figure 6.15) zooming in on the region from 0 to 600 mG . Combining the slope from these data with the linear term from Figure 6.13 gives a final slope of $-0.014 \pm 0.028 \mathrm{ppb} / \mathrm{mG}$. Extrapolating to $B_{0}=0$ from our normal operating field level of $B_{0}=71.6 \mathrm{mG}$ gives errors of $-1.0 \pm 2.0 \mathrm{ppb}$ and $+0.150 \pm 0.098 \mathrm{ppb}$ from the linear and quadratic terms, respectively. Since we expect a non-zero effect from the magnetic field, in addition to folding these error bars into the final systematic uncertainty, we also modify the final value of $f_{\text {rec }}$ by $+1.0-0.15=+0.85 \mathrm{ppb}$ to


Figure 6.13: Recoil frequency versus magnetic bias field. Both the normal interferometer difference (solid circles $\bullet$ ) and the inverted interferometer difference (hollow circles $\circ$ ), with all of the recoils reversed, show a strong dependence on the magnetic bias field. However, the effect is almost exactly opposite in sign, so for the normal/inverted mean (solid triangles), the effect effectively cancels. The fit results using a second order polynomial of form $\Delta f_{\text {rec }} / f_{\text {rec }}=a_{0}+a_{1} B_{0}+a_{2} B_{0}^{2}$ are shown below. Note that for the mean of the normal and inverted interferometers, the coefficients $a_{1}$ and $a_{2}$ are consistent with zero.

|  | $\begin{gathered} a_{0} \\ (\mathrm{ppb}) \end{gathered}$ | $\begin{gathered} a_{1} \\ (\mathrm{ppb} / \mathrm{mG}) \\ \hline \end{gathered}$ | $\begin{gathered} a_{2} \\ \left(\mathrm{ppb} / \mathrm{mG}^{2}\right) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 1 - 2 • normal • | -115(59) | -0.081(107) | $-8.05(37) \times 10^{-4}$ |
| 3-4 -4 inverted $\circ$ | -182(33) | -0.003(060) | $+8.80(21) \times 10^{-4}$ |
| $\begin{gathered} \frac{1}{2}(\sqrt{1}-\sqrt{2}+\sqrt{3}-\sqrt[4]{4}) \\ \mathbf{6}^{\text {normal/inverted }} \end{gathered}$ | -154(30) | -0.022(054) | $+0.29(19) \times 10^{-4}$ |

correct for this measured systematic error.
As discussed in Section 6.1.5, it is also possible that some of the $m_{F} \neq 0$ magnetic field sensitive sublevels could be included in the dark state. According to equation (3.21), with a magnetic bias field level of 72 mG , the frequency separation between the $F=3, m_{F}=1$ and $F=4, m_{F}=1$ states differs from the $F=3, m_{F}=0 \rightarrow F=4, m_{F}=0$


Figure 6.14: Recoil frequency versus magnetic bias field. This figure shows the same data as in Figure 6.14 but with the vertical scale magnified by a factor of 48 . The normal operating magnetic bias field level of 72 mG is shown in gray.
transition frequency $f_{34}$ by $\Delta f_{34}=50 \mathrm{kHz}$, which results in a final interferometer phase different by $\Delta \phi=(2 \pi) 2 \Delta f_{34} T$. This difference in phase is over 1000 rad even for interferometers as short as $T=5 \mathrm{~ms}$. Because of the spatial variation of the magnetic field, this phase shift can easily vary by $2 \pi$ or more over the finite size of the atom cloud. These different phase shifts from different regions of the cold atom cloud will tend to counteract each other and wash out the effect.

### 6.5 Dispersion

Dispersion affects the recoil measurement by delaying (or advancing) the position of the Raman beam wavefronts as the laser frequencies change. Dispersive media the beams encounter include the optical glass the beams passes through, the background gases in the vacuum chamber, and the cold cesium cloud.

A dispersive effect from the optical glass (primarily BK7 from Schott) that the


Figure 6.15: Recoil frequency versus magnetic bias field. The normal operating magnetic bias field level of 72 mG is shown in gray. A line with intercept $-117.9 \pm 9.7 \mathrm{ppb}$ and slope $-0.012 \pm 0.033 \mathrm{ppb} / \mathrm{mG}$ fits these data consisting of 359 total repetitions with $T=135 \mathrm{~ms}$ and 30 $\pi$-pulses. For a detailed explanation of the graph symbols see [53].
beams pass through can be neglected for two reasons. First, any disturbance of the wavefront spacing is local to the particular optic and does not persist throughout the space where the interferometers take place. Second, the glass material has no sharp resonance features near the cesium wavelength. Similarly, non-cesium atoms in the vacuum chamber will be so far out of resonance with the Raman lasers that their dispersive effect over the relatively small range of frequencies we must tune to can be neglected. We therefore need consider only the cesium atoms found in the vacuum chamber.

When a laser detuned by $\Delta$ from a single atomic resonance with linewidth $\Gamma$ enters a gas of that species, its wavenumber $k$ changes by

$$
\begin{equation*}
f(\Delta)=\frac{\Delta k}{k} \simeq \frac{n \sigma}{2} \frac{\lambda}{2 \pi}\left(\frac{-2 \Delta}{\Gamma}\right) \frac{1}{1+(2 \Delta / \Gamma)^{2}} \tag{6.37}
\end{equation*}
$$

assuming the transition is not greatly saturated. The absorption cross-section

$$
\begin{equation*}
\sigma=\sigma_{12}=\frac{3 \lambda^{2}}{2 \pi} \alpha(1 \rightarrow 2) \tag{6.38}
\end{equation*}
$$

depends on the particular transition from state $|1\rangle$ to $|2\rangle$ being addressed. The parameter $\alpha(1 \rightarrow 2)$ discussed in Appendix A. 2 is a constant representing the angular part of the transition strength. Our lasers are tuned to the D1 $F=3^{\prime}$ excited state of cesium, so we first calculate the fractional change in the wavenumber due to the $F=3 \rightarrow F=3^{\prime}$ and $F=4 \rightarrow F=3^{\prime}$ transitions with $\lambda=894.60 \mathrm{~nm}$ and linewidth $\Gamma=2 \pi(4.58 \mathrm{MHz})$.

The values of $\alpha(1 \rightarrow 2)=\alpha(\mathrm{D} 1)$ for the cesium D1 line in Table A. 3 assume the atom is randomly oriented with respect to the light polarization, which is reasonable for the atoms launched from the MOT. The resulting scattering cross-sections are also shown in Table A.3.

To calculate the total wavenumber change we must convolve expression (6.37) with the atomic velocity distribution, because an atom moving with non-zero velocity in the beam direction will be Doppler shifted from resonance. The velocity distribution expressed in terms of the Doppler shift $\Delta=v / \lambda$ is given by

$$
\begin{equation*}
g(\Delta)=\frac{\lambda}{\sigma_{v} \sqrt{2 \pi}} \exp \left(-\frac{\lambda^{2} \Delta^{2}}{2 \sigma_{v}^{2}}\right) \tag{6.39}
\end{equation*}
$$

where $\sigma_{v}$ is the rms velocity of the atoms. The convolution of equations (6.37) and (6.39) is

$$
\begin{align*}
F_{12}(\Delta) & =\int_{-\infty}^{+\infty} f\left(\Delta-\Delta^{\prime}\right) g\left(\Delta^{\prime}\right) \mathrm{d} \Delta^{\prime} \\
& =-A_{12} \int_{-\infty}^{+\infty}\left(\frac{\Delta-\Delta^{\prime}}{\Gamma}\right) \frac{1}{1+2(\Delta / \Gamma)^{2}} \exp \left(-\frac{\lambda^{2} \Delta^{\prime 2}}{2 \sigma_{v}^{2}}\right) \mathrm{d} \Delta^{\prime} \tag{6.40}
\end{align*}
$$

where

$$
\begin{equation*}
A_{12}=\frac{n \sigma_{12} \lambda}{4 \pi} \frac{\lambda}{\sigma_{v} \sqrt{2 \pi}} \tag{6.41}
\end{equation*}
$$

is a constant which depends on the initial and final state.

### 6.5.1 Room temperature background gas

Since the background cesium atoms in the vacuum chamber are in thermal equilibrium with the room, they must have a temperature of $T=273 \mathrm{~K}+20 \operatorname{deg} C=293 \mathrm{~K}$ and consequently have an rms velocity of $\sigma_{v}=\sqrt{2 k_{\mathrm{B}} T / m}=191 \mathrm{~m} / \mathrm{s}$. This rms velocity corresponds to an effective Doppler full-width half-maximum (FWHM) of $\Delta_{v}=\sigma_{v} / \lambda \sqrt{8 \ln 2}=503 \mathrm{MHz}$ for a laser tuned near the D 1 transition at $\lambda=$ 894.60 nm .

We use the background signal from the atom detection to estimate the density of the room temperature cesium atoms in the vacuum chamber. This background signal is $\sim 1100$ times smaller than the peak fluorescence signal from the atoms when the probe laser is flashed on at 520 ms (late probe) after the launch when the cold atoms are passing through the detection region on their way downward. Because the room temperature atoms have such a large effective Doppler width, only a fraction of roughly $\Gamma\left(\lambda / \sigma_{v}\right)=5.23 \mathrm{MHz} /(503 \mathrm{MHz})=0.010$ are detected by the probe pulse. Another factor of $\frac{1}{2}$ should also be included, because on average only half of the atoms will be in the $F=4$ state addressed by the probe laser. This implies that the density of the room temperature atoms is $\sim 1100(0.010) / 2=5.7$ times smaller than the density of the cold atom cloud at the time of the late probe ${ }^{7}$.

To estimate the cold atom density at the late probe we assume a simple atomic spatial distribution of a sphere whose radius is the $\sqrt{\pi / 2}$ times the rms radius $r(t)$ of the atomic cloud. Inside the sphere all of the atoms distributed with a uniform density of

$$
\begin{equation*}
n(t)=\frac{3}{4 \pi} \frac{N_{0}}{(r(t) \sqrt{\pi / 2})^{3}}=\frac{3}{\pi^{5 / 2} \sqrt{2}} \frac{N_{0}}{r^{3}(t)}=0.1213 \frac{N_{0}}{r^{3}(t)} \tag{6.42}
\end{equation*}
$$

$N_{0} \simeq 1 \times 10^{8}$ atoms start from the MOT in a ball of rms radius $r_{\text {MOT }}=1.6 \mathrm{~mm}$ (see Section 3.1.4). The rms velocity $v_{\text {MOT }}=1.4 \mathrm{~cm} / \mathrm{s}$ causes the cloud radius to expand according to $r(t)=r_{\text {MOT }}+v_{\text {MOT }} t$. At the time of the late probe, the rms radius of the cold atom cloud is thus $r(0.52)=(0.16 \mathrm{~cm})+(1.4 \mathrm{~cm} / \mathrm{s})(0.52 \mathrm{~s})=0.89 \mathrm{~cm}$,

[^20]giving a density of $n_{\text {lateprobe }} \simeq 1.7 \times 10^{7} \mathrm{~cm}^{-3}$ using equation (6.42). This cold atom cloud density puts an upper limit on the room temperature cesium background of $n_{\text {hotbkgnd }}<\left(1.7 \times 10^{7} \mathrm{~cm}^{-3}\right) / 5.7=3.0 \times 10^{6} \mathrm{~cm}^{-3}$.

With this cesium density $n_{\text {hotbkgnd }}$, we can numerically evaluate the convolution function $F(\Delta)$ for each of the possible transitions. The presence of transitions to the D1 $F=3^{\prime}$ excited state changes the laser wavenumber by a negligible fraction $\Delta k / k \simeq-1 \times 10^{-3} \mathrm{ppb} / \mathrm{MHz}$, with no change when the lasers are perfectly on resonance. Even when the Raman lasers are detuned by up to $\pm 2 \mathrm{MHz}$ to correct for the Doppler shift of the moving cold atom cloud, this contribution should still remain negligible. From the D1 $F=4^{\prime}$ excited state the effect is roughly constant at $\Delta k / k \simeq+0.032 \mathrm{ppb}$. Because the recoil measurement is proportional to $k_{\text {eff }}^{2}$, the potential measurement error is 0.064 ppb , still too small to be of concern. Since the D2 line is even farther detuned then the other D1 hyperfine excited state, the effect of the D 2 transitions is also negligible.

### 6.5.2 Cold atom cloud

The cold atom cloud has a much smaller rms velocity. For $\sigma_{v}=1.6 \mathrm{~cm} / \mathrm{s}$ (see Section 3.1.4) equation (6.40) is plotted in Figure 6.16 for the Raman lasers coupling to the D1 $F=3^{\prime}$ excited state. Because of the coherence between the light fields and the atoms, in addition to the dependence on the single-photon detuning $\Delta$, there will be finer dispersive features that depend on the two photon detuning $\delta$. Instead of solving for the complete expression [56, 57], it is sufficient for our purposes here to simply estimate the slope of these features near resonance. The width of these two-photon features is determined by the effective Rabi frequency $\Omega_{\mathrm{eff}}=\sqrt{\Omega_{1}^{2}+\Omega_{2}^{2}}$ in equation (2.73) which should be compared with the width of the single-photon feature that scales roughly as the natural linewidth $\Gamma$. The slope of the two-photon dispersive features therefore should be approximately $-\Gamma / \Omega_{\text {eff }}$ times the $\sim-83 \mathrm{ppb} / \mathrm{MHz}$ slope at resonance in Figure 6.16. With the effective Rabi frequency predicted in Appendix A.1.2 to be $\Omega_{\text {eff }} \simeq 2.5 \mathrm{MHz}$, we estimate a slope of roughly $-(4.6 \mathrm{MHz}) /(2.5 \mathrm{MHz})(-83 \mathrm{ppb} / \mathrm{MHz})=+153 \mathrm{ppb} / \mathrm{MHz}$ for this higher


Figure 6.16: Wavelength change for a laser tuned to the $F=3^{\prime}$ excited state interacting with a sample of cesium atoms whose rms velocity is $1.6 \mathrm{~cm} / \mathrm{s}$. We evaluate the convolution in equation (6.40) of the dispersive lineshape in equation (6.37) with the atomic velocity distribution in equation (6.39) for an atom density of $1 \times 10^{8} \mathrm{~cm}^{-3}$.
order dispersion.
To determine how these dispersive features affect the final measurement, we now look more closely at the atoms in the cloud. Although the final signal comes from atoms in the $m_{F}=0$ states, there are atoms distributed throughout the other magnetic sublevels. Because of the non-zero magnetic bias field, these atoms are detuned from two-photon resonance by $\delta=(50 \mathrm{kHz}) m_{F}$, and thus they change the laser's wavefront spacing. However, because the initial distribution of atoms is symmetric about the $m_{F}=0$ state, the effect from the $m_{F}=+1$ atoms tends to cancel the wavelength shift from the $m_{F}=-1$ atoms, and so on. It is only because of the two-photon transfer pulses driven by $\hat{\sigma}_{+}$polarized light that this symmetry is broken. For this reason, we neglect the initial distribution among magnetic sublevels and consider only the change in this distribution due to the adiabatic transfer pulses.

At the beginning of each adiabatic transfer pulse, all of the atoms in the cloud are projected into dark and bright states. The pulse transfers the subset of atoms $N_{\mathrm{i}}(\mathrm{DS} 0)$ in the initial $m_{F}=0$ dark state to the final state with efficiency $\epsilon_{0}$, leaving

### 6.5. DISPERSION

$N_{\mathrm{f}}(\mathrm{DS} 0)=\epsilon_{0} N_{\mathrm{i}}(\mathrm{DS} 0)$ atoms in the signal state. The number of atoms $N_{\mathrm{i}}(D S 1)$ in the $m_{F}=1$ dark state are transferred with efficiency $\epsilon_{1}$, and similarly for the $m_{F}=2$ dark state. We will neglect the fraction of atoms in the $m_{F}=+3$ because they are not coupled to the excited state via $\hat{\sigma}_{+}$-polarized light. The fraction of atoms in the $m_{F}<0$ states we also neglect because optical pumping with $\hat{\sigma}_{+}$-polarized light tends to move atoms out of these states. According to the result derived in equation (2.84), of the atoms in the $m_{F}=0$ bright state, a fraction $f_{0}=1 / 7$ fall back into the $m_{F}=0$ dark state. In the same way, one can derive the fractions $f_{1}=1 / 5$ and $f_{2}=5 / 19$ for the chance of the bright state atoms falling from the $F=3^{\prime}, m_{F}=+1^{\prime}$ excited state back into the $m_{F}=1$ and $m_{F}=2$ dark states, respectively. Thus, after the adiabatic transfer pulse, the number of atoms in the $m_{F}=1$ and $m_{F}=2$ dark state is

$$
\begin{align*}
& N_{\mathrm{f}}(\mathrm{DS} 1)=\epsilon_{1} N_{\mathrm{i}}(\mathrm{DS} 1)+\left(1-\epsilon_{0}\right) f_{1} N_{\mathrm{i}}(\mathrm{DS} 0) \\
& N_{\mathrm{f}}(\mathrm{DS} 2)=\epsilon_{2} N_{\mathrm{i}}(\mathrm{DS} 2)+\left(1-\epsilon_{0}\right) f_{2} N_{\mathrm{i}}(\mathrm{DS} 0) \tag{6.43}
\end{align*}
$$

For these expressions, we have simplified the problem by 1) assuming that all of the atoms not transfered to the $m_{F}=0$ dark state spent some time in a bright state and 2) that the light fields define the same population ratios for the $m_{F} \neq 0$ states as they do for the $m_{F}=0$ state $^{8}$. The resulting atom number and densities are summarized in Table 6.1 for a representative interferometer example: $T=120 \mathrm{~ms}$ and $N=30$.

Since the atoms in the $m_{F}=0$ state are on resonance, they do not contribute to the dispersion. Atoms that remain in the bright state are rapidly pumped to the $F=4, m_{F}=+4$ state which is not coupled to the excited state by the $\hat{\sigma}_{+}$polarized Raman beams. The only atoms that might contribute to the dispersive effect are the atoms in the $m_{F}=+1$ and $m_{F}=+2$ states. From the $153 \mathrm{ppb} / \mathrm{MHz}$ slope the dispersive features, detunings of $\delta_{1}=50 \mathrm{kHz}$ and $\delta_{2}=100 \mathrm{kHz}$, and the mean densities for a typical interferometer given in Table 6.1, we predict a change in the

[^21]|  | Adiabatic Transfer Pulse |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $[\pi]_{\text {Sel }}$ | $[\pi / 2]_{1}$ | $[\pi / 2]_{2}$ | $[\pi]_{1}$ | $[\pi]_{30}$ | $[\pi / 2]_{3}$ | $[\pi / 2]_{4}$ | Mean |
|  | 129.98 | 133.35 | 253.62 | 255.09 | 274.97 | 277.97 | 398.24 |  |
|  | 2.5129 | 2.4241 | 0.8500 | 0.8410 | 0.7309 | 0.7160 | 0.3475 | 0.8680 |
|  | 0.5645 | 0.9380 | 0.4690 | 0.9380 | 0.9380 | 0.9380 | 0.4690 |  |
|  | 0.5645 | 0.5295 | 0.2483 | 0.2329 | 0.0364 | 0.0341 | 0.0160 |  |
|  | 1.4186 | 1.2836 | 0.2111 | 0.1959 | 0.0266 | 0.0244 | 0.0056 | 0.1575 |
| $N_{0}^{\prime}$ | 0.4355 | 0.0350 | 0.2812 | 0.0154 | 0.0024 | 0.0023 | 0.0181 | 0.0281 |
| $n_{0}^{\prime}$ | 0.1563 | 0.1588 | 0.1086 | 0.1037 | 0.0240 | 0.0227 | 0.0116 | 0.0608 |
| $n_{1}^{\prime}$ | 0.2189 | 0.1657 | 0.1041 | 0.0124 | 0.0004 | 0.0006 | 0.0015 | 0.0154 |
| $n_{2}^{\prime}$ | 0.2880 | 0.0967 | 0.0754 | 0.0034 | 0.0005 | 0.0005 | 0.0017 | 0.0145 |

Table 6.1: Evolution of the atom density for an interferometer with $T=120 \mathrm{~ms}$ and $30 \pi$ pulses. The time in ms after the launch of the center of the velocity-selecting $\pi$-pulse, the $\pi / 2$-pulses, and the first and last $\pi$-pulses are shown. Approximating the atom cloud's spatial distribution as a sphere, we use this time and the atoms' rms velocity to calculate the inverse of its volume $V^{-1} . \epsilon$ is the transfer efficiency of each pulse, including both the velocity selection factor for the velocity-selecting $\pi$-pulse and the factor of two projection loss from the second and fourth $\pi / 2$-pulses. Accumulating this transfer efficiency, we calculate the fraction $N_{0}$ of the initial atoms in the $m_{\mathrm{F}}=0$ dark state. The density $n_{0}$ in $\mathrm{cm}^{-3}$ of this signal state is then $N_{0} / V$. We assume that $1-\epsilon$ of the atoms entering every pulse are in the bright state with fraction $N_{0}^{\prime}$. According to the different angular weighting factors, a fraction of these bright state atoms fall back into the $m_{\mathrm{F}}=0, m_{\mathrm{F}}=+1$, and $m_{\mathrm{F}}=+2$ dark states (see equation (2.84)). Once in a dark state, they remain there ready to be transfered by the next pulse. Because the $m_{F} \neq 0$ states are Zeeman shifted out of resonance, we modify the transfer efficiency for these states according to the two-photon resonance condition. Thus, at the end of each pulse, each of the dark state densities $n_{0}^{\prime}, n_{1}^{\prime}$, and $n_{2}^{\prime}$ has accumulated contributions from 1) atoms that began the pulse in the bright state but then fell into that dark state and 2) atoms that entered the pulse already in that dark state and were transfered by the pulse. Because the atoms in the signal state, including both the interfering $\left(n_{0}\right)$ and phase randomized ( $n_{0}^{\prime}$ ) densities, are resonant, they contribute negligibly to the total dispersion. It is the atom densities $n_{1}^{\prime}$ and $n_{2}^{\prime}$ that are detuned from resonance by 50 kHz and 100 kHz , respectively, that change the wavefront spacing of the Raman lasers.
lasers wavenumber of $\Delta k / k=0.12 \mathrm{ppb}$ and 0.22 ppb , for the $m_{F}=+1$ and $m_{F}=+2$ states, respectively. Since the recoil frequency is proportional to $k_{\text {eff }}^{2}$, the total change $\Delta k / k=0.34 \mathrm{ppb}$ must be doubled to arrive at predicted 0.68 ppb change in $f_{\text {rec }}$ due to the dispersive effect of the cold atoms. Because of the complexity of predicting the exact error from this effect and because it is less than 1 ppb , we do not correct our final recoil but instead treat result as a rough estimate of the uncertainty due to dispersion.

The same process can be used to calculate the effect from transitions between the ground states and the D1 $F=4^{\prime}$ excited state. Since both lasers are detuned by $\Delta \simeq-1.17 \mathrm{GHz}$, there are no fine two-photon dispersive features. For a density of $1 \times 10^{8} \mathrm{~cm}^{-3}$, we predict a $\Delta k / k=+1.0 \mathrm{ppb}$ relatively constant over the same range of detunings shown in Figure 6.16. Reducing this effect by the mean densities of the $m_{F}=+1$ and $m_{F}=+2$ states given in Table 6.1 , we predict a change of 0.06 ppb in the value of $f_{\text {rec }}$, which is small enough to be neglected.

As an experimental verification that dispersion should not be a problem, we took recoil data while alternating on each launch between low and normal atom densities. By opening the mechanical trap shutter later than normal we could reduce the number of atoms launched by approximately a factor of 3.90 without significantly reducing the signal-to-noise ratio. The recoil value when using a reduced density cold atom cloud was shifted by $+7.3 \pm 10.5 \mathrm{ppb}$, consistent with no effect. Assuming the dispersive effect is linearly proportional to the atomic density, this result gives a value of $-(7.3 \pm$ 10.5) $/(1-1 / 3.90)=-9.8 \pm 14 \mathrm{ppb}$ for the change in the recoil value due to the dispersive effect from the cold atom densities we typically take data with.

### 6.6 Timing

This experiment is fundamentally a pulsed measurement. It samples points equally spaced in time defined by some oscillator. From these samples, we can calculate a value for the recoil shift. In the lab there are many sources of noise both random and periodic which may change the final measurement result. In general, random noise tends to make the result less precise but in the long term on average does not affect the final measurement value itself. Periodic noise, however, can systematically change the measurement results if each sample point occurs at exactly the same phase of this periodic disturbance. Besides reducing the magnitude of the noise, one can also minimize its effect by insuring that the sample points are not phase stable relative to any periodic disturbance. If the sample points occur irregularly along a sinusoidal signal, for instance, although the final signal may be noisier, on average the final measurement result will be unchanged. The two general types of noise we are
concerned with here come from 60 Hz oscillations of the line voltage and any periodic fluctuations synchronized with the pulsed atomic fountain.

### 6.6.1 $\quad 60 \mathrm{~Hz}$ line noise

The master trigger for the entire experiment comes from a Stanford Research Systems DG555 pulse generator. This device can be set to use its internal clock or the oscillations of the line voltage to restart itself. When the device is "line triggered", on every shot, the start trigger and consequently all of the different experimental stages occur at exactly the same phase relative to the 60 Hz line oscillations. If some 60 Hz noise from one of the power supplies were to perturb one of the phase sensitive devices such as the LORAN C timebase itself and the experiment were to sample this disturbance every time at the same point in its cycle, a systematic error could result.

To test for changes in the recoil measurement synchronized with the 60 Hz line signal, we temporarily installed another DG555 pulse generator set to trigger on the line voltage. This pulse generator produced a trigger signal which started the normal master trigger generator. By varying the time delay of this pre-trigger signal in time steps of $(1 / 60 \mathrm{~Hz}) / 6=2.78 \mathrm{~ms}$, we were able to change when the measurements occurred in $60^{\circ}$ steps relative to the phase of the 60 Hz line signal. The results are shown in Figure 6.17. Both the peak-to-peak change and the sinusoidal fit amplitude are consistent with zero. The single-sine function may not model the actual disturbance very well, but line noise generally does not involve many higher harmonics. To be safe, we take data only when the master pulse generator is internally trigger by its internal oscillator, which is not phaselocked to the line signal. We also choose the repetition time of 0.908 s to be a non-integer multiple of $1 / 60 \mathrm{~Hz}:(0.908 \mathrm{~s})(60 \mathrm{~Hz})=54 \frac{12}{25}$ cycles.

### 6.6.2 Periodic fluctuations synchronized with launch

Any connections between the generation of the MOT and launch and the generation of the interferometers are indirect at best. The vibration isolation (VI) system, however, does serve as a mechanical connection to the phase of the Raman beams.


Figure 6.17: Recoil frequency versus the phase of the $60 \mathbf{H z}$ line signal. By triggering the master experiment trigger at fixed times relative to the 60 Hz line signal, we can verify that the final measurement value is negligibly affected by 60 fluctuations. The peak-to-peak variation of all of the points is $38 \pm 23 \mathrm{ppb}$, consistent with no effect. Fitting these data, which consist of 126 repetitions of interferometers with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses, with a 60 Hz sinusoidal function gives an amplitude of $4.4 \pm 10.6 \mathrm{ppb}$, a phase of $58 \pm 138^{\circ}$, and an offset of $-126.4 \pm 7.5 \mathrm{ppb}$. Because the fit amplitude is consistent with zero and the fit phase is essentially undetermined, we conclude that the final measurement value has no sinusoidal dependence on 60 Hz line noise. For a detailed explanation of the graph symbols see [53].

The interferometer platform detects and corrects for any motion of the tracer beam wavefronts relative to the motion of the beamsplitter cube. In the limit that the beamsplitter cube accelerates uniformly with respect to the atoms, the atoms will observe perfectly steady wavefronts. If the cube moves, the tracer feedback loop will cause the Raman beam wavefronts to move in the same way. Random cube motion will manifest as increased measurement noise. If the cube moves in a systematic and repeatable way, however, the disturbance to the position of the laser wavefronts may not average out of the final interferometer phase. One possible way the experiment might disturb itself in this manner is via changing magnetic fields from either the MOT coils or the MOT trim coils. When the magnetic field generated by these coils
changes, the magnetic force applied to any magnetic objects on the freely swinging VI column also changes. Such a mechanical kick applied via a magnetic force may not be completely removed by the vibration isolation feedback loop. Any remnant motion of the interferometer platform would be periodic and exactly synchronized with the measurement sampling. Thus, if there were a phase shift from this motion, it might not average to zero after many repetitions. Because internally the accelerometer of the VI system (see Section 3.4) uses magnetic force feedback to generate its output signal, it is also possible that the changing magnetic field might alter this output signal without even moving the VI column. If this happened, the sensor would falsely report some acceleration which the feedback loop would attempt to remove by driving the solenoid actuator and inappropriately moving the VI column. To minimize this particular effect, we installed a Magnetic Shield Corp. 35P70 magnetic shield around the accelerometer [46]. A final possible way through which the pulsing experiment might affect the motion of the VI column is via the mechanical shutters.

To test all of these possibilities, we observe the error signal from the closed loop VI system on an oscilloscope. With the experiment pulsing as normal and the oscilloscope triggered with the experiment, we can average the time trace and greatly reduce the amount of noise at frequencies not synchronized with the experiment pulsing at $1 /(0.908 \mathrm{~s}) \simeq 1.10 \mathrm{~Hz}$. For a sinusoidal acceleration $a(t)$ given by

$$
\begin{equation*}
a(t)=a_{0} \sin (\omega t) \tag{6.44}
\end{equation*}
$$

the resulting velocity and position will be

$$
\begin{align*}
& v(t)=\frac{a_{0}}{\omega} \cos (\omega t)  \tag{6.45}\\
& z(t)=-\frac{a_{0}}{\omega^{2}} \sin (\omega t) \tag{6.46}
\end{align*}
$$

Since the interferometers have wavefront position sensitivity given by equation (2.11), the additional interferometer phase generated by this motion will be

$$
\Delta \phi=k_{\mathrm{eff}}\left[z_{1}-z_{2}-z_{3}+z_{4}\right]
$$

$$
\begin{equation*}
=-k_{\mathrm{eff}} \frac{a_{0}}{\omega^{2}}\left[\sin \left(\omega t_{1}\right)-\sin \left(\omega t_{2}\right)-\sin \left(\omega t_{3}\right)+\sin \left(\omega t_{4}\right)\right] \tag{6.47}
\end{equation*}
$$

Since the time origin is arbitrary, $t_{2}-t_{1}=t_{4}-t_{3}=T$, and assuming the $\pi$-pulses take very little time $t_{2} \simeq t_{3}$, equation (6.47) will have maximum absolute magnitude when the oscillation period $\frac{2 \pi}{\omega}=2 T$. With appropriately chosen time origin and $\omega=\pi / T$, equation (6.47) will have magnitude

$$
\begin{align*}
\Delta \phi & \simeq k_{\mathrm{eff}} \frac{a_{0}}{(\pi / T)^{2}}[2+2] \\
& =\frac{4 k_{\mathrm{eff}} a_{0} T^{2}}{\pi^{2}} \tag{6.48}
\end{align*}
$$

For $T=120 \mathrm{~ms}$ with $30 \pi$-pulses a 0.7 mrad phase shift corresponds to a 1 ppb change in the recoil shift. Solving equation (6.48) for the acceleration amplitude $a_{0}$, we can determine an upper limit for how much the beamsplitter cube on the VI column would move in order to cause a 1 ppb shift in the final measurement

$$
\begin{equation*}
a_{0}=\Delta \phi \frac{\pi^{2}}{4 k_{\text {eff }} T^{2}}=(0.7 \mathrm{mrad}) \frac{\pi^{2}}{4\left(2.24 \times 10^{6} 1 / \mathrm{m}\right)(0.12 \mathrm{~s})}=5.37 \times 10^{-8} \mathrm{~m} / \mathrm{s}^{2} \tag{6.49}
\end{equation*}
$$

After averaging the VI closed loop error signal, the only response remaining comes from the vertically oriented MOT trim coils. The other MOT trim coils, the MOT coils themselves, and the mechanical shutters all produce no disturbance greater than $2 \times 10^{-9} \mathrm{~m} / \mathrm{s}^{2}=0.04 \mathrm{ppb}$. When the MOT trim coils switch, the vertical MOT trim coil produces a fast transient response of size $3 \times 10^{-8} \mathrm{~m} / \mathrm{s}^{2}$ that has died out $\left(<1 \times 10^{-8} \mathrm{~m} / \mathrm{s}^{2} \simeq 0.2 \mathrm{ppb}\right)$ by the time the interferometers occur.

As an addition verification that there is no systematic effect from some disturbance synchronized with the experiment's pulsing, we take data with and without the MOT trim coils pulsing and also with the same interferometer sequence starting at different times after the launch as shown in Figure 6.18. Both tests indicate no effect.


Figure 6.18: Recoil frequency for the same interferometer sequence starting at different times in the fountain trajectory comparing with (left) and without (right) the MOT trim coils pulsing. Both data sets were taken with $T=120 \mathrm{~ms}$ and $30 \pi$-pulses. The final recoil data (solid triangles) on the left consisting of 48 repetitions have mean $-108.8 \pm 10.7 \mathrm{ppb}$ and peak-to-peak variation of $4.3 \pm 23.1$. The data on the right (with the MOT trim coils not pulsing) consist of 49 repetitions and have mean $-99.7 \pm 9.6 \mathrm{ppb}$ and peak-to-peak variation of $4.8 \pm 26.2$. The difference between the means of the two data sets is $-9.0 \pm 14.4 \mathrm{ppb}$, consistent with no difference. For a detailed explanation of the graph symbols see [53].

### 6.6.3 Time resolution

A further issue related to timing concerns the dynamic range required of the synthesizer which generates the pulse shapes. One of the most important systematic tests is to vary $T$ (see Section 6.7 ), the time between the $\pi / 2$-pulses. We vary $T$ and thereby the total time for an interferometer $\sim 2 T$ by almost two orders of magnitude. As mentioned in Section 3.6, because of finite memory size and processing speed, it is difficult to find a device that can synthesize patterns of these widely varying time lengths without changing the fundamental time resolution with which the pattern is synthesized. If the pulse shapes for interferometers with $T=120 \mathrm{~ms}$ and $T=5 \mathrm{~ms}$ were synthesized with different time resolutions, the pulse shapes might be different enough that we could not safely compare their results. With the gate synthesizer
detailed in Section 3.6, which turns off the waveform synthesis clock when the light is off, the exact same pulse shapes can be distributed over much larger time intervals.

What happens when the time between the first two $\pi / 2$-pulses $\left(t_{2}-t_{1}\right)$ is not identical to the time between the final two $\pi / 2$-pulses $\left(t_{4}-t_{3}\right)$ is also an important yet somewhat elusive issue. If the recoil from the first three $\pi / 2$-pulses is the same, then the two interferometer paths will not intersect at the fourth $\pi / 2$-pulse. In order to interfere, the two interferometer paths must overlap in all aspects: momentum, space, internal state, etc., so in principle, since the paths do not intersect in space, there will be no interference. However, because the individual atomic wavefunctions are spread in both position and momentum space and because the light pulses are not instantaneous in time, the areas of overlap are not sharp. From the temperature of the atoms launched from the MOT (see Section 3.1.4), according to the Heisenberg limit, the spatial spread of the individual atomic wavefunctions can be no narrower then roughly $\lambda / 4$. At a relative speed of one two-photon recoil $v_{\mathrm{r}}$, the timing discrepancy would have to be more than $\lambda /\left(4 v_{\mathrm{r}}\right)=32 \mu$ s for the interferometer paths to miss by more than the spatial spread of the individual atomic wavefunctions. This should not be a problem since the timing electronics driven mostly by 74LS- and 74 F -series TTL logic sets up on the order of a few ns. However, even though the two paths interfere there can still be a phase error from some systematic timing discrepancy. In fact, the phase error should scale roughly as $k \Delta z=k v_{\mathrm{r}} \Delta t$, where $\Delta t$ is the systematic timing error. Fortunately, because the light pulses for the up and down conjugate interferometers are driven in the same way by the same electronics, any timing error should be exactly the same for the up and down interferometers and thus cancel completely.

### 6.7 Adiabatic transfer

Because of its better $\pi$-pulse transfer efficiency, using adiabatic dark state transfer to impart recoils has made this experiment possible. Where adiabatic transfer makes things more difficult is with the $\pi / 2$-pulses. The four $\pi / 2$-pulse interferometer using adiabatic transfer depends on a high degree of symmetry between the $\pi / 2$-pulses:
time reversal between the $\pi / 2$-pulse pairs, intensity balance between the two light fields, simultaneity for the pulse edges, similarity between the pulse shapes of one interferometer compared to the pulse shapes of its conjugate, etc. Any net systematic phase shift from the $\pi / 2$-pulses that does not cancel will change the measurement result. Many of these potential problems have been discussed in other sections, but because of the complexity of this issue, we have developed a technique for detecting and simultaneously removing all errors from the $\pi / 2$-pulses. As the $\pi / 2$-pulses are put closer together in time, the final interferometer phase depends less on the atom's spatial and temporal evolution than it does on some fixed phase error from the $\pi / 2$ pulses. In fact, according to equation (2.34), in the limit as $T \rightarrow 0$, the final phase difference should vanish, because there is no time for the atomic superposition state to evolve in the dark at a rate different from that of the local oscillator. If the final phase difference is not zero, it must be from some phase error $\phi_{\text {err }}$ from the $\pi / 2$-pulses. For the real experiment, equation (2.52) must read

$$
\begin{equation*}
\Delta \Phi=\Phi_{\boxed{1}}-\Phi_{\boxed{2}}=\Phi_{\boxed{12}}=-\phi_{\mathrm{err}}-4 \pi(N+1)\left(f_{\mathrm{rec}}-f_{\mathrm{fix}}\right) T \tag{6.50}
\end{equation*}
$$

In order to make a measurement of the recoil frequency independent of $\phi_{\text {err }}$, one first measures the final interferometer phase difference with $T=0$ and then with large $T$. The final phase difference for large $T$ will include both the desired dependence on $f_{\text {rec }}-f_{\text {fix }}$ and on the phase error $\phi_{\text {err }}$ from the $\pi / 2$-pulses. By subtracting the result from the first measurement when $T$ was zero, $\phi_{\text {err }}$ can be removed. An even better method is to take data at several values of $T$. According to equation (6.50), the data plotted as phase versus $T$ should lie on a line whose slope is the desired measurement $f_{\text {rec }}-f_{\text {fix }}$ and whose $T=0$-axis intercept is the systematic error $\phi_{\text {err }}$ from the $\pi / 2$-pulses. The beauty of this measurement approach is that it removes all systematic phase errors due to the $\pi / 2$-pulses, including problems from systematic non-adiabaticities, rf-amplitude dependent phase shifts, and intensity imbalances. The only errors it does not remove are phase errors that depend on $T$. However, because the experiment uses the exact same pulse shapes independent of $T$ (see Section 3.6), it is difficult to imagine why errors from the $\pi / 2$-pulses would vary with
$T$. Only problems that occur when the light is off should depend on $T$. Thus, in a single stroke, albeit with slightly more data than originally anticipated, we measure and remove all of the systematic measurement errors from the $\pi / 2$-pulses.


Figure 6.19: Recoil frequency versus the time $T$ between the $\pi / 2$-pulses, taken with 30 $\pi$-pulses. Because the interference fringe spacing is $1 / T$, the final measurement resolution improves linearly with $T$. Thus, even though each recoil measurement (sold triangles) consists of roughly the same number of repetitions (129 in total), the uncertainty grows steadily larger as $T$ shrinks. In fact, in terms of determining $f_{\text {rec }}$ from this graph, only the last value with $T=120 \mathrm{~ms}$ contributes. For a detailed explanation of the graph symbols see [53].

To illustrate this process, consider the data shown in Figure 6.19 where we have varied the value of $T$. As $T$ shrinks the measurement uncertainty in $f_{\text {rec }}$ increases, because the measurement sensitivity increases linearly with $T$. Even with the large error bar, the value $1808 \pm 406 \mathrm{ppb}$ for $T=5 \mathrm{~ms}$ appears dramatically inconsistent with the other values. One might simply discard that value and use the others.

However, as shown in Figure 6.20a, when the same data are converted from frequency to phase by multiplying by $4 \pi(N+1) T$, the systematic error is evident. The data all fall on a line, but the intercept which represents $\phi_{\text {err }}$ is not zero. The slope of this line divided by $4 \pi(N+1)$ is the desired measurement $\Delta f_{\text {rec }}$, which is independent


Figure 6.20: Up/Down interferometer phase difference versus the time $T$ between the $\pi / 2$-pulses, taken with $30 \pi$-pulses. The points (a) shown in gray are the same data as shown in Figure 6.19 but with the vertical axis converted to phase by multiplying by $4 \pi(N+1) T$, where $T$ is the same horizontal axis. Note that unlike Figure 6.19, after converting to phase, all points have roughly the same uncertainty. By fitting each set of five points with a line, we can extract a value for $f_{\text {rec }}$ and value for a systematic phase error $\phi_{\text {err }}$ according to $\Delta \phi=\phi_{\text {err }}+4 \pi(N+1)\left(f_{\text {rec }}-f_{\text {fix }}\right) T$ (see equation (6.50)). For data set (a) we have $\phi_{\text {err }}=42.1 \pm 10.5 \mathrm{mrad}$ for the intercept and $f_{\text {rec }}=-118.8 \pm 28.8 \mathrm{ppb}$ relative to $f_{\text {fix }}$ from the slope. For data set (b) shown in black, which consists of 242 repetitions, we switch the $F=3$ and $F=4$ light fields on and off exactly together using the common switch AOM (see Section 3.2.4) instead of depending on the individual shaping AOMs to switch identically as in (a). The linear fit results for (b) are $\phi_{\text {err }}=4.9 \pm 5.1 \mathrm{mrad}$ for the intercept and $f_{\text {rec }}=-111.8 \pm 12.4 \mathrm{ppb}$ relative to $f_{\text {fix }}$ from the slope. Note that the systematic phase shift is no longer present when we use the common switch AOM. Also note that in spite of the significant systematic phase shift in data (a), within their uncertainties, we extract the same value for the recoil frequency as we do from (b). Thus, this method of converting to phase and fitting with a line removes the effect of the systematic phase error $\phi_{\text {err }}$ from the data.
of the systematic phase error from the $\pi / 2$-pulses.
When we discovered this systematic error and took more data (see Figure 7.1) to verify that it repeated, we spent a great deal of time and effort attempting to discover its source and remove it. Even though we were fairly confident we could measure and subtract it out using the " $\phi$ versus $T$ " method, our concern was that because we did
not understand the source of the systematic error, it might be causing other problems we were not aware of and were not properly controlling. We knew the problem had to come from the $\pi / 2$-pulses, and we suspected that it came from the "phasesensitive" edges of the pulses when both light fields turn on or off together to define the superposition dark state. We reduced the variation in phase from the variable rf attenuators used to shape the pulses (see Section 4.2), but the problem persisted. Finally, by introducing the common switch AOM, we were able to remove the problem and demonstrate that it did originate in the phase-sensitive edges. Figure 6.20a was taken with the phase-sensitive edges switched using the shaping AOMs instead the common switch AOM. Figure 6.20 b is the exact same experimental condition except that the phase-sensitive edges of the $\pi / 2$-pulses are switched on and off using the common switch AOM and not the shaping AOMs. Notice that the $T=0$ intercept corresponding to $\phi_{\text {err }}$ is consistent with zero and disagrees with the intercept in Figure 6.20a by more than 3 standard deviations.

### 6.8 Interferometers

### 6.8.1 Sloping background

Whenever sinusoidal fringes are superimposed on a sloping background, the zero phase parameter from the fit may shift. If the background changes by a fraction $s$ in units of $\mathrm{Hz}^{-1}$, the phase zero point will shift by approximately $s /(2 \pi T C)$, where C is the contrast of the fringes. In Section 6.2.2, we estimated that the maximum error we could have in the two-photon difference frequency is on the order of $\delta \sim 1 \mathrm{~Hz}$. The first derivative of the normalized lineshape function in equation (3.22) for an adiabatic transfer pulse is

$$
\begin{aligned}
\frac{\partial g}{\partial \delta} & =\frac{2 \sqrt{\ln (2)}}{\delta_{0} \sqrt{\pi}}\left(-8 \ln (2) \frac{\delta}{\delta_{0}^{2}}\right) \exp \left(-4 \ln (2) \frac{\delta^{2}}{\delta_{0}^{2}}\right) \\
& =-\frac{16 \ln (2)^{3 / 2}}{\sqrt{\pi}}\left(\frac{\delta}{\delta_{0}^{3}}\right) \exp \left(-4 \ln (2) \frac{\delta^{2}}{\delta_{0}^{2}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\simeq-\frac{16 \ln (2)^{3 / 2}}{\sqrt{\pi}}\left(\frac{\delta}{\delta_{0}^{3}}\right) \tag{6.51}
\end{equation*}
$$

when $\delta \ll \delta_{0}$. Our $\pi / 2$-pulses have a FWHM linewidth of $\delta_{0}=95 \mathrm{kHz}$, so the shift of the phase zero point will be

$$
\begin{align*}
\Delta \phi & =-\frac{16 \ln (2)^{3 / 2}}{\sqrt{\pi}}\left(\frac{\delta}{\delta_{0}^{3}}\right) \frac{1}{2 \pi T C} \\
& =-15.2 \frac{1 \mathrm{~Hz}}{95 \mathrm{kHz}} \frac{1}{2 \pi(120 \mathrm{~ms}) 0.15}=79 \mu \mathrm{rad} \tag{6.52}
\end{align*}
$$

where we have assumed a conservative contrast of $C=0.15$. If this slope were the same for the up and down interferometers, the phase shift cancels. Even if it does not cancel, however, it corresponds to a negligibly small error in the recoil frequency.

### 6.8.2 Fit routines and numerology

As discussed in Section 5.1, the fit routines use the Levenberg-Marquardt root finding method to minimize $\chi^{2}$ the sum of the square differences between the fit function $f_{\text {fit }}$ and the data $\left[\phi_{i}, a_{i}\right]$.

$$
\begin{equation*}
\chi^{2}=\frac{1}{n-3} \sum_{i=1}^{n}\left[a_{i}-f_{\mathrm{fit}}\left(\phi_{i}\right)\right]^{2} \tag{6.53}
\end{equation*}
$$

where $n$ is the number of data points. After determining the three fit parameters which minimize $\chi^{2}$, the fit program checks each data point to see how it obeys the relation

$$
\begin{equation*}
\frac{\left|a_{i}-f_{\mathrm{fit}}\left(\phi_{i}\right)\right|}{\chi^{2}} \stackrel{?}{>} 3 \tag{6.54}
\end{equation*}
$$

The program throws out all of the $n_{\text {bad }}$ points that satisfy relation (6.54) and then refits the remaining $n-n_{\text {bad }}$ data points. These " $3 \sigma$-points" which occur roughly $2 \%$ of the time are usually due to some failure in at least one of the loading, launch, interferometer, or detection stages of the data taking process. Because this leastsquares method places more importance on points lying many standard deviations away from the fit function, it is important that we separate out data points that do
not obey normally distributed statistics. Per convention, we choose three standard deviations as the rejection threshold. A normal distribution expects just over two $3 \sigma$-points in a sample of 1000 points, our complete data set comprises over 10000 sets of 51 point fringes, so we feel the threshold is justified.

As an irrefutable verification that the fit routines are doing what they are supposed to, we tested them on some fabricated data. Andreas Wicht generated simulated noiseless fringes with a shift that he chose but did not share with me. I ran these fake fringe data through the fit code as I normally would, and demonstrated that I could consistently reproduce his original value. We also tested the data analysis process on a set of simulated recoil data points with noise added to simulate the random measurement noise in the actual experiment. This noise was generated by repeated calls to a random number generator that outputs values normally distributed with a given standard deviation around a given mean. By choosing reasonable standard deviations for the parameters $A \simeq 0.0805 \pm 0.0026, C \simeq 0.1675 \pm 0.0137$, and $D \simeq$ $0 \pm 103 \mathrm{mrad}$ of equation (5.1), we generated over 3000 fake data files each containing four 50 point fringe scans, one for each interferometer. Using the fit code given in Appendix C.2, we fit these data exactly as we would for real data, and then compiled statistics. The resulting weighted mean differed from the original value used to generate the data by 0.60 ppb with a 1.06 ppb uncertainty. We therefore conclude that our data analysis process is trustworthy down to at least the one pbb level.

### 6.8.3 Missed recoils

A crucial ingredient to the precision of our measurement is the addition of $N \pi$-pulses in between the two sets of $\pi / 2$-pulses. We demand that all of the atoms receive exactly $N$ additional two-photon recoils. A phase error results if some of the atoms miss one or more momentum changing $\pi$-pulses. If an atom were to miss a $\pi$-pulse, it would be in the bright state at the beginning of the next pulse. This next $\pi$-pulse would then immediately drive single-photon transitions to the excited state from where the atom would spontaneously emit a photon and fall back to one of the ground states
with randomized phase. On average these atoms will produce no net shift of the final interferometer phase. Further, because of the finite frequency width of a $\pi$-pulse, an atom missing several momentum transfers would be far enough off-resonance that it would no longer be addressed by succeeding $\pi$-pulses.

The most serious concern is that some of the atoms may experience a Dopplerfree transition induced by two copropagating beams. To minimize the amount of copropagating light, we tilt all optics after and including the final polarizers away from normal incidence so that no back reflected light can illuminate the atoms. Besides the final polarizing beamsplitter cube, these optics include the $\lambda / 4$-plates and the top and bottom windows of the vacuum chamber, which are mounted at a $5^{\circ}$ angle. We also avoid applying $\pi$-pulses when the atoms are close to the top of their trajectory where the resonance conditions for Doppler-sensitive and Doppler-free transitions are degenerate. An atom that misses one momentum impulse will produce a final interferometer phase shifted by an amount $\Delta \phi=2 \pi f_{\text {rec }} T$. We can slightly modify the time $T$ so that $\Delta \phi$ is an integer multiple of $2 \pi$. With this choice of $T$, the fringe pattern for a single missed recoil will be the same as the fringe pattern for no missed recoils and will thus produce no net phase shift. If the fraction of atoms that miss a recoil is small, then the fraction of atoms that miss two recoils is even smaller, and so on. By canceling the effect of missing one recoil we remove the vast majority of any phase shift from missed recoils.

As a check on our sensitivity to missed recoils, we look for this systematic effect by adding $30 \pi$-pulses at the top of the atomic trajectory so that the lasers are tuned near the Doppler-free resonance. We then scan the time $T$ over a range where $\Delta \phi$ changes by $2 \pi$. The resulting fit to a single sinusoid has an amplitude that is consistent with zero. Normally, we set the time for the $\pi$-pulses so that they always occur before the top of the trajectory when their resonance frequency is almost 4 $\pi$-pulse line halfwidths from the Doppler-free resonance ${ }^{9}$. Thus, in addition to the
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Figure 6.21: Looking for missed recoils with $30 \pi$-pulses placed at the exact top of the trajectory when the resonance conditions for Doppler-free and Doppler-sensitive two-photon transitions are degenerate. Atoms that undergo a Doppler-free transition gain no momentum from that $\pi$-pulse. Consequently, the interferometer phase they produce is shifted by $\Delta \phi=2 \pi f_{\text {rec }} T$. In this test consisting of 66 repetitions, we varied $T$ around 120 ms in small $60^{\circ}$ steps of $1 /\left(6 f_{\text {rec }}\right) \simeq 11 \mu$ s to look for the presence of atoms missing one recoil, which would manifest itself as a sinusoidal fluctuation with a period of $1 / f_{\text {rec }}$. Fitting the data with a single sinusoid of this period gives an amplitude of $16.9 \pm 16.5 \mathrm{ppb}$, a fit phase of $53 \pm 58^{\circ}$, and an offset of $-99.6 \pm 12.1 \mathrm{ppb}$. Since the amplitude is consistent with zero and the phase is barely determined for an experimental condition that is much more sensitive than normal to Doppler-free transitions, we conclude that the final measurement value is not affected by missed recoils. For a detailed explanation of the graph symbols see [53].
suppression achieved from appropriately choosing a special value for $T$, we expect additional reduction of at least a factor of 100 because of the detuning from the Doppler-free resonance.

### 6.8.4 Sagnac effect

When an interferometer enclosing some non-zero spatial area $A$ rotates with angular velocity $\boldsymbol{\Omega}$ in the plane of $\mathbf{A}$ relative to some absolute coordinate system, the final
interferometer phase difference changes by

$$
\begin{equation*}
\Delta \phi=2 \frac{m}{\hbar} \boldsymbol{\Omega} \cdot \mathbf{A} \tag{6.55}
\end{equation*}
$$

where $m$ is the mass of the interfering particle [12]. Although some atom interferometer experiments are designed entirely to measure this very effect [15], for our experiment it is an undesired systematic error. The Earth rotates with angular velocity

$$
\begin{equation*}
\left|\Omega_{\mathrm{E}}\right|=\Omega_{\mathrm{E}} \simeq \frac{2 \pi}{(24 \mathrm{~h})(3600 \mathrm{~s} / \mathrm{h})}\left(1-\frac{1}{365.24 \text { days } / \text { year }}\right)=72.523 \mu \mathrm{rad} / \mathrm{s} \tag{6.56}
\end{equation*}
$$

In our labs at Stanford located at $\theta=37^{\circ} 25^{\prime} 44.4^{\prime \prime}=0.6532593 \mathrm{rad}$ latitude, the earth's angular rotation vector is

$$
\begin{align*}
\boldsymbol{\Omega}_{\mathrm{E}} & =\Omega_{\mathrm{E}}(\cos \theta \hat{\mathbf{N}} S+\sin \theta \hat{\mathbf{U}} P) \\
& =(57.591 \hat{\mathbf{N}} S+44.078 \hat{\mathbf{U}} P) \mu \mathrm{rad} / \mathrm{s} \tag{6.57}
\end{align*}
$$

Since without a great deal more federal funding, we cannot turn off this rotation, we must strive to minimize $A$ and/or design the interferometers so that the effect cancels when the results from the four different interferometers are combined. Ideally, the atoms are launched vertically and the Raman beams are also aligned with $\mathbf{g}$. In this ideal case, the interferometers all take place on a vertical line, enclose no spatial area, and thus produce Sagnac phase.

Now consider the general case when the launch and the Raman beams are not vertical by angles $\theta_{\mathrm{L}}$ and $\theta_{\mathrm{g}}$, respectively. Assume they are both misaligned in the $x z$-plane. An example for the area opened with interferometer geometries 1 and 2 with no $\pi$-pulses when $\theta_{\mathrm{L}}>\theta_{\mathrm{g}}>0$ is shown in Figure 6.22. To evaluate the area enclosed by each of these interferometers we write

$$
\begin{align*}
A=\mid & \frac{1}{2}\left(\mathbf{r}_{2 \mathrm{~S}}-\mathbf{r}_{1}\right) \times\left(\mathbf{r}_{2 \mathrm{U}}-\mathbf{r}_{1}\right) \\
& +\left(\mathbf{r}_{2 \mathrm{~S}}-\mathbf{r}_{2 \mathrm{U}}\right) \times\left(\mathbf{r}_{3 \mathrm{U}}-\mathbf{r}_{2 \mathrm{U}}\right) \tag{6.58}
\end{align*}
$$



Figure 6.22: Spatial area enclosed by the interferometers due to misalignments in the initial launch direction and the verticality of the Raman beams. The initial launch direction and the Raman beams are misaligned from vertical by $\theta_{\mathrm{L}}$ and $\theta_{\mathrm{g}}$, respectively. Here we have assumed that both misalignments are in the $x z$-plane and without loss of generality that $\theta_{\mathrm{L}}>\theta_{\mathrm{g}}>0$. In the text we show that the areas enclosed by both interferometer geometries 1 and 2 are equal.

$$
+\frac{1}{2}\left(\mathbf{r}_{4}-\mathbf{r}_{3 \mathrm{U}}\right) \times\left(\mathbf{r}_{4}-\mathbf{r}_{3 \mathrm{~S}}\right)
$$

where $\mathbf{r}_{i \mathrm{~S}}=x_{i \mathrm{~S}} \hat{\mathbf{x}}+z_{i \mathrm{~S}} \hat{\mathbf{z}}=\left(x_{i \mathrm{~S}}, z_{i \mathrm{~S}}\right)$ is the two-dimensional position vector of the atoms at the $i$ th $\pi / 2$-pulse along the shifted path, and similarly for the unshifted path. Each line of equation (6.58) is the area from each one of the three intervals $\left(t_{1} \rightarrow t_{2}, t_{2} \rightarrow t_{3}, t_{3} \rightarrow t_{4}\right)$ of the four $\pi / 2$-pulse interferometers. Since $\left|\mathbf{r}_{1} \times \mathbf{r}_{2}\right|=$ $\left|x_{1} z_{2}-x_{2} z_{1}\right|$, this equation becomes

$$
\begin{align*}
A=\mid & \frac{1}{2}\left[\left(x_{2 \mathrm{~S}}-x_{1}\right)\left(z_{2 \mathrm{U}}-z_{1}\right)-\left(z_{2 \mathrm{~S}}-z_{1}\right)\left(x_{2 \mathrm{U}}-x_{1}\right)\right] \\
& +\left[\left(x_{2 \mathrm{~S}}-x_{2 \mathrm{U}}\right)\left(z_{3 \mathrm{U}}-z_{2 \mathrm{U}}\right)-\left(z_{2 \mathrm{~S}}-z_{2 \mathrm{U}}\right)\left(x_{3 \mathrm{U}}-x_{2 \mathrm{U}}\right)\right]  \tag{6.59}\\
& +\frac{1}{2}\left[\left(x_{4}-x_{3 \mathrm{U}}\right)\left(z_{4}-z_{3 \mathrm{~S}}\right)-\left(z_{4}-z_{3 \mathrm{U}}\right)\left(x_{4}-x_{3 \mathrm{~S}}\right)\right]
\end{align*}
$$

We now evaluate all of the positions $\left(x_{i}, z_{i}\right)$ throughout the interferometer, similar to equation (2.6) with the added complexity that the recoil direction and initial velocity
are misaligned by angles $\theta_{\mathrm{g}}$ and $\theta_{\mathrm{L}}$. For the unshifted path,

$$
\begin{align*}
z_{2 \mathrm{U}}-z_{1} & =v_{1} T \cos \theta_{\mathrm{L}}-\frac{1}{2} g T^{2}  \tag{6.60}\\
x_{2 \mathrm{U}}-x_{1} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}  \tag{6.61}\\
z_{3 \mathrm{U}}-z_{2 \mathrm{U}} & =v_{1} T^{\prime} \cos \theta_{\mathrm{L}}-\frac{1}{2} g\left(2 T T^{\prime}+T^{\prime 2}\right)  \tag{6.62}\\
x_{3 \mathrm{U}}-x_{2 \mathrm{U}} & =v_{\mathrm{L}} T^{\prime} \sin \theta_{\mathrm{L}}  \tag{6.63}\\
z_{4}-z_{3 \mathrm{U}} & =v_{1} T \cos \theta_{\mathrm{L}}-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right)  \tag{6.64}\\
x_{4}-x_{3 \mathrm{U}} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}} \tag{6.65}
\end{align*}
$$

and for the shifted path

$$
\begin{align*}
z_{2 \mathrm{~S}}-z_{1} & =v_{1} T \cos \theta_{\mathrm{L}}+v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}-\frac{1}{2} g T^{2}  \tag{6.66}\\
x_{2 \mathrm{~S}}-x_{1} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}+v_{\mathrm{r}} T \sin \theta_{\mathrm{g}}  \tag{6.67}\\
z_{3 \mathrm{~S}}-z_{2 \mathrm{~S}} & =v_{1} T^{\prime} \cos \theta_{\mathrm{L}}-\frac{1}{2} g\left(2 T T^{\prime}+T^{\prime 2}\right)  \tag{6.68}\\
x_{3 \mathrm{~S}}-x_{2 \mathrm{~S}} & =v_{\mathrm{L}} T^{\prime} \sin \theta_{\mathrm{L}}  \tag{6.69}\\
z_{4}-z_{3 \mathrm{~S}} & =v_{1} T \cos \theta_{\mathrm{L}}-v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right)  \tag{6.70}\\
x_{4}-x_{3 \mathrm{~S}} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}-v_{\mathrm{r}} T \sin \theta_{\mathrm{g}} \tag{6.71}
\end{align*}
$$

Note that from equations (6.60), (6.61), (6.66), and (6.67)

$$
\begin{align*}
z_{2 \mathrm{~S}}-z_{2 \mathrm{U}} & =v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}  \tag{6.72}\\
x_{2 \mathrm{~S}}-x_{2 \mathrm{U}} & =v_{\mathrm{r}} T \sin \theta_{\mathrm{g}} \tag{6.73}
\end{align*}
$$

In equations (6.60) through (6.71), we have left out the effect of the $\pi$-pulses, since the $\pi$-pulses shift both interferometer paths identically and thus they do not open up any area. Combining these equations into equation (6.59), the area $A_{12}$ of the first time interval is

$$
A_{12}=\left\lvert\, \frac{1}{2}\left[\left(v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}+v_{\mathrm{r}} T \sin \theta_{\mathrm{g}}\right)\left(v_{1} T \cos \theta_{\mathrm{L}}-\frac{1}{2} g T^{2}\right)\right.\right.
$$

$$
\begin{gather*}
\left.-\left(v_{1} T \cos \theta_{\mathrm{L}}+v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}-\frac{1}{2} g T^{2}\right)\left(v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}\right)\right] \mid \\
=\frac{1}{2}\left|v_{\mathrm{r}} T^{2}\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right)-\frac{1}{2} v_{\mathrm{r}} g T^{3} \sin \theta_{\mathrm{g}}\right| \tag{6.74}
\end{gather*}
$$

and similarly, the remaining regions have areas

$$
\begin{align*}
A_{23}= & \mid v_{\mathrm{r}} T T^{\prime}\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.\quad-\frac{1}{2} v_{\mathrm{r}} g T\left(2 T T^{\prime}+T^{2}\right) \sin \theta_{\mathrm{g}} \right\rvert\,  \tag{6.75}\\
A_{34}= & \left.\frac{1}{2} \right\rvert\, v_{\mathrm{r}} T^{2}\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.\quad-\frac{1}{2} v_{\mathrm{r}} g T\left(3 T^{2}+2 T T^{\prime}\right) \sin \theta_{\mathrm{g}} \right\rvert\, \tag{6.76}
\end{align*}
$$

Combining equations (6.74) through (6.76), the total area $A=A_{12}+A_{23}+A_{34}$ is thus

$$
\begin{align*}
A(\boxed{1})=v_{\mathrm{r}} T[ & \left(T+T^{\prime}\right)\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.-\frac{1}{2} g\left(2 T^{2}+T T^{\prime}+T^{\prime 2}\right) \sin \theta_{\mathrm{g}}\right] \tag{6.77}
\end{align*}
$$

which does vanish if $\theta_{\mathrm{L}}=\theta_{\mathrm{g}}=0$.

For the two paths of the conjugate interferometer 2 , we have

$$
\begin{align*}
z_{3 \mathrm{U}}-z_{2 \mathrm{U}} & =v_{1} T^{\prime} \cos \theta_{\mathrm{L}}+v_{\mathrm{r}} T^{\prime} \cos \theta_{\mathrm{g}}-\frac{1}{2} g\left(2 T T^{\prime}+T^{\prime 2}\right)  \tag{6.78}\\
x_{3 \mathrm{U}}-x_{2 \mathrm{U}} & =v_{\mathrm{L}} T^{\prime} \sin \theta_{\mathrm{L}}+v_{\mathrm{r}} T^{\prime} \sin \theta_{\mathrm{g}}  \tag{6.79}\\
z_{4}-z_{3 \mathrm{U}} & =v_{1} T \cos \theta_{\mathrm{L}}+2 v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right)  \tag{6.80}\\
x_{4}-x_{3 \mathrm{U}} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}+2 v_{\mathrm{r}} T \sin \theta_{\mathrm{g}} \tag{6.81}
\end{align*}
$$

and for the shifted path

$$
\begin{align*}
z_{3 \mathrm{~S}}-z_{2 \mathrm{~S}} & =v_{1} T^{\prime} \cos \theta_{\mathrm{L}}+v_{\mathrm{r}} T^{\prime} \cos \theta_{\mathrm{g}}-\frac{1}{2} g\left(2 T T^{\prime}+T^{\prime 2}\right)  \tag{6.82}\\
x_{3 \mathrm{~S}}-x_{2 \mathrm{~S}} & =v_{\mathrm{L}} T^{\prime} \sin \theta_{\mathrm{L}}+v_{\mathrm{r}} T^{\prime} \sin \theta_{\mathrm{g}} \tag{6.83}
\end{align*}
$$

$$
\begin{align*}
z_{4}-z_{3 \mathrm{~S}} & =v_{1} T \cos \theta_{\mathrm{L}}+v_{\mathrm{r}} T \cos \theta_{\mathrm{g}}-\frac{1}{2} g\left(3 T^{2}+2 T T^{\prime}\right)  \tag{6.84}\\
x_{4}-x_{3 \mathrm{~S}} & =v_{\mathrm{L}} T \sin \theta_{\mathrm{L}}+v_{\mathrm{r}} T \sin \theta_{\mathrm{g}} \tag{6.85}
\end{align*}
$$

The expressions for the first time interval between the first two $\pi / 2$-pulses have been omitted because they are identical to equations (6.60), (6.61), (6.66), and (6.67) for interferometer 1 . As a result, the area $A_{12}$ given in equation (6.74) is also the same. Because equations (6.72) and (6.73) are also the same for interferometer 2 the areas $A_{23}$ and $A_{34}$ for the remaining regions are

$$
\begin{align*}
A_{23}= & \mid v_{\mathrm{r}} T T^{\prime}\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.\quad-\frac{1}{2} v_{\mathrm{r}} g T\left(2 T T^{\prime}+T^{\prime 2}\right) \sin \theta_{\mathrm{g}} \right\rvert\,  \tag{6.86}\\
A_{34}= & \left.\frac{1}{2} \right\rvert\, v_{\mathrm{r}} T^{2}\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.-\frac{1}{2} v_{\mathrm{r}} g T\left(3 T^{2}+2 T T^{\prime}\right) \sin \theta_{\mathrm{g}} \right\rvert\, \tag{6.87}
\end{align*}
$$

Combining equations (6.74), (6.86), and (6.87), the total area $A=A_{12}+A_{23}+A_{34}$ for this interferometer is

$$
\begin{align*}
A(\boxed{2})=v_{\mathrm{r}} T[ & \left(T+T^{\prime}\right)\left(v_{1} \sin \theta_{\mathrm{g}} \cos \theta_{\mathrm{L}}-v_{\mathrm{L}} \cos \theta_{\mathrm{g}} \sin \theta_{\mathrm{L}}\right) \\
& \left.-\frac{1}{2} g\left(2 T^{2}+T T^{\prime}+T^{\prime 2}\right) \sin \theta_{\mathrm{g}}\right] \tag{6.88}
\end{align*}
$$

identical to expression (6.77) for the total area enclosed by interferometer geometry 1. For $\theta_{\mathrm{L}} \ll 1$ and $\theta_{\mathrm{g}} \ll 1$, this area becomes

$$
\begin{equation*}
A(\boxed{1})=A(\boxed{2}) \simeq v_{\mathrm{r}} T\left[\left(T+T^{\prime}\right)\left(v_{1} \theta_{\mathrm{g}}-v_{\mathrm{L}} \theta_{\mathrm{L}}\right)-\frac{1}{2} g\left(2 T^{2}+T T^{\prime}+T^{\prime 2}\right) \theta_{\mathrm{g}}\right] \tag{6.89}
\end{equation*}
$$

independent of the number of $\pi$-pulses. Assuming $T=135 \mathrm{~ms}$ and $N=30$ (implying $T^{\prime}=24 \mathrm{~ms}$ ), equation (6.89) becomes

$$
\begin{aligned}
& A(\boxed{1})=A(\boxed{2}) \\
& \quad \simeq(6.71 \mathrm{~mm} / \mathrm{s})(135 \mathrm{~ms})\left\{(135+24 \mathrm{~ms})\left[(1.76 \mathrm{~m} / \mathrm{s}) \theta_{\mathrm{g}}-(3.00 \mathrm{~m} / \mathrm{s}) \theta_{\mathrm{L}}\right]\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\quad-\frac{1}{2}\left(9.80 \mathrm{~m} / \mathrm{s}^{2}\right)\left[2(135 \mathrm{~ms})^{2}+(135 \mathrm{~ms})(24 \mathrm{~ms})+(24 \mathrm{~ms})^{2}\right] \theta_{\mathrm{g}}\right\} \\
& =(0.906 \mathrm{~mm})\left[\left(0.279 \frac{\mathrm{~mm}^{2}}{\mathrm{mrad}}\right) \theta_{\mathrm{g}}-\left(0.477 \mathrm{~mm}^{2} / \mathrm{mrad}\right) \theta_{\mathrm{L}}-\left(0.197 \mathrm{~mm}^{2} / \mathrm{mrad}\right) \theta_{\mathrm{g}}\right] \\
& =\left(0.074 \mathrm{~mm}^{2} / \mathrm{mrad}\right) \theta_{\mathrm{g}}-\left(0.432 \mathrm{~mm}^{2} / \mathrm{mrad}\right) \theta_{\mathrm{L}} \tag{6.90}
\end{align*}
$$

We now insert upper limits for $\left|\theta_{\mathrm{L}}\right| \leq 0.3 \mathrm{mrad}$ and $\left|\theta_{\mathrm{g}}\right| \leq 0.5 \mathrm{mrad}$ from Section 6.1.1. As a worst case estimate, we further assume that the angles $\theta_{\mathrm{L}}$ and $\theta_{\mathrm{g}}$ are opposite in sign and open in the plane in which the Earth's rotation rate is non-zero. A conservative value for the exposed spatial area of the interferometers is then

$$
\begin{equation*}
A(\boxed{1})=A(\boxed{2})=A=0.179 \mathrm{~mm}^{2} \tag{6.91}
\end{equation*}
$$

which produces a Sagnac phase of

$$
\begin{align*}
\Delta \phi & =2 \frac{m}{\hbar} \boldsymbol{\Omega}_{\mathrm{E}} \cdot \mathbf{A}=\frac{2}{v_{\mathrm{r}} \lambda_{\mathrm{eff}}} \Omega_{\mathrm{E}}(\mathrm{NS}) A \\
& =\frac{2(57.591 \mu \mathrm{rad} / \mathrm{s})\left(0.179 \mathrm{~mm}^{2}\right)}{3.00 \times 10^{-9} \mathrm{~m}^{2} / \mathrm{s}}=6.87 \mathrm{mrad} \tag{6.92}
\end{align*}
$$

To the extent that all of the variables in equations (6.77) and (6.88) are the same for both the up and down interferometers, because of the up/down subtraction, there will be no net contribution from the Sagnac effect. With many $\pi$-pulses, however, there is a mechanism through which the effective transverse launch velocity $v_{\mathrm{L}} \sin \theta_{\mathrm{L}} \simeq$ $v_{\mathrm{L}} \theta_{\mathrm{L}}$ varies between the up and down interferometers. Because the $\pi$-pulses of 2 push the atoms up, it takes longer for the atomic cloud longer to reach the detection region than it would with no $\pi$-pulses. For $30 \pi$-pulses, the probe time must be delayed by $\sim 25 \mathrm{~ms}$, or roughly $+25 / 520=+5.2 \%$. Analogously, the $\pi$-pulses of interferometer 1 push the atoms down thereby advancing the probe time by the same amount. If the atoms are launched with some non-zero transverse velocity $v_{\mathrm{L}} \theta_{\mathrm{L}}$, they will travel farther off-axis for the up interferometers than they will for the down interferometers. Or conversely, since the detection region is fixed, the detection pulse after an up interferometer will favor a different initial transverse velocity or launch angle $\theta_{\mathrm{L}}$ than


Figure 6.23: Sagnac effect due to a misalignment of the launch velocity. Recoil data are taken while the optical table tilts sinusoidally with amplitude $312 \mu \mathrm{rad}$ and frequency 0.546 Hz about an East-West axis, equivalent to an angular velocity $\sim 18.6$ times that of the Earth. We offset the time when the interferometers occur to six equally spaced points relative to a single period of this sinusoidal tilting. From sinusoidal fit amplitudes shown in following table, we see a clear effect when the launch velocity is misaligned by $\theta_{\mathrm{L}}=+3.0 \mathrm{mrad}(\mathrm{top})$ and $\theta_{\mathrm{L}}=-3.4 \mathrm{mrad}$ (bottom) and a result consistent with no effect when the launch is aligned vertical as normal (middle).

| $\theta_{\mathrm{L}}(\mathrm{mrad})$ | Repetitions | Amplitude (ppb) | Phase (deg) | Offset (ppb) |
| :---: | :---: | :---: | :---: | :---: |
| +3.0 | 84 | $65.0 \pm 15.1$ | $87.5 \pm 13.6$ | $-104.0 \pm 10.8$ |
| 0 | 96 | $20.7 \pm 12.8$ | $143.5 \pm 34.0$ | $-84.2 \pm 8.8$ |
| -3.4 | 96 | $75.0 \pm 14.6$ | $-99.4 \pm 11.4$ | $-101.2 \pm 10.4$ |

the same pulse occuring 50 ms earlier for a down interferometer. For $30 \pi$-pulses, the Sagnac effect due to a misaligned launch direction should cancel to only $\mid\left\{\theta_{\mathrm{L}}(\right.$ down $) ~-~$ $\theta_{\mathrm{L}}($ up $\left.)\right\} \mid / \theta_{\mathrm{L}} \simeq 10.4 \%$. For this example, the up/down cancelation reduces the worst case estimation in equation (6.92), to 0.701 mrad equivalent to 0.89 ppb for $T=$ 135 ms . Because the inverted interferometers 3 and 4 exchange the roles of the up and down interferometers, for the exact same launch direction misalignment $\theta_{\mathrm{L}} \neq 0$, these interferometers will produce the same Sagnac phase but opposite in sign from the normal interferometers. Thus, this Sagnac effect will be further reduced down to the difference in probe times between the normal and inverted interferometers, which is $\sim 0.3 \%$ for interferometers with $T=135 \mathrm{~ms}$ and $N=30$. Again, using the result from equation (6.92), we have an error of 0.021 mrad or 0.026 ppb .

To verify this insensitivity to rotations, we took recoil data after intentionally misaligning the launch and Raman beam directions. To additionally amplify the effect we installed "pusher legs" ${ }^{10}$ on the optical table and rocked the table back and forth with a sinusoidal signal. By varying the amplitude and sign of the sinusoidal signal driving each of the pusher legs, we were able to produce rotational motion about arbitrary axes. To avoid convolving in the Earth's rotation, we programmed the legs to rotate about an East-West axis, orthogonal to the local component of the Earth's rotation. We further constrained the three pushing strengths so that the rotation axis was near the vibration isolation (VI) system, thus minimizing the amount of translational motion the VI system would have to detect and remove. With the table tilting sinusoidally with amplitude $\Theta_{0}=312 \mu \mathrm{rad}$ and frequency $\omega /(2 \pi)=0.546 \mathrm{~Hz}$, we triggered the experiment at different points relative to this motion. At extreme

[^23]tilt points, the rotational velocity is minimal but the table tilt is maximal. One quarter of a cycle later, the reverse is true and the angular velocity maximizes to $\omega \Theta_{0}=(2 \pi)(0.546 \mathrm{~Hz})(312 \mu \mathrm{rad})=1070 \mathrm{rad} / \mathrm{s} \simeq 18.6 \Omega_{\mathrm{E}}(\mathrm{NS})$. Recoil data taken with table tilting are shown in Figures 6.23 and 6.24. Six different values for the experiment trigger delay were chosen so that the center of interferometer $\pi$-pulses occurred at six evenly spaced points relative to the tilt oscillation. In Figure 6.23 the probe beam was displaced by $-4.8,0$, and +4.2 mm in the North-South direction. With the probe displaced by $\Delta x$ from center, the detection favors an atomic distribution whose initial transverse velocity is $\Delta x / t_{\text {probe }}=(+4.0 \mathrm{~mm}) /(0.52 \mathrm{~s})=8.1 \mathrm{~mm} / \mathrm{s}$. Relative to an initial vertical launch velocity of $2.7 \mathrm{~m} / \mathrm{s}$, these probe positions correspond to initial launch direction angles of $\theta_{\mathrm{L}}=(8.1 \mathrm{~mm} / \mathrm{s}) /(2.7 \mathrm{~m} / \mathrm{s})=+3.0 \mathrm{mrad}(\mathrm{top}), 0 \mathrm{mrad}$ (middle), and -3.4 mrad (bottom). In Figure 6.24, the probe beam is set back to its center position, but the Raman beam direction tilted in the North-South direction by $\theta_{\mathrm{g}}=+2.8 \mathrm{mrad}$ (top), 0 mrad (middle), and -2.8 mrad (bottom). For each graph we fit the six points from each condition with the function
\[

$$
\begin{equation*}
\text { (Amplitude) } \cos [\phi+(\text { Phase })]+(\text { Offset }) \tag{6.93}
\end{equation*}
$$

\]

Notice that when $\theta_{\mathrm{L}}$ and $\theta_{\mathrm{g}}$ change sign, the fit phase changes by $\sim 180 \mathrm{deg}$, a clear indication that we are observing a real effect. The amplitude of the sine-wave fit when $\theta_{\mathrm{L}}$ and $\theta_{\mathrm{g}}$ are non-zero allows us to estimate the size of the effect when everything is aligned and the only tilt comes from the Earth's rotation. Because our laboratory angular velocity is $\sim 18.6$ times the size of the Earth's, we can reduce the estimate for the systematic by this factor. Thus, if we can make the launch vertical to within 0.3 mrad (see Section 6.1.1), this alignment uncertainty coupled with the Earth's rotation will causes a systematic error of $0.0 \pm 0.3 \mathrm{ppb}$. If we can make the Raman beams vertical to within 0.5 mrad (see Section 6.1.1), the Sagnac shift this creates changes the final recoil measurement by at most $0.0 \pm 1.0 \mathrm{ppb}$.


Figure 6.24: Sagnac effect due to a non-verticality of the Raman beams. Recoil data are taken while the optical table tilts sinusoidally with amplitude $312 \mu \mathrm{rad}$ and frequency 0.546 Hz about an East-West axis, equivalent to an angular velocity $\sim 18.6$ times that of the Earth. We offset the time when the interferometers occur to six equally spaced points relative to a single period of this sinusoidal tilting. From sinusoidal fit amplitudes shown in following table, we see a clear effect when the Raman beams are misaligned by $\theta_{\mathrm{g}}=+2.8 \mathrm{mrad}(\mathrm{top})$ and $\theta_{\mathrm{g}}=-2.8 \mathrm{mrad}$ (bottom) and a result consistent with no effect when the beams is aligned vertical as normal (middle).

| $\theta_{\mathrm{g}}(\mathrm{mrad})$ | Repetitions | Amplitude $(\mathrm{ppb})$ | Phase $(\mathrm{deg})$ | Offset $(\mathrm{ppb})$ |
| :---: | :---: | :---: | ---: | :---: |
| +2.8 | 114 | $96.6 \pm 27.2$ | $-133.6 \pm 16.6$ | $-115.6 \pm 19.5$ |
| 0 | 97 | $9.4 \pm 8.4$ | $91.7 \pm 52.9$ | $-73.5 \pm 6.0$ |
| -2.8 | 116 | $105.0 \pm 18.9$ | $72.3 \pm 10.6$ | $-104.4 \pm 13.6$ |

### 6.9 Fundamental

### 6.9.1 Collisional shifts

In a dense gas of atoms, the mean field atom-atom interaction energy causes a shift $\Delta f_{34}$ of the ground hyperfine splitting. This splitting causes a measurement error of $\Delta f_{34} /\left[(N+1) f_{\text {rec }}\right]$. This shift has been measured for the $F=3, m_{F}=0$ and $F=4, m_{F}=0$ states of cesium to be $\Delta f_{34}=-16 \mathrm{mHz}$ at an atomic density of $n=1 \times 10^{9} \mathrm{~cm}^{-3}[58,59]$. Since all of the atoms in the cloud contribute to the collisional shift, we use just the expansion factor row ( $V^{-1}$ ) in Table 6.1 to estimate a mean density of $\sim 1 \times 10^{8} \mathrm{~cm}^{-3}$. At this density, the collisional shift will be $\Delta f_{34}=-1.6 \mathrm{mHz}$, leading to a measurement error of 3.4 ppb for interferometers with $30 \pi / 2$-pulses. This effect is proportional to the atomic density. The light pulses occur at the same time in the atom's trajectory for the up and down interferometers. Any variation in the atomic density throughout the interferometer should therefore be the same for each interferometer and its conjugate. Thus, this collisional shift which only changes the frequency between the hyperfine ground states should subtract out with the difference between the up and the down interferometers.

### 6.9.2 Relativity

All relativistic effects such as the second-order Doppler shift and time dilation effects will be proportional to $(v / c)^{2}$ where $v$ is the atomic velocity and $c$ is the speed of light. The largest atomic velocities during the interferometers are $\sim 2 \mathrm{~m} / \mathrm{s}$, so these effects enter at the $10^{-7} \mathrm{ppb}$ level and can therefore be neglected. Refer to [60, 61, 62] for relativistic calculations.

### 6.9.3 Gravitational red shift

As a photon moves within a gravitational potential its energy changes according to

$$
\begin{equation*}
U=G \frac{M_{\mathrm{E}} m_{\gamma}}{r} \tag{6.94}
\end{equation*}
$$

where $G$ is Newton's gravitational constant, $M_{\mathrm{E}}$ is the mass of the Earth, $r$ is the distance between the photon and the Earth's center of mass, and $m_{\gamma}=\hbar \omega_{0} / c^{2}$ is the effective mass of the photon. To lowest order the fractional change in the photon's frequency $\Delta \omega / \omega$ is then

$$
\begin{equation*}
\frac{\Delta \omega}{\omega}=\left.\frac{1}{\hbar \omega_{0}} \frac{\partial U}{\partial r}\right|_{R_{\mathrm{E}}} \Delta r=\frac{1}{\hbar \omega_{0}}\left(-\frac{G M_{\mathrm{E}}}{R_{\mathrm{E}}^{2}}\right) \frac{\hbar \omega_{0}}{c^{2}} \Delta r=\frac{g}{c^{2}} \Delta r \tag{6.95}
\end{equation*}
$$

Even over the entire $\Delta r \simeq 30 \mathrm{~cm}$ length of the magnetic shielding, this effect $\Delta \omega / \omega=$ $\left(9.8 \mathrm{~m} / \mathrm{s}^{2}\right) /\left(3.0 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)^{2}(30 \mathrm{~cm})=3.2 \times 10^{-17}$ is too small to produce a significant measurement error.

Table 6.2: Systematic Error Budget. Each systematic effect is discussed in the section indicated in the first column. A limit in ppb from experimental tests, theoretical calculations, or both is given, followed by the correction applied to final value for $f_{\text {rec }}$. The length of the bar at the end of each row is proportional to the square of the uncertainty from each effect. These uncertainties are summed in quadrature to produce the total final systematic uncertainty.

| Systematic Effect | Experiment <br> Limit <br> $(\mathrm{ppb})$ | Theory <br> Limit <br> $(\mathrm{ppb})$ | Correction <br> to $f_{\text {rec }}$ <br> $(\mathrm{ppb})$ |
| :---: | :---: | :---: | :---: |

## Beams

| 6.1 | Guoy phase shift |  | $-0.89 \pm 0.04$ | +0.89 |
| :--- | :--- | :---: | :---: | :---: |
| 6.1 .1 | Wavefront curvature | $0.05 \pm 0.16$ | $<0.04$ |  |
| 6.1 .2 | Clipping | $+0.035 \pm 0.039$ |  |  |
| 6.1 .3 | Speckle | $<0.1$ |  |  |
| 6.1.4 | Relative angle | $-1.0 \pm 0.4$ |  | +1.0 |
| 6.1.5 | Polarization | $\pm(1.5 \pm 2.0)$ |  |  |

## Frequencies

| 6.2 .1 | Lock to cesium |  | $<0.6$ |
| :---: | :---: | :---: | :--- |
| 6.2.2 Difference frequency | $<0.002$ |  |  |
| 6.2.3Difference frequency <br> switching | $<0.4$ |  |  |
| 6.2.4 Gravity chirp |  | $<0.002$ |  |
| 6.2.5 Gravity gradient |  | $<2 \times 10^{-7}$ |  |
| 6.2.6 Bad Frequencies |  | 0 |  |
| 6.2.7 Computer arithmetic |  | 0 |  |

## Electric Fields

| 6.3 .1 | dc-Stark effect |  | $<2 \times 10^{-4}$ |  |
| :---: | :--- | :---: | :---: | :---: |
| 6.3 .2 | ac-Stark from <br> tracer laser | $<0.004$ | $<0.008$ |  |
| 6.3 .2 | ac-Stark from <br> Raman lasers | $0.016 \pm 0.10$ |  |  |

Table 6.3: Systematic Error Budget continued. From both tables, we find a total systematic correction of +2.74 ppb of $f_{\text {fix }}$, or $+82.23 \mu \mathrm{~Hz}$. Summing the systematic uncertainties in quadrature gives a total systematic uncertainty of 3.23 ppb .

| Systematic Effect | Experiment <br> Limit <br> $(\mathrm{ppb})$ | Theory <br> Limit <br> $(\mathrm{ppb})$ | Correction <br> to $f_{\text {rec }}$ <br> $(\mathrm{ppb})$ |
| :---: | :---: | :---: | :---: |

Magnetic Fields

| 6.4 | Linear term | $-1.0 \pm 2.0$ |  | +1.0 |
| :---: | :--- | :---: | :---: | :---: |
| 6.4 | Quadratic term | $+0.150 \pm 0.098$ |  | -0.15 |

Dispersion

| 6.5 .2 | Cold signal atoms | $-9.8 \pm 14$ | 0 |
| :---: | :---: | :---: | :--- |
|  |  |  |  |  |
| $n$ |  |  |
| 6.5 .2Cold background <br> atoms |  | $<0.06$ |  |
| 6.5.1 Hot background gas |  |  |  |

## Timing

| 6.6 .1 | Line noise | 0 |  |
| :---: | :--- | :---: | :--- |
| 6.6 .2Synchronized <br> fluctuations |  | $<0.2$ |  |
| 6.6.3 Time resolution |  | 0 |  |

Adiabatic transfer

| 6.7 | $\pi / 2-$-pulses | See Figure 7.1 |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Interferometers    <br> 6.8 .1 Sloping background  0 <br> 6.8 .2 Fit routines <br> and numerology  0 <br> 6.8 .3 Missed recoils $<0.02$   <br> 6.8 .4 Sagnac effect from <br> launch direction $<0.3$  <br> 6.8 .4Sagnac effect from <br> beam direction $<1.0$   |  |  |  |  | |  |
| :--- |

Fundamental

| 6.9 .1 | Collisional shifts |  | $<0.3$ |  |
| :---: | :--- | :--- | :---: | :--- |
| 6.9.2 | Relativity |  | $<10^{-7}$ |  |
| 6.9.3Gravitational <br> red shift |  | $<0.001$ |  |  |

## Chapter 7

## Determination of $\alpha$



### 7.1 A final value for $f_{\text {rec }}$

Over the several years during which we ran this experiment, testing it for systematic problems, we accumulated a set $\left\{f_{i}, \sigma\left(f_{i}\right)\right\}$ of over 10000 different measurements of $f_{\text {rec }}$. Each of these values for $f_{\text {rec }}$ represents four measurements, one for each of the four different interferometer geometries discuss in Section 2.1. Of these data, we immediately reject the subset when we were amplifying some systematic effect beyond its normal operating level. For example, we reject the data we took when we changed the magnetic bias field or rocked the optical table to look for the Sagnac phase. From the remaining $n=4000$ points, we can compute the weight mean

$$
\begin{equation*}
\left\langle f_{\mathrm{rec}}\right\rangle=\frac{\sum_{i=1}^{n} \frac{f_{i}}{\sigma\left(f_{i}\right)^{2}}}{\sum_{i=1}^{n} \frac{1}{\sigma\left(f_{i}\right)^{2}}} \tag{7.1}
\end{equation*}
$$

and the statistical uncertainty of the mean

$$
\begin{equation*}
\sigma\left(\left\langle f_{\mathrm{rec}}\right\rangle\right)=\left(\sum_{i=1}^{n} \frac{1}{\sigma\left(f_{i}\right)^{2}}\right)^{-\frac{1}{2}} \tag{7.2}
\end{equation*}
$$



Figure 7.1: Summary of the data taken by varying the time $T$ between the $\pi / 2$-pulses. As described in Section 6.7, by varying the time $T$ between the first to second and third to fourth $\pi / 2$-pulses, converting the results to phase by multiplying by $4 \pi(N+1) T$, and fitting with a line, we reduce each data set into two values: (upper graph) an intercept $\phi_{\text {err }}$ that represents the systematic phase error from the $\pi / 2$-pulses and (lower graph) a slope which gives a value of the $f_{\text {rec }}$ that is independent of this error $\phi_{\text {err }}$. This data summary displayed chronologically consists in total of 2771 repetitions and can be divided into three groups (a), (b), and (c), separated by vertical lines. We installed the common switch AOM (see Section 3.2.4) between data sets (a) and (b). We then took data with the $\pi / 2$-pulses switched on and off with (c) and without (b) this common switch AOM. Comparing the mean intercepts shown in gray for (b) and (c), it is evident that although there still seems to be a remaining phase error, using the common switch AOM clearly reduces its size. We use the intercept values in each group to correct the data we took when we were not varying $T$. Another value for $f_{\text {rec }}$ can be derived from the slope data in the lower graph. The fact that the slopes from different data groups are all internally consistent within their respective uncertainties indicates that this " $\phi$ versus $T$ " method does successfully remove the systematic errors from the $\pi / 2$-pulses.
which will be proportional to $\sigma / \sqrt{n}$ for equally weighted data $\sigma\left(f_{i}\right)=\sigma$. For this data set the uncertainty of the mean is 1.9 ppb . We can also compute the weighted standard deviation

$$
\begin{equation*}
\sigma\left(f_{\mathrm{rec}}\right)=\sqrt{\frac{\sum_{i=1}^{n} \frac{\left(f_{i}-\left\langle f_{\mathrm{rec}}\right\rangle\right)^{2}}{\sigma\left(f_{i}\right)^{2}}}{\sum_{i=1}^{n} \frac{1}{\sigma\left(f_{i}\right)^{2}}}} \tag{7.3}
\end{equation*}
$$

Unfortunately, these data must be corrected for the systematic phase shift from the $\pi / 2$-pulses discussed in Section 6.7. As part of identifying and fixing this phase error, we took data varying the free evolution time $T$ on a number of occasions. We fit a line to each data subset where we varied $T$. As discussed in Section 6.7, the slope of the line is a measurement of the recoil frequency and the intercept is the systematic phase shift from the light pulses. By averaging the intercept values from these data shown in upper graph of Figure 7.1, we can determine a mean intercept $\left\langle\phi_{\text {err }}\right\rangle$. By rewriting equation (6.50) we can use this average intercept to correct all of our measurements by an amount

$$
\begin{equation*}
\Delta f_{\mathrm{rec}}=\frac{-\left\langle\phi_{\mathrm{err}}\right\rangle}{4 \pi(N+1) T} \tag{7.4}
\end{equation*}
$$

Since the size of this correction depends on the particular values of $T$ and $N$, we have to correct each individual data point before averaging all of the data together. Associated with this mean intercept is the statistical uncertainty of the mean $\sigma\left(\left\langle\phi_{\mathrm{err}}\right\rangle\right)$ and the weighted standard deviation (defined in equation (7.3) for $\left.f_{\text {rec }}\right) \sigma\left(\phi_{\text {err }}\right)$, which is equivalent to an uncertainty in $f_{\text {rec }}$ of

$$
\frac{\sigma\left(\phi_{\text {err }}\right)}{4 \pi(N+1) T}
$$

Thus, the corrected data set now looks like

$$
\begin{equation*}
\left\{f_{i}, \sigma\left(f_{i}\right)\right\} \rightarrow\left\{f_{i}-\frac{\left\langle\phi_{\mathrm{err}}\right\rangle}{4 \pi(N+1) T}, \sqrt{\sigma\left(f_{i}\right)^{2}+\left(\frac{\sigma\left(\phi_{\mathrm{err}}\right)}{4 \pi(N+1) T}\right)^{2}}\right\} \tag{7.5}
\end{equation*}
$$

### 7.1. A FINAL VALUE FOR $F_{\mathrm{REC}}$

which can be averaged with the new uncertainty values as weighting factors to give a corrected weighted mean of

$$
\begin{equation*}
f_{\text {rec }}^{(\text {corrected })}=15006.2770653(627)(407)(477) \mathrm{Hz} \tag{7.6}
\end{equation*}
$$

where the numbers in parentheses () are the total uncertainty of the mean, the contribution from the statistical, and the systematic uncertainties, equivalent to a fractional uncertainty of $4.2,2.7$, and 3.2 ppb , respectively. The accuracy of this value requires that the intercept values shown in the top graph of Figure 7.1 be constant. If these values for $\phi_{\text {err }}$ drift from data run to data run, the mean correction $\left\langle\phi_{\text {err }}\right\rangle$ may not accurately represent the phase error from the $\pi / 2$-pulses for each data set. One possible source of drift is the position of the Raman beams relative to the AOM crystals. Due to inhomogeneities of the sounds waves propagating through the AOM crystals, the shape and timing of the off-to-on and on-to-off edges of the light pulses depend on exactly where the beams pass through the individual AOM crystals. If from run to run the Raman beams move relative to the AOM crystals, the exact pulse shape and thus the net phase error $\phi_{\text {err }}$ may change.

Another value for the recoil frequency that is much less sensitive to such long term drifts can be computed from the subset of data shown in lower graph of Figure 7.1. These data which represent around 2800 measurements of all four interferometer geometries are the fitted slopes from each of the data subsets for which we varied the free evolution time $T$. From each slope value, we compute $f_{\text {rec }}$ according to

$$
\begin{equation*}
f_{\mathrm{rec}}-f_{\mathrm{fix}}=\frac{(\text { slope })}{4 \pi(N+1)} \tag{7.7}
\end{equation*}
$$

The mean of all of these converted slope values gives

$$
\begin{equation*}
f_{\text {rec }}^{(\text {slope })}=15006.2769996(874)(732)(477) \mathrm{Hz} \tag{7.8}
\end{equation*}
$$

with the uncertainties equivalent to a fractional error of 5.8 ppb total uncertainty, 4.9 ppb statistical, and 3.2 ppb systematic uncertainty. Although this value is roughly $30 \%$ statistically less certain than $f_{\text {rec }}^{(\text {(corrected })}$ in equation $(7.6), f_{\text {rec }}^{(\text {slope })}$ will be our final
value. Since it was measured simultaneously with $\phi_{\text {err }}$, the correction for phase errors of the $\pi / 2$-pulses is more reliable.

### 7.2 Determining $\alpha$

Table 7.1: Current values used to calculate the fine structure constant $\alpha$ from our measurement of $f_{\text {rec }}=h / m_{\mathrm{Cs}}\left(1 / \lambda_{\text {eff }}^{2}\right)$, where $1 / \lambda_{\text {eff }}=\left[f\left(F=3 \rightarrow 3^{\prime}\right)+f(F=4 \rightarrow\right.$ $\left.\left.3^{\prime}\right)\right] / c$ is the effective two-photon inverse wavelength of the two $6 \mathrm{~S}_{1 / 2}$ to $6 \mathrm{P}_{1 / 2}\left(F=3^{\prime}\right)$ transitions. For comparison, the last row gives the current accepted value for $\alpha^{-1}$

| Quantity | Value | Precision | Source |
| :---: | :---: | :--- | :--- |
| Rydberg constant, $R_{\infty}$ | $10973731.568549(83) \mathrm{m}^{-1}$ | 0.0076 ppb | $[3]$ |
| Cesium transitions: <br> $f\left(F=3 \rightarrow 3^{\prime}\right)$ <br> $f\left(F=4 \rightarrow 3^{\prime}\right)$ | $335120562838(43) \mathrm{kHz}$ <br> $335111370206(43) \mathrm{kHz}$ | 0.13 ppb | $[63]$ |
| Cesium mass, $m_{\mathrm{Cs}}$ | $132.905451931(27) \mathrm{amu}$ | 0.20 ppb | $[64]$ |
| Proton mass, $m_{\mathrm{p}}$ | $1.00727646688(13) \mathrm{amu}$ | 0.13 ppb | $[3]$ |
| Proton/electron mass, $\frac{m_{\mathrm{p}}}{m_{\mathrm{e}}}$ | $1836.1526675(39)$ | 2.1 ppb | $[3]$ |
| Fine structure constant, $\alpha^{-1}$ | $137.03599976(50)$ | 3.6 ppb | $[3]$ |

Using equation (1.2) and the current values given in Table 7.1 for the Rydberg constant, the cesium and proton masses, the proton to electron mass ratio, and the frequencies of our two recoil lasers, we calculate a value for the fine structure constant from our measurement of the recoil frequency $f_{\text {rec }}$. Using $f_{\text {rec }}^{(\text {slope })}$ in equation (7.8),

$$
\begin{equation*}
\alpha^{-1}=137.035999710(427)(401)(148)=\alpha(\text { CODATA })-0.37 \mathrm{ppb} \tag{7.9}
\end{equation*}
$$

where the uncertainties are equivalent to a 3.1 ppb total uncertainty, a 2.9 ppb uncertainty from the uncertainty of $f_{\text {rec }}^{(\text {slope })}$, and a 1.1 ppb total uncertainty from the other measurements in Table 7.1. For comparison, this value is plotted in Figure 1.1 along with the results from the other techniques for measuring $\alpha$.

## Chapter 8



## Future prospects

The several parts per billion uncertainty of our final result is very close to the performance limit of the current version of this experiment. Statistics and systematic uncertainties contribute almost equally to the final uncertainty. Because it would require running the experiment continuously for over one month, we cannot realistically expect to improve the current statistical uncertainty by more than a factor of two.

There are several possibilities for improving the sensitivity of the measurement. One of the most direct ways is to increase the size of the recoil, with multiple photon processes, higher order scattering, or simply using a lighter atom. Other possibilities involve different interferometer geometries, particularly those that enclose much larger areas of phase space. Another completely different avenue might involve improving the signal-to-noise ratio of the current experiment by inventing a new technique to simultaneous measure the phase from both conjugate interferometers. If the same light field could simultaneously generate both interferometers, the final phase difference from simultaneous interferometers would be much less sensitive to motion of the optical wavefronts due to vibrations and electronic noise. Also, by measuring the number of atoms in both hyperfine states (instead of just one state) after the final interference point, the determination of the interferometer phase could made less sensitive to amplitude fluctuations of the final detection signal.

In addition to the measurement sensitivity, the systematic uncertainty would also
have to be improved. Currently, this uncertainty is determined primarily by uncertainties in the magnetic field shifts, the Sagnac phase, the accuracy of our lock to the atomic line, and the dependence on the laser beam polarization, all of which could potentially be controlled to better than 1 ppb in a future version of this experiment. What also should be addressed is the long term drift of the systematic phase shift $\phi_{\text {err }}$ from the $\pi / 2$-pulses. Generating the $\pi / 2$-pulses with off-resonant Raman transfer instead of adiabatic passage may completely eliminate this problem. Other systematic effects which might prove more difficult to control are collisional and dispersive effects from the cold atoms, which according our theoretical estimates enter at around one ppb in $f_{\text {rec }}$, or 0.5 ppb in $\alpha$.

## Appendix A

## Transition strengths

The purpose of this section is to determine the saturation intensity and thereby the Rabi frequency for the cesium transitions we use in our interferometers. We will not derive the expressions from basic principles. Instead we focus on the often more troublesome part of this exercise: correctly combining a consistent set of expressions. After deriving an expression relating the Rabi frequency to the saturation intensity for our particular choice of definitions, we will discuss the different definitions found in the literature for the electric field, Rabi frequency, and saturation intensity.

## A. 1 Rabi frequency

We wish to evaluate the strength of the coupling when an electric dipole allowed transition between an atom's internal electronic states $|1\rangle$ and $|2\rangle$ is driven by an electric field

$$
\begin{equation*}
\mathbf{E}(t)=\mathbf{E} \cos (\omega t) \tag{A.1}
\end{equation*}
$$

In this external electric field, the atomic dipole $\mathbf{d}$ has energy $-\mathbf{d} \cdot \mathbf{E}$, so the transition strength is

$$
\begin{equation*}
\left.\rho_{12}^{2}=|\langle 1| \mathbf{d} \cdot \mathbf{E}| 2\right\rangle\left.\right|^{2} \tag{A.2}
\end{equation*}
$$

with which is associated the Rabi frequency

$$
\begin{equation*}
\Omega=\frac{\mathbf{d} \cdot \mathbf{E}}{\hbar} \tag{A.3}
\end{equation*}
$$

This transition matrix element in equation (A.2) can subdivided into radial and angular parts. The angular part describes the coupling between different angular momentum states completely independent of the particular atomic species. However, for every species there will always be one particular excited state to which only one other angular momentum state is coupled. For this strongest "swing transition", the angular part of equation (A.2) will be unity and the radial part can be written simply as

$$
\begin{equation*}
\rho_{12}^{2}=d^{2} E^{2} \tag{A.4}
\end{equation*}
$$

where size of the electric dipole can be written [65]

$$
\begin{equation*}
d^{2}=\frac{3 \hbar}{4 k^{3}} \Gamma \tag{A.5}
\end{equation*}
$$

where $\lambda=(2 \pi) / k$ is the transition wavelength and $\tau=1 / \Gamma$ is the excited state lifetime. The saturation intensity $I_{\text {sat }}$, defined as the electric field intensity when one quarter of the population is in the excited state, can also be written in terms of $k$ and $\Gamma$ [65]

$$
\begin{equation*}
I_{\mathrm{sat}}=\frac{\hbar c k^{3} \Gamma}{12 \pi} \tag{A.6}
\end{equation*}
$$

For our definition of the electric field, in MKS units the field intensity is

$$
\begin{equation*}
I=\frac{c}{8 \pi} E^{2} \tag{A.7}
\end{equation*}
$$

which can be written in terms of the Rabi frequency using equation (A.3)

$$
\begin{equation*}
I=\frac{c}{8 \pi} \frac{\hbar^{2} \Omega^{2}}{d^{2}} \tag{A.8}
\end{equation*}
$$

Inserting expression (A.5) for the magnitude of the electric dipole, we have

$$
\begin{equation*}
I=\frac{c}{8 \pi} \hbar^{2} \Omega^{2} \frac{4 k^{3}}{3 \hbar} \frac{1}{\Gamma} \tag{A.9}
\end{equation*}
$$

which finally can be expressed in terms of the saturation intensity

$$
\begin{equation*}
\frac{I}{I_{\mathrm{sat}}}=2 \frac{\Omega^{2}}{\Gamma^{2}} \tag{A.10}
\end{equation*}
$$

## A.1.1 Alternate definitions

We now list alternative ways of defining the electric field, Rabi frequency, and saturation intensity and summarize them in Table A.1.

## Electric field

The electric field is often defined as

$$
\begin{equation*}
\mathbf{E}(t)=\mathbf{E}^{\prime} e^{i \omega t}+\text { complex conjugate } \tag{A.11}
\end{equation*}
$$

In order for this expression to be equivalent to relation (A.1), we must have $E^{\prime}=E / 2$

## Rabi frequency

To simplify the expression for the Hamiltonian, the Rabi frequency is often written as

$$
\begin{equation*}
\Omega^{\prime}=\frac{\mathbf{d} \cdot \mathbf{E}}{2 \hbar} \tag{A.12}
\end{equation*}
$$

to represent the oscillation of the probability amplitude instead of the population. Comparing this definition with equation (A.3), we have $\Omega^{\prime}=\Omega / 2$.

## Saturation intensity

And finally, the saturation intensity is sometimes defined as twice the value given in equation (A.6): $I_{\text {sat }}^{\prime}=2 I_{\text {sat }}$

| Electric Field | Rabi <br> frequency | Saturation <br> intensity | $\frac{I}{I_{\text {sat }}}=$ (constant) $\frac{\Omega^{2}}{\Gamma^{2}}$ |
| :---: | :---: | :---: | :---: |
| $E=2 E^{\prime}$ | $\Omega=2 \Omega^{\prime}$ | $I_{\text {sat }}=\frac{1}{2} I_{\text {sat }}^{\prime}$ | (constant) |
| Here | Here | Here | 2 |
| Here | Here | Elsewhere | 1 |
| Here | Elsewhere | Here | 8 |
| Here | Elsewhere | Elsewhere | 4 |
| Elsewhere | Here | Here | 8 |
| Elsewhere | Here | Elsewhere | 4 |
| Elsewhere | Elsewhere | Here | 32 |
| Elsewhere | Elsewhere | Elsewhere | 16 |

Table A.1: Different conventions relating the Rabi frequency to the saturation intensity. The Rabi frequency $\Omega$ is related to the intensity of the driving field though $I / I_{\text {sat }}=($ constant $) \Omega^{2} / \Gamma^{2}$, where (constant) is a numerical factor whose value depends on the particular definitions of the electric field, Rabi frequency, and saturation intensity. For the conventions given in equations (A.1), (A.3), and (A.6) that we adopt, this constant is 2 , as in equation (A.10). This table shows the different values for this constant depending on the particular convention begin used.

## A.1.2 Cesium

We now calculate the saturation intensity and Rabi frequency for the particular cesium transitions we use for the interferometers. We start with the measured saturation intensity for the cesium D2 $F=4, m_{F}=4 \rightarrow F=5, m_{F}=5$ closed transition at 853.356 nm

$$
\begin{equation*}
I_{\mathrm{sat}}(D 2)=1.12 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}} \tag{A.13}
\end{equation*}
$$

From equation (A.6), the saturation intensity scales as $I_{\mathrm{sat}} \propto \Gamma \lambda^{-3}$. The lifetimes of the D1 and D2 excited states are 34.8 and 30.4 ns [66], respectively, so for the D1 transitions at $\sim 894.6 \mathrm{~nm}$

$$
\begin{align*}
I_{\mathrm{sat}}(\mathrm{D} 1) & =I_{\mathrm{sat}}(\mathrm{D} 2)\left(\frac{\tau_{\mathrm{D} 1}}{\tau_{\mathrm{D} 2}}\right)^{-1}\left(\frac{\lambda_{\mathrm{D} 1}}{\lambda_{\mathrm{D} 2}}\right)^{-3} \\
& =1.12 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}}\left(\frac{34.8}{30.4}\right)^{-1}\left(\frac{894.6}{852.356}\right)^{-3}=0.846 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}} \tag{A.14}
\end{align*}
$$

Since the saturation intensity also scales inversely with $\rho_{12}^{2}$, we must also evaluate the angular terms for the particular angular momentum states we are addressing. In the weak magnetic field limit, the angular momentum can be reduced to a total angular momentum quantum number $F$ and its component $m_{F}$ along the quantization axis defined by the direction of the external magnetic field. The angular part is given by

$$
\begin{equation*}
\left.\mu^{2}=\left|\left\langle F_{1}, m_{F 1}\right| C_{+1}^{(1)}\right| F_{2}, m_{F 2}\right\rangle\left.\right|^{2} \tag{A.15}
\end{equation*}
$$

where $C_{p}^{(\Delta L)}$ is the rank $\Delta L=1$ Racah tensor with $p=-1,0,+1$ for $\hat{\sigma}_{-}, \hat{\pi}$, and $\hat{\sigma}_{+}$ polarized light, respectively. In particular, for photons $(\Delta L=1)$,

$$
\begin{align*}
C_{0}^{(1)} & =\cos (\theta)  \tag{A.16}\\
C_{ \pm 1}^{(1)} & =\mp \frac{1}{\sqrt{2}} \sin (\theta) e^{ \pm i \phi} \tag{A.17}
\end{align*}
$$

where $\theta$ and $\phi$ are the angular coordinates for the radial vector. The cesium $6 \mathrm{~S}_{1 / 2}$ ground state has spin quantum numbers $L=0, S=\frac{1}{2}$, and $J=L+S=\frac{1}{2}$. The cesium nucleus has spin quantum number $I=\frac{7}{2}$, so the total spin quantum number for this state is $F=J+I=3$ or 4 , and similarly for the $6 \mathrm{P}_{1 / 2} \mathrm{D} 1$ excited state, except $L=1$. From repeated applications of the Wigner-Eckhart theorem

$$
\begin{align*}
& \left.\left|\left\langle F_{1}, m_{F 1}\right| C_{+1}^{(1)}\right| F_{2}, m_{F 2}\right\rangle\left.\right|^{2}= \\
& (-1)^{F-m_{\mathrm{f}}}\left(\begin{array}{ccc}
F^{\prime} & 1 & F \\
-m_{F^{0}} & q & m_{F}
\end{array}\right) \\
& \delta_{I I^{0}} \sqrt{2 F+1} \sqrt{2 F^{\prime}+1}(-1)^{J+I+F^{0}+1}\left\{\begin{array}{ccc}
I & J & F \\
1 & F^{\prime} & J^{\prime}
\end{array}\right\}  \tag{A.18}\\
& \delta_{S S^{0}} \sqrt{2 J+1} \sqrt{2 J^{\prime}+1}(-1)^{L+S+J^{0}+1}\left\{\begin{array}{ccc}
S & L & J \\
1 & J^{\prime} & L^{\prime}
\end{array}\right\} \\
& (-1)^{L_{>}-L} \sqrt{L_{>}}
\end{align*}
$$

where () and $\left\}\right.$ are the Wigner $3-j$ and $6-j$ symbols, respectively, and $L_{>}$is the larger of $L$ and $L^{\prime}=L \pm 1$ [67]. Expression A. 18 is evaluated for all of the allowed

D1 transitions in Table A.2.

|  |  | $F_{1} \rightarrow F_{2}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{F 1}$ | $m_{F 2}$ | $3 \rightarrow 3$ | $3 \rightarrow 4$ | $4 \rightarrow 3$ | $4 \rightarrow 4$ |
| -4 | -4 |  |  |  | $1 / 9 \quad 16$ |
| -4 | -3 |  |  | 7/36 28 | 1/36 4 |
| -3 | -4 |  | 7/36 28 |  | 1/36 4 |
| -3 | -3 | 1/16 9 | $7 / 144$ | $7 / 144 \quad 7$ | 1/16 9 |
| -3 | -2 | 1/48 3 | 1/144 1 | 7/48 21 | 7/144 7 |
| -2 | -3 | $1 / 48 \quad 3$ | 7/48 21 | $1 / 1441$ | $7 / 1447$ |
| -2 | -2 | 1/36 4 | $1 / 12 \quad 12$ | 1/12 12 | 1/36 4 |
| -2 | -1 | 5/144 5 | 1/48 3 | 5/48 15 | $1 / 169$ |
| -1 | -2 | 5/144 5 | 5/48 15 | $1 / 483$ | 1/16 9 |
| -1 | -1 | 1/144 1 | 5/48 15 | $5 / 48 \quad 15$ | $1 / 1441$ |
| -1 | 0 | 1/24 6 | 1/24 6 | $5 / 72 \quad 10$ | 5/72 10 |
| 0 | -1 | $1 / 24 \quad 6$ | $5 / 72 \quad 10$ | $1 / 24 \quad 6$ | $5 / 72 \quad 10$ |
| 0 | 0 |  | 1/9 16 | $1 / 9 \quad 16$ |  |
| 0 | +1 | 1/24 6 | 5/72 10 | $1 / 24 \quad 6$ | 5/72 10 |
| +1 | 0 | 1/24 6 | 1/24 6 | $5 / 72 \quad 10$ | $5 / 72 \quad 10$ |
| +1 | +1 | 1/144 1 | 5/48 15 | 5/48 15 | $1 / 1441$ |
| +1 | +2 | 5/144 5 | 5/48 15 | $1 / 48 \quad 3$ | $1 / 16 \quad 9$ |
| +2 | +1 | 5/144 5 | 1/48 3 | 5/48 15 | $1 / 169$ |
| +2 | +2 | 1/36 4 | $1 / 12 \quad 12$ | 1/12 12 | $1 / 36 \quad 4$ |
| +2 | +3 | 1/48 3 | $7 / 48 \quad 21$ | 1/144 1 | 7/144 7 |
| +3 | +2 | $1 / 48 \quad 3$ | 1/144 1 | 7/48 21 | 7/144 7 |
| +3 | +3 | $1 / 169$ | $7 / 144$ | $7 / 144$ | $1 / 169$ |
| +3 | +4 |  | $7 / 36 \quad 28$ |  | $1 / 36 \quad 4$ |
| +4 | +3 |  |  | $7 / 36 \quad 28$ | $1 / 36 \quad 4$ |
| +4 | +4 |  |  |  | $1 / 9 \quad 16$ |

Table A.2: The angular matrix elements: $\left.\left|\left\langle F_{1}, m_{F 1}\right| C_{p}^{(1)}\right| F_{2}, m_{F 2}\right\rangle\left.\right|^{2}$ evaluated for the cesium D1 transition, where $C_{p}^{(1)}$ is the rank 1 Racah tensor with $p=-1,0,+1$ for $\hat{\sigma}_{-}, \hat{\pi}$, or $\hat{\sigma}_{+}$polarized light. Cesium has nuclear spin quantum number $I=\frac{7}{2}$, so the possible values for $F=I+J$ are 3 and 4. Both values in each column give the value of the matrix element, but the second value is normalized to the smallest matrix element in the entire manifold: $1 / 144$.

For the D1 transition there is no swing state ${ }^{1}$ that couples to only one ground state. Thus, the saturation intensity value from equation (A.14) corresponds to the total coupling out of the excited state. The $F=4^{\prime}, m_{F}=+4^{\prime}$ state, for instance, couples to the $F=4, m_{F}=+4, F=4, m_{F}=+3$, and $F=3, m_{F}=+3$ states with strengths, 16 , 4 , and 28 , respectively, for a total of $(16+4+28) / 144=1 / 3$. This sum over all possible angular momentum couplings is the same for all excited states. Now for our transitions between the $F=4, m_{F}=0$ and $F=3, m_{F}=0$ ground states and the $F=3^{\prime}, m_{F}=+1^{\prime}$ excited states, the angular matrix elements both happen to be $1 / 24$, so the saturation intensity for these transitions is

$$
\begin{align*}
& I_{\mathrm{sat}}\left(\mathrm{D} 1:|3,0\rangle \rightarrow\left|3^{\prime},+1^{\prime}\right\rangle\right)=I_{\mathrm{sat}}\left(\mathrm{D} 1:|4,0\rangle \rightarrow\left|3^{\prime},+1^{\prime}\right\rangle\right) \\
& =I_{\mathrm{sat}}(\mathrm{D} 1)\left(\frac{\mu^{2}\left(|3,0\rangle \rightarrow\left|3^{\prime},+1^{\prime}\right\rangle\right)}{\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|4,4\rangle\right)+\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|4,3\rangle\right)+\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|3,3\rangle\right)}\right)^{-1} \\
& =I_{\mathrm{sat}}(\mathrm{D} 1)\left(\frac{6}{16+4+28}\right)^{-1}=\left(0.846 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}}\right)\left(\frac{6}{48}\right)^{-1}=6.768 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}} \quad \text { (A.19 } \tag{A.19}
\end{align*}
$$

and similarly for the $F=4^{\prime}, m_{F}=+1^{\prime}$ excited state

$$
\begin{align*}
& I_{\text {sat }}\left(\mathrm{D} 1:|3,0\rangle \rightarrow\left|4^{\prime},+1^{\prime}\right\rangle\right)=I_{\mathrm{sat}}\left(\mathrm{D} 1:|4,0\rangle \rightarrow\left|4^{\prime},+1^{\prime}\right\rangle\right) \\
& =I_{\mathrm{sat}}(\mathrm{D} 1)\left(\frac{\mu^{2}\left(|3,0\rangle \rightarrow\left|4^{\prime},+1^{\prime}\right\rangle\right)}{\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|4,4\rangle\right)+\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|4,3\rangle\right)+\mu^{2}\left(\left|4^{\prime}, 4^{\prime}\right\rangle \rightarrow|3,3\rangle\right)}\right)^{-1} \\
& =I_{\mathrm{sat}}(\mathrm{D} 1)\left(\frac{10}{16+4+28}\right)^{-1}=\left(0.846 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}}\right)\left(\frac{10}{48}\right)^{-1}=4.061 \frac{\mathrm{~mW}}{\mathrm{~cm}^{2}} \quad \text { (A. } 20 \tag{A.20}
\end{align*}
$$

Our Raman lasers typically have a power of $P \sim 12 \mathrm{~mW}$ at the atoms. With a Gaussian waist radius of $w_{0} \simeq 0.96 \mathrm{~cm}$, the peak intensity is

$$
\begin{equation*}
I=\frac{P}{\pi w_{0}^{2}}=\frac{12 \mathrm{~mW}}{\pi\left(0.96 \mathrm{~cm}^{2}\right)}=4.14 \mathrm{~mW} / \mathrm{cm}^{2} \tag{A.21}
\end{equation*}
$$

which gives saturation parameters $s=I / I_{\text {sat }}=0.612$ and 1.02 for the $F=3^{\prime}$ and $F=4^{\prime}$ excited states, respectively. Using equation A.10, the typical Rabi frequencies

[^24]for our lasers are therefore
\[

$$
\begin{align*}
& \Omega\left(F=3^{\prime}\right)=\Gamma \sqrt{\frac{I}{2 I_{\mathrm{sat}}}}=4.573 \mathrm{MHz} \sqrt{\frac{0.612}{2}}=2.53 \mathrm{MHz}  \tag{A.22}\\
& \Omega\left(F=4^{\prime}\right)=\Gamma \sqrt{\frac{I}{2 I_{\mathrm{sat}}}}=4.573 \mathrm{MHz} \sqrt{\frac{1.02}{2}}=3.27 \mathrm{MHz} \tag{A.23}
\end{align*}
$$
\]

## A. 2 Photon-cesium cross-section

Using the angular matrix elements presented in Table A. 2 and those for the D2 transition, we can calculate photon-cesium scattering cross-sections using

$$
\begin{equation*}
\left.\sigma_{12}=\frac{3 \lambda_{12}^{2}}{2 \pi} \frac{3}{2 F_{1}+1} \sum_{m_{1}=-F_{1}}^{+F_{1}} \sum_{m_{2}=-F_{2}}^{+F_{2}}\left|\left\langle F_{1}, m_{1}\right| C_{+1}^{(1)}\right| F_{2}, m_{2}\right\rangle\left.\right|^{2} \tag{A.24}
\end{equation*}
$$

due the presence of some atomic transition with wavelength $\lambda_{12}$ between states $|1\rangle$ and $|2\rangle$. In this equation we assume the atom is equally likely to be in any of the magnetic sublevels and without loss of generality, that the incident light is $\hat{\sigma}_{+}$polarized. The cross-sections for the cesium transitions are summarized in Table A. 3

| $F_{1}$ | $F_{2}$ | $\lambda_{12}(\mathrm{~nm})$ | $\frac{3 \lambda_{12}^{2}}{2 \pi}\left(\mathrm{~cm}^{2}\right)$ | $2 F_{1}+1$ | $\sum \sum$ | $\sigma_{12}\left(\mathrm{~cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 894.581 | $3.821 \times 10^{-9}$ | 7 | $7 / 36$ | $1.838 \times 10^{-10}$ |
| 3 | 4 | 894.578 | $3.821 \times 10^{-9}$ | 7 | $7 / 12$ | $5.515 \times 10^{-10}$ |
| 4 | 3 | 894.606 | $3.821 \times 10^{-9}$ | 8 | $14 / 27$ | $4.290 \times 10^{-10}$ |
| 4 | 4 | 894.603 | $3.821 \times 10^{-9}$ | 8 | $10 / 27$ | $3.064 \times 10^{-10}$ |
| 3 | 2 | 852.336 | $3.469 \times 10^{-9}$ | 7 | $5 / 9$ | $4.769 \times 10^{-10}$ |
| 3 | 3 | 852.335 | $3.469 \times 10^{-9}$ | 7 | $7 / 12$ | $5.007 \times 10^{-10}$ |
| 3 | 4 | 852.335 | $3.469 \times 10^{-9}$ | 7 | $5 / 12$ | $3.576 \times 10^{-10}$ |
| 4 | 3 | 852.357 | $3.469 \times 10^{-9}$ | 8 | $14 / 81$ | $1.298 \times 10^{-10}$ |
| 4 | 4 | 852.357 | $3.469 \times 10^{-9}$ | 8 | $14 / 27$ | $3.894 \times 10^{-10}$ |
| 4 | 5 | 852.356 | $3.469 \times 10^{-9}$ | 8 | $88 / 81$ | $8.160 \times 10^{-10}$ |

Table A.3: Photon-atom scattering cross-sections $\sigma_{12}$ for each of the cesium transitions with wavelength $\lambda_{12}$ between states with total angular momentum quantum numbers $F_{1}$ and $F_{2}$. The double sum ( $\sum \Sigma$ ) indicates the sum over magnetic sublevels as in equation (A.24).

## Appendix B

## Phase lock loop electronics

The electronics for the Raman and tracer phase lock loops (PLLs) are designed to detect the phase difference between two sinusoidal radio frequency (rf) inputs and produce a control voltage proportional to this difference. For the tracer PLL, this output signal sets the frequency of a 100 MHz voltage controlled oscillator (VCO) that generates the rf signal for the $F=4$ switchyard AOMs (see Section 3.2.5). The Raman PLL controls a 9.3 GHz VCO that drives the 9 GHz electro-optic modulator (EOM) used to generate $F=3$ light from $F=4$ light. For each PLL, one rf inputs comes from a precision reference oscillator, while the other input comes from a photodiode detecting the beat signal between two lasers, 180 MHz for the tracer PLL and 9.280 GHz mixed down to 12.63177 MHz for the Raman PLL.

To reduce the sensitivity to amplitude fluctuations, a comparator first converts the sinusoidal signal into an ECL square wave. A phase detector chip (MC12040 and AD9901 for the Raman and tracer PLLs, respectively) produces an ECL output signal that oscillates at the input frequency and whose duty cycle is proportional to the phase delay between the rising edges of the two input square waves. By filtering this signal with an RC filter ( $\tau \simeq 140 \mathrm{~ns}$ ), we generate an analog error signal that we then transform using proportional and integral gains that are set to achieve optimal steady-state and dynamic performance. To prevent fast switching signals in the digital components from leaking over and disturbing the slower analog electronics, we build these two sections on separate boards, connected only by a single twisted pair.


## Appendix C

## Computer code

## C. 1 AltInt.BAS

The AltInt code written in BASIC and compiled by Microsoft QuickBasic 4.5 under DOS controls the entire experiment. It is separated by function into four modules. The main module, AltInt, calculates the atomic trajectories, computes the two-photon resonance conditions accounting for gravity and photon recoils, generates the adiabatic transfer pulse shapes for the selected interferometer(s), and programs all of the remote devices via general purpose interface bus (GPIB) connections.

| -- Creates Doppler-sensitive interferometer sequences |  |
| :---: | :---: |
|  | proseection with any number of conplete transer |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| : |  |
|  | measurements taken for the four inter feraneerers created by addressing different states after the first beansplit- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  | With the feed forward pateern asimi lar patern for the |
|  |  |
|  | beams to compensate for doppler shifts at every pulse. |
|  | The flow of the program is as follows: |
|  |  |
|  | (3) Dond cas iock wave forms |
|  |  |
| ; |  |
|  | (1) |
|  | (9) comppete the data file |
|  | (10) Use plot routine to plot and fit the data (11) Return to Menu |
| 'Revision History: , $43 \quad 3 / 8 / 97$ Conv , 4 | the variables TC(), dTc, go which are used to trace ic trajectory (position, velocity) from single to double |
|  |  |
| 50 7/23/97 | trorate new dir rect digital synthesizeer (ADS-431). |
|  |  |
| 7/24/97 a ${ }^{\text {a }}$ d |  |
|  | another control line, AWFG:YO, to control the RESET line ADS-431 synthesizer to zero the phase of the frequency |
| 10/30/97 | as version 50, except that: |
|  |  |


|  |
| :---: |


|  |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |




```
< BLOAD vflnm, varptr(iCs(0, 0))
```

< BLOAD vflnm, varptr(iCs(0, 0))
*70b
*70b
M Program an \& poont pattern to voLatriL memory to set the output level
M Program an \& poont pattern to voLatriL memory to set the output level
outexpt =H\mathrm{ Hrnits + Csoatas}
outexpt =H\mathrm{ Hrnits + Csoatas}
*)

```
    *)
```






```
    M,
```

    M,
    *)
    ```
    *)
```




```
~77b
```

~77b
M'sitialize cs lock synthesizer;
M'sitialize cs lock synthesizer;
*)

```
    *)
```




```
    1%= LERN (outexpr)
```

    1%= LERN (outexpr)
    M,
    M,
    M
    ```
    M
```




```
\,
```

\,

* *72e
* *72e
'Initialize Chirp synthesizers:
'Initialize Chirp synthesizers:
M,
M,
*)
*)
Inntifalize Auxillary device(s):
Inntifalize Auxillary device(s):
*)
*)
*)
*)
*)

```
    *)
```




```
    M,
```

    M,
    \
\
*)
*)
M,
M,
Clom,
Clom,
Read in the Raman sequence start time (needed for Nenu

```
    Read in the Raman sequence start time (needed for Nenu
```





M,
M,
*)
*)


\&)
\&)
IF iFix THEN'Tdf and Tbl at same time for all sequences
IF iFix THEN'Tdf and Tbl at same time for all sequences
Tsh =Trnd(tRam\# + nFF* *Tff\#)
Tsh =Trnd(tRam\# + nFF* *Tff\#)
m=mSt(1)'Store Tdf and TbI in location for 1st point
m=mSt(1)'Store Tdf and TbI in location for 1st point
IF IArm = 1a THEN - Tbl(0)'Blasting -> DF* spacing
IF IArm = 1a THEN - Tbl(0)'Blasting -> DF* spacing


Mdf1(0)=T\mathrm{ Trnd Tsh + .002\#)}
Mdf1(0)=T\mathrm{ Trnd Tsh + .002\#)}


ELSE
ELSE


M,
M,
T TLSE }=T\mathrm{ Tpr (0)'Tsh will be shifted to 2ms before the earliest pulse
T TLSE }=T\mathrm{ Tpr (0)'Tsh will be shifted to 2ms before the earliest pulse
List unadjusted times for al1 state selection/detection pulse,
List unadjusted times for al1 state selection/detection pulse,
*)
*)
*)
*)
'Finish up FSK data, FF, and cesium lock patte
'Finish up FSK data, FF, and cesium lock patte
FiFFK
FiFFK
*)
*)
M,
M,
inmuto
inmuto
NWitch back to fCent, with the FF at zero, so cavity settles
NWitch back to fCent, with the FF at zero, so cavity settles


iINT(j) THLN'This pattern appears in sequence
iINT(j) THLN'This pattern appears in sequence
Find binary representation of nearest accessible frequency
Find binary representation of nearest accessible frequency
CALL Bincon (0\#, fRnd\&s, fRnd\#), 'f=fCent for experiment
CALL Bincon (0\#, fRnd\&s, fRnd\#), 'f=fCent for experiment
Mpdate FF string and FSK array
Mpdate FF string and FSK array








'Copy preselection for rotation



'Add offset tRamt and round detection pulse times
'Genertee command for changing oulser times and 1ist the times
IF Nor ifix Iten Change Tdf and TbI







${ }_{\text {IF }} \mathrm{Tbl}(\mathrm{m})<\mathrm{Tsh}$ THEN $\mathrm{Tsh}=\mathrm{Tbl}(\mathrm{m}) \quad \mathrm{T}_{\text {sh }}$ before Tb 1
$\underset{\substack{\text { EnD } \\ \text { Tpr }(m)}}{\substack{\text { IF }}}$





ELSE ${ }^{\text {END }}$ II


$\left.\left.\mathrm{ffists}_{\text {(nList }}-\mathrm{k}\right)=\mathrm{fLists}_{\text {(nList }}-\mathrm{k}\right)+\operatorname{STRING}(14, \quad 32)$

$\underset{\text { End }}{\substack{\text { Next } \\ \text { IF }}}$



Shutter: $A=T 0+$ Tsh
shs $=\pi ;$ DT2, $1, "+$ STRs (Tsh)

Print list of state selection/detection pulses and positions
RINT fList (nnsk)


M,
M,
lol
lol
lol
lol
PRINT fLists(nList + 1)'Print header for positions
PRINT fLists(nList + 1)'Print header for positions
cic
cic


\,
\,


\
\
Start the experimet pusin
Start the experimet pusin
*)
*)
*)
*)
M,
M,


C,
C,
Set the chrip rate:
Set the chrip rate:
S=";SPFR"+as + ";":1\&=LEN(as)
S=";SPFR"+as + ";":1\&=LEN(as)
*)
*)
S=STRS(19000000*+CLNG (1000**(100000\#-kg0\# +.001/4))/1000)
S=STRS(19000000*+CLNG (1000**(100000\#-kg0\# +.001/4))/1000)
*)
*)
IF nErr THEN PRINT "Chifp DowN dev: TEEE Error \#"; nErt
IF nErr THEN PRINT "Chifp DowN dev: TEEE Error \#"; nErt
IF iArb and not iquit then 'Download new gate pattern
IF iArb and not iquit then 'Download new gate pattern
PRINT "Recalling default synthesizer settings."
PRINT "Recalling default synthesizer settings."
*)
*)
ME,
ME,
*)
*)
*)
*)
N,
N,
M
M
M,
M,
Calculate checksum for gate contol
Calculate checksum for gate contol
isum\& = 0 T0 {i - 1
isum\& = 0 T0 {i - 1
*)
*)
\isums=isum\& AND \&HFFFR\&
\isums=isum\& AND \&HFFFR\&
IF Not iquit, THEN
IF Not iquit, THEN
$\mathrm{LLSE}^{\mathrm{IF}} \operatorname{Tdf1}(\mathrm{m})<\mathrm{Tsh}$ THEN Tsh $=\operatorname{Tdf1}(\mathrm{m})$ 'Tsh before Tdf


| 'Prepare SRS Synth \#5 to receive arbitrary waveform outexpr $=$ "LDWF?1, + LIRIMS (STRS (1Gi 2 )): $16=$ LEN (outexpr) <br> IF nErr THEN PRINT "Gate synth: Error \#"; nErr: iQuit $=-1$ <br> Wait for SRS Synth \& 5 to be ready for download <br> inexpr $=\operatorname{STRING} \$(30,32)$ CALI kenterStr $(0$, nErr, SSEGADD\& (inexpr), 30, 0, mAdSnth1 $(0)$, mTerm(0) $)$ <br> IF nErr THEN PRINT "Gate synth: Error \#"; nErr: iQuit = -1 IF VAL (inexpr) <> 1 THEN PRINT "Gate synthesizer not ready": iQuit = -1 <br> 'Download gate waveform to SRS Synth $\# 5$ <br> CALL koutputBuf(0, nErr, iwfG(0), $2 * i G i+2,0$, mAdSnth1 ( 0 ), mTerm(0)) ${ }_{\text {END }}^{\text {IF }}$ IF <br> 'Erase arrays no longer needed for frequency list <br> Erase arrays no longer needed for frequency list ERASE iwfG, vo\#, zo, zmax, zmin, zi, Tdf1, Tbl, Tdf2, TC\# <br> IF UCASE\$(INKEY\$) $=$ " $Q$ " THEN $\begin{aligned} & \text { iQuit }=-1 \\ & \text { doak }=0 \end{aligned}$ <br> END IF <br> 'Dynamically dimension arrays for AWFG pattern generation DIM if3(1000), if4 $(1000)$. <br> IF NOT iQuit THEN 'Generate AWFG waveforms <br> IF IArb THEN <br> PRINT "Loading AO calibration tables." <br> DEF SEG = VARSEG(if3(0)) $\quad F=3$ AO BLOAD "E: \LAB $13 . b b n ", ~ V A R P T R(i f 3(0))$ <br> DEF SEG <br> DEF SEG = VARSEG $(1 f 4(0))^{\prime} F=4$ AO <br> BLOAD "E: \LAB\14.bbn", VARPTR(if4(0)) END IF <br> PEF SEG "Creating, downloading, and saving AWFG waveforms." <br> 'Create any necessary amplitude patterns and download them $y 0=1$ 'Main pulse intensity at maximum $y A=1$ $y B=1$ <br> narb $=0$ 'Number of $F=3$ and 4 arbitrary patterns <br> nArbFF $=0$ ' Number of FF patterns downloaded iyC $=$ CSRLIN 'Base cursor line for reporting pattern status <br> lyc $=$ CSRLIN Base cursor line for reporting pattern iyc2 $=$ iyC - iArb 'Base cursor line for FF status $\mathrm{m}=1$ 'Counter for pattern storage <br> $m=1$ $j=0$ 'Counter for pattern storage $j$ 'Counter for sequence $\#$ <br> DO 'Step through sequences <br> LOCATE iyC, 1 IF iDwn (j) THEN 'Create AWFG pattern <br> PRINT "Creating AWFG waveform for $m=$ " LOCATE iyC, $32+2$ * nArb: PRINT m <br> 'If AWFG pattern $\# j$ is already stored, then free memory nErr $=$ XMSFree ( Allocate XMS mem <br> Allocate XMS memory for jth AWFG pattern <br> IE nErr THEN PRINT "XMSA1loc: Error \#"; nErr <br> 'Select jth pattern for storing data <br> nErr $=$ XMSSelect ( $j$ ) IF nErr THEN PRINT <br> 'The first sample is loaded when the START bit is set high, <br> ' without waiting for the gate, so send extra point ia $=0:$ ib $=0: \times D i g \frac{\text { g }}{}=0$ 'All outputs OFF (STROBE active LOW) |
| :---: |










Parameters for Plot subroutine only
$n$ summ $=32+11+1$ Int (o)

(tauxnix $>0$ ) THEN nSumin
Rrint il, niist; d; n



















Louit $=-1$ 'Don't store any more









IF Leuit goro 70
'Collect data

```
M,
IANFG =-naveco ANEG pattern pointer (0 >> 1st good sample)
M, wrliz Iaveg < ib
Create preselection strobe
*)
CALL ANEG(a, ib)
```



```
    M,
```



```
    Create diqqital output mask for AnFG Channel x
    (2->keff down, 4->up; strobe ofF (active Low
    ,0011-keff down, 0001->up; strobe ofF (active HIG#
        *)
```



```
        M,
```



```
        SN
            yA=yommbt
        [ism
        *)
        *)
            c
            Cant Pulseas(if4(), if3(), ik(m, iFgK - 1)
        cic
            *)
                yA=y0*rbt!
                END IF IF
        \begin{subarray}{c}{\mathrm{ EMNI.}}\\{\mathrm{ XT IF5t}}\end{subarray}
```

            Trinish up end of ameg pattern
    fa $=0$, ib $=0$
CalL AMEG (ia, 1ab)


chard $=-1$ 'set patern storage flag for valid pattern
natb





0, madsnth $(0)$, mTerm(0)



```
    Check for insufficient time for pi pulses
```



```
    LOCATE 28, 1: prinT "Press any key to continue.";
    DO: LOOP WHILE INKEYS ="" (%)
    ENIT SU
    M,
    C,
    lol
    IF iFFpi< 1 THEN IFFpi = 1'Need at least one (
    M,
    lol
```



```
        N
        M,
        *)
```



```
        *)
        ELSE STNTM(0) THEN'Include extra time before 1st main pi
```



```
            *)
        im,
        \, % WFFsteps for 1st and 3rd pi/2's
        *)
        *)
        M,
        ement iEFDit to decrease nE
        LOOR NHFE<8 TME
    IF NFE > nFFmax AND imode THEN 'Print warning message moints -- only"; nfFmax; " recommended.";
            FOR idel= 1 To 100: NEXT idel
        END IF
```




```
        \, (Determine sample rates for PCIP-AWFG/2 and SRS (gate signal). 
    M, (thould not be necessary to have better resolution than Tffmin
        The HP33120A synthesizers require at decrease n
    IF Pl then
```



-67
$.60{ }^{I F}$

%7log
%7log


sin
sin
*)
*)
L.
L.
*)
*)
*)
*)
lol
lol
%,whic
%,whic
*69 (NowsT fsccs =-25000 Scale frequency(f)
*69 (NowsT fsccs =-25000 Scale frequency(f)


*)
*)
\, Convert ffto a scaled integer as used for the calibration table
\, Convert ffto a scaled integer as used for the calibration table


IN IF teq ics (1, (1) THEN
IN IF teq ics (1, (1) THEN
ELSE
ELSE
END,TF
END,TF
SE,
SE,




HF=j<0 THEN }j=
HF=j<0 THEN }j=
c
c
MND IF = InT (jstep - (jstep > 1))/2)
MND IF = InT (jstep - (jstep > 1))/2)
M,
M,
\
\
ENONF
ENONF
Interpoiate the table values to find the D/A setting iVout that gives
Interpoiate the table values to find the D/A setting iVout that gives
(Freq1 = ics(1, j): ifreq2 2 icc(1, j+1)
(Freq1 = ics(1, j): ifreq2 2 icc(1, j+1)




*RMNT Extrapolation out of range. Press any key to continue.
*RMNT Extrapolation out of range. Press any key to continue.
IF V\&<-2047 HHEI
IF V\&<-2047 HHEI
**%e
**%e





IInearly interpolate between table elements
iwf $=(i+1-u) * 1 \mathrm{ifa}(1)+(u-1) * 1 \mathrm{a}(\mathrm{i}+1)$
IInearly interpolate between table elements
iwf $=(i+1-u) * 1 \mathrm{ifa}(1)+(u-1) * 1 \mathrm{a}(\mathrm{i}+1)$
$i_{\text {iwf }}=\operatorname{CINT}(4095 * u / \exp 3)$ 'Allows direct look at shapes
$i_{\text {iwf }}=\operatorname{CINT}(4095 * u / \exp 3)$ 'Allows direct look at shapes
end function
end function
${ }^{\text {FUNCTION msecs }} \underset{\star+* * *}{(t \#)_{R}}$
${ }^{\text {FUNCTION msecs }} \underset{\star+* * *}{(t \#)_{R}}$
Takes a real number in seconds and returns a string with the time
expressed in ms, founded to the nearest 0.1 us.
Takes a real number in seconds and returns a string with the time
expressed in ms, founded to the nearest 0.1 us.


end function
end function








CONST plz $=0$ 'Print diagnostic messages?
CONST plz $=0$ 'Print diagnostic messages?








*60
*60






${ }^{\text {List To To for both } p / / 2 \text { 's }}$
${ }^{\text {List To To for both } p / / 2 \text { 's }}$




IF IINT(m) THEN, This pattern appears in sequence
IF IINT(m) THEN, This pattern appears in sequence
'Recori11 sign set by state and keff direction this
'Recori11 sign set by state and keff direction this








${ }_{i k(m, i F S K)}^{\operatorname{END}(\operatorname{IF})}=i \mathrm{k}(\mathrm{m}, \mathrm{iFSK}-1)$ Same keff sign for both pi/2's
${ }_{i k(m, i F S K)}^{\operatorname{END}(\operatorname{IF})}=i \mathrm{k}(\mathrm{m}, \mathrm{iFSK}-1)$ Same keff sign for both pi/2's

Nuty

${ }^{(\#)}$ Rourn
${ }^{(\#)}$ Rourn
mes
mes
- ${ }^{+1}$ ms
- ${ }^{+1}$ ms








| $\substack{\text { Tdf1 } \\ \text { ITI } \\ \text { IF } \\ \text { ITdus }}$ |
| :---: |

        END IF
    Adjusted blowaway time
Tdf1 1 (m) $)=$ Tcorr (Tbl (mi)
$\left.\operatorname{Tdf1} 1(\mathrm{~m})=\operatorname{Tcorr}\left(\mathrm{Tbl} 1(\mathrm{~m}), \mathrm{Tc} \mathrm{Tc}_{(j)}+1\right), \mathrm{vo}(\mathrm{m}), \mathrm{dv}\right)$

END IF
$\left.\begin{array}{l}\text { Adjusted probe time } \\ \text { Tpr }(m)\end{array}\right)=\operatorname{Tcorr}(\operatorname{TPr}(\mathrm{m})$
Adjusted probe time
$\operatorname{Tpr}(\mathrm{m})=\operatorname{Tcorr}(\operatorname{Tpr}(\mathrm{m}), \operatorname{Tc} \ddagger(j+1), \mathrm{vo}(\mathrm{m}), \operatorname{dv} \#)$,

${ }^{*} 62 b$ correct









IF plot Then print
Update
FE
list

$c s=C s b i n s(f r n d C s * /$ f21) 'New Cs detuning value









$\operatorname{NEXT}_{\mathrm{END}}^{\mathrm{m}} \mathrm{IF}^{\mathrm{IF}}$




(1)
















$106(1 \mathrm{FSK}+1)=10 \varepsilon(1 \mathrm{FSK}+1)-$ noffg $*$ icls 'Start of 2 nd $p i / 2$


End sus
sub pipulse (npix, iffx, igx, itX)

previous gate sample. Then it calculates the pulse start time and
center time. The ecnter time determines the pulse frequency and
feed forward sett ing the start time is saved in an array for fut
center time. The center time determines the pulse frequency and
feed forward setting. The start time is saved in an array for future
use in generating the AWFG patterns.
use forward setting. The start time
use in generating the AWFG patterns.
CoNST pl \% $=0 \quad$ 'Print diagnostic messages?
iFSK $=$ iFSK +1 'Advance pulse counter
IF pls
THEN PRINT





















Adjusted DF Raman time
Tdf2 (m) $=\operatorname{Tcorr}(\operatorname{Tdf2} 2(\mathrm{~m})$, Tc\# (1), vo\#(m), dv*)


Tc\# (1), vo\# (m), dv\#)
Calculate
frequency for pulse, including Doppler shift and recoil



Update FF list



${ }_{\text {next }}^{\text {C }}$


ik (m, iFSK) $=1 \mathrm{k}(\mathrm{m}, \mathrm{iFSK}-1)$
END IF,





IF p18 THEN PRINT
UPdate gate wave form
ivfGi(iGi)




```
ConST pl = 0'Print diagnostic messages?
```



```
    a=0: ib=0'Start with both beams off
    DO whiLE iANFG < Iob (iFSK)
    M LOOP
    \turn oN chirp control:
    MDig* = yDig* AND CHPUO 'keff UP
```



```
    SWAP ya, yB
        N
* *2e 
```



```
        MF
        M,
```





```
            FOR j = 1 To iTHYH,Turn on F=b 11ght fie
        ib
    N(NXI y iANFG,"B oN, hold
    M,
```




```
**62, ia =iwf(.5* j) iTt2H, ya, ifa(), cwff())
    {
    CALL ANEG (ia, ib)
    Finish up pulse for individual AO'
    M,
    l
```



```
            M,
    N NEXT &)
    FOR j=1 To iTt1H'TYurn both off together from the 50% phase point
```

```
    IF (iANEG = (i06 (iFSK)+ iAHG(6)) THEN 'turn oN chirp control
```



```
            MSEIF (ike = = () THEN (%)
            ENDIF
        END
        COOLL ANFG(ia, ib)
```



```
        MDIq% = XIGq AND STRO 'STROBE active HIGH
            MF (iANEG = (i0& (iFSK) +iAHG (6)) ) THEN 'turn oN chirp controi
```



```
            MNDigz = yDig% AND CHPDO 'keff DowN
            END IF
Call ANEG(ia,ib)
    NEXT i 
    \TM,
```



```
            XDLg& (XDIGE OR CoM1), Turn on common control
            END IF PriNT
**2b
            IF (iANEG = (i0G(ifSS) + iAhG (6))) THEN 'turn oN chirp control
            M YDig% = yDig% AND CHPUO 'keff UP
```



```
            MNRINT IANFG, "Chifp trIG active"
**2e Call ANEG(ia, ib)
    LOOP MRTMFG,"Start both oN to 50%"
    *)
```




```
    l
    NEXT j ANFG, "both, (00%, hold",
        M,
        MEXT j
        MF PL> \10 THEN PRINT m->"; xDIG8
            lol
    END.IF
```





| $\begin{aligned} & \mathrm{dt}=\mathrm{T} 1-\mathrm{t} 0 \# \mathrm{dt} 2=\mathrm{dt}-\mathrm{u} 0 \# / \mathrm{g} 0 \# \\ & \mathrm{Tcorr}=\mathrm{T} 1+\operatorname{sQR}(\mathrm{dt} 2 \wedge 2+2 * \mathrm{du} * \mathrm{dt} / \mathrm{g} 0 \#)-\mathrm{dt} 2 \end{aligned}$ |
| :---: |
| End function |
|  |
| $a \$=\operatorname{LTRIM} \$(\operatorname{STR} \$(\operatorname{CLNG}(\exp 7 * t \#))): 1=\operatorname{LEN}(a \$)$ <br> $\operatorname{IF} 1<5 \operatorname{THEN} a \$=\operatorname{STRING}(5-1,48)+\mathrm{a} \$: 1=5$ $\operatorname{TCtr} \$=\operatorname{STRING}(8-1,32)+\operatorname{LEFT}(a \$, 1-4)+n \cdot n+\operatorname{RIGHT}(\mathrm{a} \$, 4)+\quad "$ |
| End function |
| FUNCTION $\underset{* * * * *}{\text { Tdet }}(t)$ <br> Rounds times to the nearest $0.01 \mathrm{~ms} \quad * * * * *$ <br> Takes a real number in seconds and returns a string with the time expressed in ms , rounded to the nearest 0.01 ms . The string has the format used for detection pulse times in flists, the list of pulse times and frequencies. |
| $\begin{aligned} & a \$=\operatorname{LTRIMS}(\operatorname{STR} \$(\operatorname{CLNG}(\exp 5 * t))): 1=\operatorname{LEN}(a \$) \\ & \operatorname{IF} 1<3 \operatorname{THEN} a \$=\operatorname{STRING}(3-1,48)+a \$: 1=3 \\ & \operatorname{Tdet} \$=\operatorname{STRING}(10-1,32)+\operatorname{LEFT}(a \$, 1-2)+\eta \cdot "+\operatorname{RIGHT}(a \$, 2)+\operatorname{STRING}(3,32) \end{aligned}$ |
| end function |
|  |
| End function |
|  |
| $\mathrm{a} \$=\operatorname{LTRTMS}(\operatorname{STRS}(\operatorname{CLNG}(\exp 7 * \mathrm{t}$ ) $)): 1=\operatorname{LEN}(\mathrm{a}$ ) $)$ <br> IF $1<2$ THEN as $=" 0 "+$ as: $1=2$ usec $\$=\operatorname{LEFT}($ as, $1-1)+n \cdot "+$ RIGHTS (as, 1$)+"$ us" |
| end function |
|  |
| $a \$=\operatorname{LTRIM}(\operatorname{STR} \$(\operatorname{CLNG}(\exp 3 * z))): 1=\operatorname{LEN}(a \$)$ <br> zFmt $=\operatorname{STRING}(7-1,32)+\operatorname{LEFT}(\mathrm{a} \$, 1-1)+" \cdot "+\operatorname{RIGHT}(\mathrm{a} \$, 1)$ |
| End function |



$\underset{\text { End }}{\text { Rat }}$
on ERROR Goto o
FF Fileprfxs <> fpos THEN 'Need to create and check file name
'Add date to prefix to get filename

IF fpos <> " THEN CLLS Clear when in Menu
CALL CheckName the filename

vo function
set the Cs lock offset to "f". First, use CsTB18() to calculate what
voltage is required to produce this frequency. Try to set the dc offset
of the synthesizer to this value. Because if the design of the HP
synthesizer, not all dc offsets are possible. The dc offset must obey
where AMP is the amplitude setting (11.000 Vpp, for instance). If required
offset value violates these rules, first try to reduce the amplitude
setting. This will work up unti1 oFF $=8.000$ (and AMP $=4.000$ Vpp), which

leftover difference will automatically be taken care of in the arbitrary
wave form pat
st 111 correct.
VCsoFFold $=1$ CSoFF
sCSAMPold $=\operatorname{sCSAMP}$
$(2 * 2047) * 11+$ vCsoffo previous offset voltage
PRINT "VCsofFo ="; vCsofFo; ", foFFCs ="; foFFCs; ", f="; f; "; iCsofF = "; iCsofF; "; sCsAMP
PRIV ""Col
In order to get the correct value from CsTBL\&(), we must terporarily set
Tookup table assumes amplitude saing of 11 Vp
Integer from Cs lookup table required to set Cs detuning to


vCSOFF $=8!\quad$ Yes $\rightarrow$ give up and set to max


'ampIitde to "SCsAMP"
End function

Takes a real number in seconds and returns a string with the time
xpressed in ms, rounded to the nearest 0.0001 ms. The string has th
list of pulse times and frequencies.
$s=\operatorname{STRING}(8-1,32)+\operatorname{IEFTS}(a s, 1-4)+\cdots .1$
END FUNCTION
Takes areat munded to the nearest 0.01 ms. The string has the
times and frequencies.

Rounds a time in seconds to the nearest 0.01 ms . This is used for
End functio
-

## C.1. 1 Menu.BAS

The Menu module of the AltInt code provides the operator interface. With this code, the operator can set all of the input parameters that determine exactly when and how the data are taken: the span and offset of the frequency scan, the interferometer sequence start time, the single-photon detuning, the number, shape, and duration of the adiabatic transfer pulses, the time between $\pi / 2$-pulses, etc.
*)
*)
LOOP WHILE (iErr = 0) AND (UCASES (TNKEY$) <> "Q")
        LOOP WHILE (iErr = 0) AND (UCASES (TNKEY$) <> "Q")
IF (iM = 0) THEN PRINT Flnms; " not found
IF (iM = 0) THEN PRINT Flnms; " not found
End su
End su
UNCTion Clear
UNCTion Clear
\#***** creates a string of spaces to the end of the screen
\#***** creates a string of spaces to the end of the screen
END function
END function
\#NM,
\#NM,
",
",
CONST srcpath = "e:<br>ab\dat\"
CONST srcpath = "e:<br>ab\dat\"
CoNST dstpath = "g:<br>mmat\incoming\"
CoNST dstpath = "g:<br>mmat\incoming\"
\ iErr=0
\ iErr=0


\,
\,
M,
M,
Milecov8= 1
Milecov8= 1
MEN IF
MEN IF
M,
M,


$$
\begin{subarray}{c}{\mathrm{ CLOSE #51}}\\{\mathrm{ EXIT FUNCTION }}\\{\mathrm{ END IF }}\end{subarray}
$$
$$
\begin{subarray}{c}{\mathrm{ CLOSE #51}}\\{\mathrm{ EXIT FUNCTION }}\\{\mathrm{ END IF }}\end{subarray}
$$
c
c
\,
\,
CLOSE \#50
CLOSE \#50
N\mp@code{Fisecopy%}
N\mp@code{Fisecopy%}
\#\#UNTION F1nmadjs, (Bs, paths, exts)
\#\#UNTION F1nmadjs, (Bs, paths, exts)
as= = Ss
as= = Ss
Add extension if necessary
Add extension if necessary
\,
\,
f=1
f=1
\,
\,
END Flmadjs =as
END Flmadjs =as
\#\#NCTION getak\$
\#\#NCTION getak\$
\IOCATE 23, 1
\IOCATE 23, 1







F ${ }^{5}$;
F ${ }^{5}$;












" experiment triggering/SET to $" ;$ TrgMods (iTrgMod); Clear
" experiment triggering/SET to $" ;$ TrgMods (iTrgMod); Clear






Locate 27, 1
Locate 27, 1








EXIT SUB
CASE
CNOT
SUS
EXIT SUB
CASE
CNOT
SUS




















```
\
    DD: as= INKEY$: LOOP wHILE (a$ = "")
        *)
```



```
            CASE 77 cinctight arrow)
```




```
            END SELECT
            c
    c
        M(1)<> 13)
        MNMOT +",
        MNPUT;"", cs
```



```
    M,Mode -1 >-> Print frequency list (LSB\DAT\", "DAT"), Psc
    c
    l
        NT"Bias field (0.1 = 2mA) ["; AuxS%(iaux); "]
        as=iptaks("")
    ar= VAL (as), (aND (ar<= 5)) THEN AuxS$(iaux) = MID$(AuxS$(iaux), 1, 6) + STR$(ar)
    cosm,
        *)
    IF nerr THEN PRINT "Aux. dev: igEe error #"; nErt
    CASE 115 's (TMIN "Intensity scaling for Top beam of Pi/2-pulses (# or RET) ["; rtp!; "]: ";
    LOCATE 27, 66",
    ar= vaL (as) {ND (ar <= 1)) THEN
    imod}
    l
```




```
    \ Mbt!=
```




```
IF as <>"", AND n>= 1 THEN nCIMIn = n: CALL Clock 
*)
    M, intaks("Enter the 1st rate parameter (>0 or RET): ")
        Cwf(0)=\operatorname{vaL}(as):\operatorname{Cwf}(1)=\operatorname{xAmp}/(EXP(CWf(0)/2)-1)
    imod =
    SOCATE 28, 1: PRINT Clears; : Locate 28,1
    *)
    \,
    MinMod
    END IF
    lol
    $ = vPtak
    *)
    ENDOd
    SN 101 'e, 'the fractional intensity for preselection pulses ( 0-1 or RET):"; as
    IN
    M,
        Fas <>""THEN TMint = vaL(as)/ exp3
        *)
    IF q$ <> "N" THEN Tint = CLNG (fmr * Tint) / fmr
    IF q$ <> "N" THEN Tint = CLNG (fmr * Tint) / fmr
    IErr THEM Tint = xSave: calL clock(0) EISE iModH =--
    END IF
    MUT "Enter the total time for a pi/2 pulse (#us or RET);"; as,
    $$ iptaks("Enter the total time for a pi/2 pulse (#|us or RET)
        N
    END IF
```



```
    as = iptaks,
    *)
```



```
    END IF
```



```
    *)
    IF as <>"N NND ar >=0 AND ar <= . 5THEN 
```



```
    END IF 
    INPUT"Enter fractional delays betwen turn-on and turn-off (0-.5 or RET);"; as, ",
    $= iptak$
    as <>"" AND ar >= 0 AND ar <= . 5 THEN
    *)
```



## C.1.2 Data.BAS

Once all of the input parameters are chosen in the Menu module, the patterns are generated, and the external devices programmed, the Data module of the AltInt code actually acquires the data. It programs the analog-to-digital (AD) pc-board inside the computer to sample the photomultiplier tube (PMT) signal when the probe laser is gated on. It steps through the different frequencies and interferometer geometries of the scan, graphically displaying the data on the computer as it goes. And finally, when the scan ends, it saves the data and all of the input parameter settings to the computer's hard drive.

```
*)
```

```
/ SDYNMMT
\ REM SSTATIC _
*)
*)
*)
MTM As INTRGGR
M,
    M1=pf
    cosm,
```



```
END functron
Functron FSKdrives (op AS integer, rf AS DoubiE, InBuf AS LoNG, iHDL AS LoNG, InESK AS LoNS)
    *)
    \
    Parameters: selects an operation:
```



```
    M,
```





```
    \MFSK
    N
\)
DIM Ooff as LoNG
```



```
M
*)
*)
*)
```




| OUT aCFG1, CFG1 'Set out1 low |
| :---: |
| 'Write the frequency data |
| IF ( rf < 0 ) OR (rf > 1.25E+07) THEN |
| $1 \mathrm{n}=\mathrm{CLNG}(1 \mathrm{E}+07$ / fstep) |
|  |
| $1 \mathrm{n}=\mathrm{CLNG}(\mathrm{rf} / \mathrm{fstep})$ |
| IF $\mathrm{pl}>0$ THEN |
| PRINT " - Frequency |
|  |
| End IF |
|  |
|  |
| $\mathrm{OUT}_{\text {aptr, }} \mathrm{in}$ AND 6 HFF |
| $1 \mathrm{n}=\operatorname{INT}(1 \mathrm{n} / \mathrm{sH100)}$ |
| OUT aptc, in AND 6 HeF |
|  |
| FOR $i=1$ To 1000: NEXT $i$ ' Wait while filter capacitors charge |
| 'Now use Channel $x$ bit ${ }^{*} 0$ of the AWFG to create a strobe pulse. |
| ', When the program is compiled, the pulse is high for about 350 us. |
| ' First reset the AWFG board. |
|  |
| out acon, icon 'set control register |
| For $\mathrm{i}=0$ T0 2 'write data $L->H->L$ |
| 'Reset system memory pointer to start of pattern |
|  |
| OUT axL, (i AND 1) : OUT axh, 0 |
| 'Need to run in order to latch in new DAC value |
| OUT acon, (iCON OR 1) 'Run |
| next i i acon, icon 'Stop |
| 'Program AT-DIo-32F board: |
|  |
|  |
| PRINT "FSKdrive: Error after calling DIG.Grp.Config: "; ens |
| FSKdrive $=1$ |
| EXIT PUNCTION |
| END 1 F |
|  |
| ,'ent = indig-Gpp.Modelatodev, |
| , ACK Slgnals active on falling, ACK delay time $=0 \mathrm{~ns}$ |
|  |
|  |
| , Leading-edge sensitive, REQ signals active on rising, |
| , ACK signals active on falling, ACK delay time $=0 \mathrm{~ns}$ |
| PRINT "FSKdrive: Error after calling dig.grp.Mode: "; en\% |
| FSKdrive $=1$ der |
| EXIT FUNCTION |
| en ${ }^{\text {² }}=$ DIG.Block.PG.Config(diodev, $\left.1,2,1,4,100,0\right)$ |
| , Enable single-buffered output, REQ originates externall |
| ${ }_{\text {[reqInterval }}$ timetase $=1 \mathrm{~ms}$ ], [reqInterval $=100 \times$ timebase], |
| , external gate disabled |
| PRINT "FSKdrive: Error after calling dig. Block.pg.config: "; ens |
| ${ }_{\text {FSKdrive }}=1$ |
| END 19 |
| CASE 1 'Arm for dMA transfer |





```
cismo IF
    *)
```



```
    M
    iElens= =0: Dit: =1, Paramoters formenoryry rout ines
    Mackround measurenentsingasta
    *)
    M, LQuit =0,Clear quit flag
```



```
        \, (t)
        c
        *)
        *)
        m= mst (J) 'FF patern and array storage pointer this cycle
        M,
        *)
```






```
            M,
```



```
            ENO IF AMGG Mveform,&mSeq(j) from XNS to ANEG
```





```
            lol
            Mafter eachtriger,
        EnD IF TPMP
        Send command to FF and CS detuning synthesizers
```



```
        M,
        *)
        M,
        lol
        M
            *)
```







Ex












'rompensate for phase error of ADS-431 going from 3rd to 4th pi/2
${ }_{\text {EnO }}^{\text {Enp }} \mathrm{IF}$






, See up to start aquistition on $r$ rising trigger fro




ELISE ${ }^{\text {nsart }}=$ nstart +

```
    ENN IF
    W,Wat, untiI conversion complete
    M,
```



```
        | patern ended Its cycle properly,
            *)
```





```
    C=0,
```





```
M,
IF
*)
    \,Set the DAS-16 channel Lmits, using mode 1 to sample channel O
    M,
            M, Plot and sum the A/D samples
            {
            sum= sum + y (y- Bck4(j, 0) / yysc)
            *)
            MExTM I
            \begin{subarray}{c}{\mathrm{ sum, = sum, nsamp}}\\{\mathrm{ visplay backround value}}\\{\mathrm{ Dimen}}\end{subarray}
            cosmol
            Myc}=29:1\timesC=7
```



```
            ENDIF
    \Mceck for any keypress
        *)
        M,
        IF af= "q" THEN muser, Return to menu
```



| LOCATE 5, 2: PRINT "Point \#"; STR\$(iPlot); <br> INPUT ": Back step amount $=$ "; as: ia = VAL (as) <br> LBckStp $=($ ia $>0)$ Only backstep if positive input IF iBckStp THEN IF iBckStp THEN <br> $i=i P l o t-i a ' i+1$ is value of $i$ for next measurement IF $i<-1$ THEN $i=-1$ <br> WHILE $((i \operatorname{Blk}-1) *$ nSteps $/(n B l k-1))>i$ iBlk $=$ iBlk -1 LOOP <br> iBck $=0$ 'Don't let iBlk advance <br> 'Redetermine the extrema in case they've been erased <br> FOR $j j=1$ TO nSeq <br> dum $=\operatorname{sig}(j j, 2,1 i)$ <br> IF dum $>\operatorname{sMax}(j j)$ OR ii $=0$ THEN $s \operatorname{Max}(j j)=\operatorname{dum}: f \operatorname{Max}(j j)=\operatorname{sig}(j j, 1$, ii <br> IF dum $<\operatorname{sMin}(j j)$ OR ii $=0 \operatorname{THEN} \operatorname{sMin}(j j)=\operatorname{dum}: \operatorname{fMin}(j j)=\operatorname{sig}(j j, 1$, ii <br> END IF <br> END IF <br> IF iWait THEN nWait $=2^{\prime}$ Don't record data until keypress <br> iValid $=$ (nWait $=0$ ) 'Data invalid if exit before nWait=0 <br> iValid THEN <br> Sig4 $=$ Sig4 + sum 'Include data in sum <br> ELSE <br> nRptCnt $=$ nRptCnt +1 'Increment nRptCnt <br> nWait $=$ nWait -1 'Decrement nWait <br> LOOP WHILE (nRptCnt <= nRptC) AND NOT (iQuit OR iBckStp) <br> IF iValid THEN 'Check for minimum or maximum and plot <br> 'average acquired tilt values: <br> ntlt $=n t l t+1$ <br> tltys $=$ tltys + thtx <br> LOCATE 14, 10 itlty <br> PRINT "X:"; itltx; ", "; itltx/4095 * 10; ", "; tltxs/4095 * 10/ntlt; ", "; ntlt <br> LOCATE 15, 10 <br> PRINT "Y:"; itlty; ", "; itlty/4095*10; ", "; tltys/4095 * $10 /$ ntlt; ", "; ntlt Sig4 = ysc * Sig4/ nRptC <br> Sig4 $=$ Ysc $* \operatorname{Sig} 4$ Sig4 $=$ Sig $4 /$ nRptC <br> $i X=\operatorname{CINT}(S C X *(i+((m-1)$ AND 1$) *$ nSteps $))$ <br> IF iBck THEN 'Save and plot background value <br> Bck4(j, iBlk) $=\operatorname{Sig} 4$ <br> Subtract background (Use 1st bckgnd pt, average bckgnd's later) <br> dum $=\operatorname{Sig} 4-\operatorname{Bck} 4(j, 0)$ <br> 'Make room for circles IF iX < 3 THEN $i X=3$ <br> IF $i x>n X p t s-3$ THEN $i x=n X p t s-3$ <br> dum $=$ dum $/ \mathrm{ysc}$ <br> FOR $k=0$ TO 3 'Plot points on screen if valid <br> IF dum > -.25 AND dum < 1 THEN <br> END IF <br> dum $=$ dum * 10 <br> NEXT $k$ <br> ELSE 'Save and plot signal value <br> sig(j, 2, i) $=$ Sig4 <br> $\mathrm{dum}=\operatorname{Sig} 4-\operatorname{Bck} 4(j, 0)$ <br> 'Print present, high, and low signals <br> IF dum $>\operatorname{sMax}(j)$ OR $i=0$ THEN $\operatorname{sMax}(j)=\operatorname{dum}: f \operatorname{Max}(j)=\operatorname{sig}(j, 1, i)$ <br> $\operatorname{IF}$ dum $<\operatorname{sMin}(j)$ OR $i=0 \operatorname{THEN} \operatorname{sMin}(j)=\operatorname{dum}: \operatorname{fMin}(j)=\operatorname{sig}(j, 1, i)$ <br> iyC $=15 * \mathrm{~m} 2-13:$ ixC $=45-40$ * (m MOD 2) <br> LOCATE iyC, ixC: PRINT USING smask; dum; : PRINT USING fmask; sig(j, 1, i); LOCATE $\mathrm{iyC}+1$, ixC: PRINT USING smask; sMax(j); : PRINT USING fmask; fMax (j) |
| :---: |


| LOCATE iyC +2 , ixC: PRINT USING smask; sMin(j); : PRINT USING fmask; fMin(j) Plot data points over four orders of magnitude dum $=\operatorname{dum} / \mathrm{ysc} / 10$ <br> FOR $k=0$ TO 3 <br> IF dum $>-.25$ AND dum < 1 THEN <br> PSET (iX, SCY * $(\mathrm{m} 2-.2-.8$ * dum $)$ ), $10+k$ <br> END IF <br> NEXT $k$ <br> END IF <br> $j=j+1$ <br> LOOP WHILE ( $\mathrm{j}<=\mathrm{nSeq}$ ) AND iValid <br> iBlk = iBlk - iBck 'Advance background pointer <br> $i=1-$ (NOT iBck) 'Advance point counter except after backgrounds |
| :---: |
| 'Set AWFG running continuously <br> CON = iCON AND \&HFD 'Set NSCN=0 (-> continuous) <br> OUT aCON, ICON 'Stop AWFG and set NSCN=0 <br> Reset AWFG board address pointers and end-of-scan address <br> OUT aSCL, 0: OUT aSCH, 0 <br> 'For cw operation, the last gate sample must cause the AWFG pattern to <br> wrap back around to sample \#0. (For single shot, setting START=1 did <br> this. Consequently, for a fixed gate pattern, one point must be <br> dropped from the AWFG pattern. Since the first and last point are both <br> at 0 , it doesn't hurt to eliminate the last point. <br> iSCL $=(1$ Arb $\&-2)$ MOD $\& H 100:$ iSCH $=\operatorname{INT}((1 A r b \&-2) / \& H 100)$ <br> OUT aSCL, iSCL: OUT aSCH, iSCH <br> OUT a8254, 8 H 30 'Program 8254 Counter $\# 0$ for 1 cycle <br> OUT aCT0, 1: OUT aCT0, 0 'Low byte, high byte <br> OUT aCON, ICON OR 1 'Set START bit for AWFG pattern |
| IF IAuto $=1$ THEN iQuit $=-1^{\prime}$ DOn't save data <br> Unlock and free memory for DMA transfers <br> nErr $=$ NI. DAQ.Mem. Unlock $\frac{1}{2}$ (AHDI\%) <br> IF nErr THEN PRINT "NI.DAQ.Mem. Unlock for A/D: Error \#"; nErr <br> nErr $=$ NI. DAQ.Mem.Free\% (AHDL\%) <br> IF nErr THEN PRINT "NI.DAQ.Mem.Free for A/D: Error \#"; nErr <br> nErr $=$ NI. DAQ.Mem. Unlock\% (FHDL\%) <br> IF nErr THEN PRINT "NI.DAQ.Mem. Unlock for FSK: Error \#"; nErr nErr $=$ NI.DAQ.Mem. Freez (EHDL\%) <br> IF nErr THEN PRINT "NI.DAQ.Mem. Free for FSK: Error \#"; nErr |
| ```IF NOT iQuit THEN 'Save the data to the hard disk k0 = 3'Maximum scale for plotting FOR j = 1 TO nSeq Calculate average offset over all background readings AveBck4(j) = 0 FOR i = 0 TO nBlk - 1 AveBck4(j) = AveBck4(j) + Bck4(j, i) NEXT i AveBck4(j) = AveBck4(j) / nBlk 'Process raw signal and generate statistics with average offset sum = 0: sum2 =0 FOR i = 0 TO nSteps Scale and subtract offsets sig(j, 2, i) = sig(j, 2, i) - AveBck4(j) sum = sum + sig(j, 2, 1) NEXT i Ave (j) = sum / (nSteps + 1) 'Average signal sd(j) = SQR((sum2 - (nSteps + 1) * Ave(j) ^ 2) / nSteps)'Standard deviation of signal IF Ave(j) <> 0 THEN ElSE frac(j) = ABS (exp2 * sd(j) / Ave(j)) 'Fractional rms noise in the signal frac(j) = 0``` |



cocming
cocming


l Save number of steps and number of sequences
l Save number of steps and number of sequences
Save frequency/signal pair
Save frequency/signal pair
k=0 To nsteps
k=0 To nsteps
M
M
\
\
M NEXT j
M NEXT j
MEXT k
MEXT k
,Save numerical parameters
,Save numerical parameters
MRINT \#1, nPi \# "\#.\#\#\#\#\#\#\#\#; Tint\#
MRINT \#1, nPi \# "\#.\#\#\#\#\#\#\#\#; Tint\#
M Parameters for fit and Plot40 programs
M Parameters for fit and Plot40 programs
PRRNT \#1, mseq(j)
PRRNT \#1, mseq(j)
\# \#1, USING fEmt; fCAve\#(mSt(j))
\# \#1, USING fEmt; fCAve\#(mSt(j))
'Save graphing parameters and \# of lines of statistics for Plot?
'Save graphing parameters and \# of lines of statistics for Plot?
M,
M,
'two 1ines added for tilt values
'two 1ines added for tilt values
Print interferometer sequence as col
Print interferometer sequence as col
M,
M,
PRINT \#1,d; "F=4 Backgnd:";
PRINT \#1,d; "F=4 Backgnd:";
ELSE
ELSE
END IF_1, To nseq
END IF_1, To nseq
NEXT NT
NEXT NT
M,
M,
\
\
PRTINT \#1, USING sigexp; sMax(j);
PRTINT \#1, USING sigexp; sMax(j);
pRINT \#1, d; "€ fMax (Hz):";
pRINT \#1, d; "€ fMax (Hz):";
FOR j=1 To nseq (1)
FOR j=1 To nseq (1)
M
M
M,
M,
NEXINT \#1,d; "efMin (Hz):"
NEXINT \#1,d; "efMin (Hz):"
MONj=1 To nseq
MONj=1 To nseq

## C.1.3 PlotFit.BAS

The PlotFit module is used to graphically display and fit the data. The fit code is a subset of the main fit code Fit.C given in section C.2.


```
CONST DontVary = 0, Dovary = - - , AutoVary = 1 
'Sstamid
\ Variables for A/D board (1/D requires iParLst() be Static
MIM iparlst (15) 'A/D Driver
`variables for plot subroutin
Common variables for A/D board
Common variables for Plot subroutines,
soynamic
9 iErr= =-1
    RINT "Plot: File I/O Error. Press any key to continue."
    *)
99 (iErr = -1
    END
\begin{subarray}{c}{\mathrm{ REM SSTaIIC}}\\{\mathrm{ DEFINT I-N}}\end{subarray}
SUB covst(mFit, ia(), covar())
(c) Copr. 1986-92 Numerical recipes Software #22Zr!!!-3.
IM i, j, k
    \Clear outer elements of covar()
    <Expand covar() back into original parameter space
lol
    lol
    NEXTD ['m
ERASE I, j, k
END SUB 'covsrt
SOB Fit2 (Tint, nPts, nSeq, of(), amp(), idisc(), parm(), psd(), chi(), nErrFit())
M,
M
* sigma points, and then refits the data.
Tint, is the time between pi/2 pulses. 1/Tint is the fringe spacing.
NS, is the number of data ponints
*)
```




FOR i=2 TO imax
FOR i=2 TO imax
M,
M,
lol
lol
M,
M,
NEXT i\frac{1}{4}
NEXT i\frac{1}{4}
IF p1% >= 20 THEN PRINT "Scaling data.",
IF p1% >= 20 THEN PRINT "Scaling data.",
OR i = 1 TO nrts
OR i = 1 TO nrts
*)
*)
IEX nData <= nParm + 1 THEN nErrFit = ERRTooFewPts: Goto FitGexit
IEX nData <= nParm + 1 THEN nErrFit = ERRTooFewPts: Goto FitGexit
Set initial parameters
Set initial parameters
Marminit (1) = 1
Marminit (1) = 1
marminit (3)=ABS(xd(i1) -xd(i2))/2/xrng
marminit (3)=ABS(xd(i1) -xd(i2))/2/xrng
Frit =0* % parameters to vary in the ri
Frit =0* % parameters to vary in the ri
2Pass =0'% of additional parameters to vary in 2nd pass
2Pass =0'% of additional parameters to vary in 2nd pass
foritparm(i) = parminit(i)
foritparm(i) = parminit(i)
*)
*)
M2Pa(i) = DontVary
M2Pa(i) = DontVary
{}\begin{array}{l}{\operatorname{pvary(i) = pvinit (i)}}<br>{\mathrm{ ENDIt (it mFit - (pvary (i) = Dovary)}}
{}\begin{array}{l}{\operatorname{pvary(i) = pvinit (i)}}<br>{\mathrm{ ENDIt (it mFit - (pvary (i) = Dovary)}}
NEXD IF
NEXD IF
\#(1)
\#(1)
lol
lol
NEXT i
NEXT i
M,
M,
c
c
IF pl% > 0 then locate 1, 1: print head
IF pl% > 0 then locate 1, 1: print head
IF P18>0 THEN LOCATE 1, 1,
IF P18>0 THEN LOCATE 1, 1,
IN
IN
clol
clol
lol
lol
*)
*)
*)
*)

Cl
Cl
l
l
M
M
END IF - nDiscard <= nParm + 1 THEN nErrFit(j) = ERRTooFewPts: GoTO Fit2End
END IF - nDiscard <= nParm + 1 THEN nErrFit(j) = ERRTooFewPts: GoTO Fit2End
chisq = 0: aLamda = -1! \
chisq = 0: aLamda = -1! \
IF p1% > O THEN
IF p1% > O THEN
lol
lol
*)
*)
*)
*)
*)
*)
*)
*)


MO: LOOP WHIL NRKE
MO: LOOP WHIL NRKE
END IF Im
END IF Im
IF Lamda)
IF Lamda)
iter = iter + +
iter = iter + +


da)
da)
IF nErFFit GoTO FitGexit
IF nErFFit GoTO FitGexit
EEND IF
EEND IF
Return paramters to oriqinal scale
Return paramters to oriqinal scale
parm(1) =yrng * parm(1)
parm(1) =yrng * parm(1)
parm(2)=xrng *parm(2) +xoff
parm(2)=xrng *parm(2) +xoff
*)
*)
parm(4)=yrng* parm(4) +ymin
parm(4)=yrng* parm(4) +ymin
chi =yrng \hat{c}
chi =yrng \hat{c}
MRINT "Pres any key to continue."
MRINT "Pres any key to continue."
cic
cic






nErrFit =
nErrFit =
itGexit:
itGexit:
ERASE parminit, fitparm, dp, covar, alpha, x, y, pvinit, pvary
ERASE parminit, fitparm, dp, covar, alpha, x, y, pvinit, pvary
M,
M,
END SUB 'funcs
END SUB 'funcs
MEMYYNMIC L**********************************************************
MEMYYNMIC L**********************************************************
G/aus-Jordan elimination routine from Numerical Recipes,
G/aus-Jordan elimination routine from Numerical Recipes,
(C) Copr. 1986-92 Numerical Recipes Software *o2zr!5!-3.
(C) Copr. 1986-92 Numerical Recipes Software *o2zr!5!-3.
Functron GaussJz (N, A(), B()
Functron GaussJz (N, A(), B()
isoynamic
isoynamic
DIM big, dum, pivinv
DIM big, dum, pivinv
{
{
OR i = 1 TO N 'Loop over columns to be reduced
OR i = 1 TO N 'Loop over columns to be reduced
| j = 1 To n Outer loop of search for pivot elements
| j = 1 To n Outer loop of search for pivot elements
l
l
IF ABS(A (j, k) ) = big THEN
IF ABS(A (j, k) ) = big THEN
MiRO= = {
MiRO= = {
ELSN
ELSN
ND IPIV(A)S 1 then GaussJ% = ERRNRSingMat: goto GJexit
ND IPIV(A)S 1 then GaussJ% = ERRNRSingMat: goto GJexit
N\mp@code{NEXT N}
N\mp@code{NEXT N}
M,
M,
ORR1=1 To N: SWAP A(iRow, 1), A(iCO1, 1): NEXT 1
ORR1=1 To N: SWAP A(iRow, 1), A(iCO1, 1): NEXT 1
No IF
No IF
dx(i) = iRow
dx(i) = iRow
N
N
nv = 1!/ A(14001, icol
nv = 1!/ A(14001, icol
R1=1 T0 N: A(iCol, 1) = pivinv * A(icol, 1): NEXT 1
R1=1 T0 N: A(iCol, 1) = pivinv * A(icol, 1): NEXT 1
M
M
M, <lCol THEN
M, <lCol THEN
M(1)
M(1)


CNscramble the column interchanges
CNscramble the column interchanges
indxr(1)>> indxc(1) THEN, infxr(1)), A(k,indxc(1)): NEXT }
indxr(1)>> indxc(1) THEN, infxr(1)), A(k,indxc(1)): NEXT }
ENODI
ENODI
GaussJ%% =0
GaussJ%% =0
\, (ERASE big, dun, pivinv, I, iCol, iRow, j, k, 1, l1
\, (ERASE big, dun, pivinv, I, iCol, iRow, j, k, 1, l1

M,
M,
c
c
END function '1Fit
END function '1Fit
\ Shift the angle phi by 2*pi steps so that it lies between +-pi.
\ Shift the angle phi by 2*pi steps so that it lies between +-pi.
FUNCTION mod2pi (phi)
FUNCTION mod2pi (phi)
j=\operatorname{INT (ABS(phi) +pi) / twopi)}
j=\operatorname{INT (ABS(phi) +pi) / twopi)}
mod2pi = j
mod2pi = j
ND function 'mod2pi
ND function 'mod2pi
i
i
'spynamic
'spynamic
MIM ymod, wt, dy, dyda(1 To nParm
MIM ymod, wt, dy, dyda(1 To nParm
FOR f=1 TO nFit, Initialize (symmetric) alpha() and beta()
FOR f=1 TO nFit, Initialize (symmetric) alpha() and beta()
NEXT
NEXT
chisq =0! To noata, Summ over all data to get alpha(), beta(), and chisq
chisq =0! To noata, Summ over all data to get alpha(), beta(), and chisq
\= y(1)-ymod
\= y(1)-ymod
la (1) THEN
la (1) THEN
wt=dyda
wt=dyda


j, k) + wt * dyda (m
j, k) + wt * dyda (m


<c<c
<c<c
NEXT i=2 ro nEit 'Fill the symmetric side of alpha()
NEXT i=2 ro nEit 'Fill the symmetric side of alpha()
alpha(k,j)= alpha(j,k)
alpha(k,j)= alpha(j,k)
NENEX j
NENEX j
ERASE ymod, wt, dy, dyda, I, j, k, l,
ERASE ymod, wt, dy, dyda, I, j, k, l,
END SUB 'mrqcof
END SUB 'mrqcof
REM \$STATIC
REM \$STATIC

# 

# 

\prime, (C) Copr. 1986-92 Numerical Recipes Software \#02Zr!$!-3.
\prime, (C) Copr. 1986-92 Numerical Recipes Software #02Zr!$!-3.
FUNCTION mrgmin (nData, x(), y(), nFit, A(), ia(), covar(), alpha(), da(), chisq, aLamda)
FUNCTION mrgmin (nData, x(), y(), nFit, A(), ia(), covar(), alpha(), da(), chisq, aLamda)
ll
ll
lol
lol


c
c
'Augment diagonal elements of nonlinear fitting matrix
'Augment diagonal elements of nonlinear fitting matrix
l
l
covar(j, j)=alpha(j, j) + (1! (1)+ aLamda)
covar(j, j)=alpha(j, j) + (1! (1)+ aLamda)
MEXT bea(j)= da (j)
MEXT bea(j)= da (j)
'Find the matrix solution
'Find the matrix solution
NEFr= GausJ\&(nFit, covar(), beta()),
NEFr= GausJ\&(nFit, covar(), beta()),
IF aLamda = = THEN 'Expand covar() back into original parameter space
IF aLamda = = THEN 'Expand covar() back into original parameter space
Mrqmin =0
Mrqmin =0
END I
END I
\
\
FOR 1 = 1 TO nparm
FOR 1 = 1 TO nparm
ELSE}=j+1:\operatorname{atry(1)=A(1) + beta(j)
ELSE}=j+1:\operatorname{atry(1)=A(1) + beta(j)
\#\#NDIF(1) =A(1)
\#\#NDIF(1) =A(1)
M, END
M, END
IF chisg < ochisq THEN 'Accept new solution
IF chisg < ochisq THEN 'Accept new solution
FOR j = = 1 To nFit
FOR j = = 1 To nFit
FOR k=1 To nFit: alpha(j, k)= covar (j, k): = NEXI k
FOR k=1 To nFit: alpha(j, k)= covar (j, k): = NEXI k
MEXT j
MEXT j


Mrqmin =0
Mrqmin =0
\ERASE atry, beta, ochisq, j, k, l, m, nErs
\ERASE atry, beta, ochisq, j, k, l, m, nErs
END FUNCTION 'mrqmin
END FUNCTION 'mrqmin
REM \$STATIC
REM \$STATIC
SUB Plot (mode, Flnms, psc)
SUB Plot (mode, Flnms, psc)
then uses the Fit routines to fit interferometer signals to sine
then uses the Fit routines to fit interferometer signals to sine
lol
lol
CNST
CNST
l
l


*)
*)
*)
*)
lolm,
lolm,
Prepare to print summary results
Prepare to print summary results
col
col
MER=0
MER=0
EN F1mmPS FOR INPUT AS
EN F1mmPS FOR INPUT AS


l
l
cNocmic
cNocmic
ON ERROR GOTO 99 'Error routine for reading past end of file
ON ERROR GOTO 99 'Error routine for reading past end of file
IF ABS (psc) < .0001 THEN psc = 1
IF ABS (psc) < .0001 THEN psc = 1
M
M
INPPT \#1, nSteps, nSe
INPPT \#1, nSteps, nSe
lol
lol
DIM BCk (1 To nseq)
DIM BCk (1 To nseq)
R i=0 To nSteps
R i=0 To nSteps
i =0 THEN, Determine formatting of data
i =0 THEN, Determine formatting of data




*)
*)
*)
*)
*)
*)
ELSE
ELSE
M,
M,
len% = tlens - flens
len% = tlens - flens
IFND IFrr Goro 200
IFND IFrr Goro 200



|  |
| :---: |
|  |
| ${ }^{200} \mathrm{c}_{\substack{\text { cus } \\ \text { On error goto }}}$ |
| ERASE parm, psd, Aexp, scA, Bexp, scB, chi, nErrFit ERASE freq, ampl, cor, Bck <br> PRINT "Leaving plot" <br> EXIT SUB |
|  |
|  |
|  |



```
    M,
    ELSE FOR j=1 ro nseq
```




```
Graph: 'Plot the data and fit results on the scree
    c
    *)
    M,
    *)
        *)
        IF j= j0 THENN Srigh white for current selection
```



```
    {
    IF iFit THEN 'Print fit parameters
```





```
        cismemorem
    END IF
    *)
    cic
    nfrriti(i) =0 THEN 'Valid fit -> Hist paraneter values
        *)
```




```
        {
        *)
            *)
        M, ENOCATE iy +2, ix; PRNNT USING fmtks; parm(3, f);
```






```
*)
```



## C. 2 Fit.C

The Fit.C code compiled in Borland Turbo C++3.0 and running under DOS takes the output data files from the AltInt.BAS program described in Section C. 1 and fits the interferometer fringes using the non-linear least-squares fit algorithm based on the Levenberg-Marquardt method of root finding [50]. It can fit two conjugate interferometer fringes simultaneously and also display the results graphically. All of our interferometer data was fit using this code.



| $1 \mathrm{t}=$ localtime ( $\delta \mathrm{t}$ ); <br> sprint f(ds, "802i/802i/802i", 1t->tm_mon+1,1t->tm_mday, 1t->tm_year); <br> sprint $f(t s, " 8021: 802 i: 802 \mathrm{i}$ ", $1 \mathrm{t}->$ tm_hour, $1 \mathrm{t}->\mathrm{tm}$ _min, $1 \mathrm{t}->\mathrm{tm}$ _sec) ; |
| :---: |
| /* external routines: */ <br> extern int strfind(char *s1, char *s2); <br> int isnum (char c) // is "c" part of a number? |
| return ( $\left(\mathrm{c}==^{\prime}+^{\prime}\right)\left\\|\left(\mathrm{c}==^{\prime}-^{\prime}\right)\right\\|\left(\mathrm{c}==^{\prime} .^{\prime}\right) \\|$ isdigit (c) ) ; |
| int main(int narg, char **argstr) |
| char |
| dat fn [30], /* data file name */ |
| outfn 301 /* output fire name */ |
| ds [9],tss [9], "zz" // date and time |
| xunits [10] = "Hz", |
|  |
| parmame [8] [2] = ("", "A", "B", "C', "D", "A", "B", "D" ) |
| int |
| graphdriver $=$ DETECT, graphmode, |
| version, /* version number for input file format */ |
| $\mathrm{ns}, \mathrm{nstep}, \quad / *$ number of steps in each interferometer sequence */ |
| ni , nseq, nis 1414. |
| nis [4], \% indeces to sorted 1 ist of interferometers |
| dohead $=$ ' TRUE, // should I print a header for the |
| $\operatorname{conj}[4]=\{1,0,3,2\}, / *$ ref., numbers for the conjugate interferometers */ |
| -11, hi1, hi2, hi3, hi4, |
| npi, /* number of pi pulses */ |
|  |
| nxpz, nxnz, /** of pos., neg. going zero-crossings */ |
| istext = TRUE, /* is current screen textual (or graphical)? */ |
| donegraph $=$ FALSE, /* already plotted data? */ donefit $[4]=($ FALSE, FALSE, FALSE, FALSE $)$, |
| /* already fit the data for each interferometer? |
| $\underset{\sim}{/ /+24 .} \mathbf{/ 2 5}$ : dosimfit, $\quad / *$ do simultaneous fit of two data sets? |
| dosimfit, dsf0 = True, // do simultaneous fit of two data sets? |
| dispparm = FALSE, /* show parameter values after each fit iteration |
|  |
| showfit $=$ FALSE, itable, |
|  |
| 1: 2: coneral options |
|  |
| pvary [8], pvinit [8], /* how this parameter is varied in fit: |
| $0=$ Nor varied $1=$ varied |
| $2=$ not varied, then varied */ |
| n2pass, ndata, /* number of parameters varied in 2 passes */ /* of data points within 3-sigma to use in |
| ndata, nignore, |
|  |
| ndipfit [4], $/ *$ number of points used in each fit */ |
| nfpfit [4], /* number of free parameters used in each fit |
| row, col, (* row and column in initial fit-patameter table |
| locx [3] [2] $=(116,27),(48,48),(41), 52)]$, /* positions of columns |
| locy $[3][4]=(13,4,5,6),(8,9,910,9),(3,4,6,6\})$, /* positions of rows */ |
| npts, color, |
| color, /* color to draw points */ <br> iac $=1 ;$ $/ *$ auto-command index $* /$ |
| float |
| TI, /* time between Pi pulses */ |



| fscanf(in_fp, " 8 i \n", \&version); <br> if (version != VER) <br> cprintf("fit: input file '\%s' has wrong version number. $\backslash x \backslash \mathrm{n}$ ", INFN ); bye ( 1,0 ); <br> /* <br> * default values for fit code: */ <br> npts $=500$; <br> nparm $=4$; <br> pvinit [1] = YES; <br> pvinit $[2]=$ YES; pvinit $[3]=$ <br> pvinit $[3]=$ NO; pvinit $[4]=$ <br> pvinit[5] = YES; <br> pvinit [6] = YES; <br> pvinit [7] = YES; <br> do 1 <br> $1=30$; <br> if (fgetline (in_fp, dat $f n, \& 1)$ ) ( <br> cprintf("fit: ERROR reading input file. $\backslash \mathbf{r} \backslash \mathbf{n} ")$; <br> bye ( 1,0 ); <br> if $(1>0)$, <br> clrscr(); <br> /* reset initial values */ <br> hasint [0] = hasint[1] = hasint[2] = hasint [3] $=-1$; <br> inti $=0$; <br> istext $=$ TRUE; <br> donegraph = FALSE; <br> donefit $[0]=$ donefit [1] = donefit [2] = donefit [3] = FALSE; <br> /* read input data file */ <br> if ((dat_fp=fopen (dat $f n, " r t "))==$ NULL) ${ }^{\text {cprint } f(" f i t: ~ E R R O R ~ o p e n i n g ~ i n p u t ~ d a t a ~ f i l e, ~} \% s^{\prime} . \backslash r \backslash n "$, dat $\left.f n\right)$; bye ( 1,0 ); <br> 1 <br> cprintf("Reading interferometer data from file $\% \mathbf{s s}^{\prime} . \backslash \mathbf{r} \backslash \mathrm{n} "$, dat $f n$ ); fscanf (dat_fp,"\%i\n", \&nstep); <br> if (nstep < 1) dataerr (1); <br> if $($ (nseq < 1) \|| (nseq > 4)) dataerr(2); <br> /* now that we know how many interferometers and data points are in this data file, allocate the required storage space */ <br> bool $1=$ FALSE; $j=2^{\star}$ (nstep +1$)$ <br> if $\left(\left(\right.\right.$ xdata= $($ float $*)$ malloc ( ${ }^{*} *$ sizeof $($ float $\left.\left.)\right)\right)==$ NULL $)$ booll $=$ TRUE; xdata--; /* starting index $=1$ */ <br> if ((ydata=(float *) malloc (j*sizeof(float)))==NULL) booll = TRUE; ydata--; /* starting index $=1$ * <br> if $(($ sdata $=($ float $*)$ malloc (j*sizeof(float) )) $)==$ NULL $)$ booll = TRUE; <br> if $(($ res $=($ float $*)$ malloc $(j *$ sizeof $($ float $)))==$ NULL $)$ booll $=$ TRUE; <br> res--; /* starting index $=1$ */ <br> if $\left(\right.$ (of $=\left(\right.$ float $\left.{ }^{* *}\right)$ malloc (nseq*sizeof(float $\left.\left.\left.{ }^{*}\right)\right)\right)==$ NULL $)$ booll $=$ TRUE; <br> if $(($ amp $=(\mathbf{f l o a t} * *)$ malloc (nseq*sizeof(float $*)))==$ NULL) booll = TRUE; <br> if $($ (badpt $=($ int $* *)$ malloc (nseq*sizeof (int *) )) $==$ NULL) booll = TRUE; = nstep +1 <br> f $($ parm $=($ float $* *)$ malloc (nseq*sizeof $($ float $*)))==$ NULL $)$ booll = TRUE; <br> if $((\mathrm{psd}=(\mathbf{f l o a t} * *)$ malloc (nseq*sizeof(float *))) $==$ NULL) booll = TRUE; <br> for ( $i=0 ; i<n s e q ; i++)$ i <br> if $\left(\right.$ (of $[1]=\left(\right.$ float $\left.{ }^{*}\right)$ malloc (j*sizeof(float $\left.\left.)\right)\right)==$ NULL $)$ booll $=$ TRUE; <br> if $\left(\left(\operatorname{amp}[i]=\left(\right.\right.\right.$ float $\left.{ }^{*}\right)$ malloc $\left(j^{*}\right.$ sizeof(float) $\left.\left.)\right)\right)==$ NULL $)$ booll = TRUE if $\left(\right.$ (badpt $[i]=\left(\right.$ int $\left.{ }^{*}\right)$ malloc $\left(j^{*}\right.$ sizeof $($ int $\left.\left.)\right)\right)==$ NULL $)$ booll $=$ TRUE; <br> if $(($ parm $[i]=($ float $*)$ malloc $(7 *$ sizeof(float $)))==$ NULL $)$ booll = TRUE; <br> parm[i]--; /* starting index $=1 \quad$ */ <br> if $(($ psd $[\mathrm{i}]=($ float *) malloc $(7$ *sizeof $($ float $)))==$ NULL $)$ booll $=$ TRUE; <br> psd[i]--; <br> if (bool1) ( <br> cprintf("fit: ERROR allocating dynamic memory. $\backslash \mathbf{r} \backslash \mathrm{n} "$ ); <br> bye ( 1,0 ); <br> /* continue loading in the data */ |
| :---: |


|  |
| :---: |

 ${ }_{f} 1=f 2 ;$

| $\mathrm{xpz} /=\mathrm{nxpz}$ <br> $\mathrm{xnz}=\mathrm{xnz} / \mathrm{nxnz}+\mathrm{Pi} ;$ <br> mod2Pi ( $\& x n z, 0,0)$; <br> $x z e r o[n i]=(x p z+x n z) / 2.0$; <br> cprintf(" $\backslash \mathbf{r} \backslash \mathbf{n}$ Fringe Statistics: $\backslash \mathbf{r} \backslash \mathbf{n} ")$ <br> cprintf("Int Mean Std Dev Min Max Zero(rad) $\backslash r \backslash n "$ ); <br> cprint $f(" \% 2 i$ \% 8.2 E \% 8.2E \% 8.2E \% 8.2E \% 8.2E $\backslash r \backslash n "$, iref $[\mathrm{ni}]$, <br>  <br> cprintf (" $\backslash \mathbf{r} \backslash$ nany key to continue $\ldots \backslash r \backslash n$ ") |
| :---: |
| MainLoop: do <br> if <br> textcolor (LIGHTGRAY) ; <br> gotoxy (1,1); <br> cprintf("\%s has interferometers:", datfn); <br> for ( $\mathrm{ni}=0$; ni <nseq; $\mathrm{ni}++$ ) <br> f (ni == inti) <br> else <br> textcolor (LIGHTGRAY) ; <br> cprintf("\%2i", iref[ni]); <br> f (donefit[ni]) <br> lse <br> cprintf(" "); <br> textcolor (LIGHTGRAY); <br> cprintf(" $\backslash \mathbf{r} \backslash \mathbf{n} \mathbf{g}$ - graph data $\backslash \mathbf{r} \backslash \mathbf{n} ")$; <br> cprintf(" s - savera\} ( \mathbf { n } ^ { \prime \prime } ) <br> oprintf("1..4 - select interferometer $\left.\backslash \boldsymbol{r} \backslash \mathbf{n}^{\prime \prime}\right)$; <br> $\begin{array}{ll}\text { cprintf(" } \\ \text { cprintf } & \left.\text { - next data file } \backslash \mathbf{r} \backslash \mathbf{n}^{\prime \prime}\right) \text {; } \\ \left.\text { - fit all interferometers, save results, goto next data file } \backslash r \backslash n^{\prime \prime}\right)\end{array}$ <br> cprintf(" A - fit all data files, save results, quit $\backslash \mathbf{r} \backslash \mathbf{n} ")$; <br> - quit(r(n") <br> switch ( $\mathrm{c}=$ getautoc (\&iac)) ( <br> do l <br> f (istext) <br> initgraph(\&graphdriver, \&graphmode, BGIDIR); <br> cprintf("fit: ERROR initializing graphics. $\backslash r \backslash n ")$; <br> bye ( 1, nseq) ; <br> istext = FALSE; <br> if (!donegraph) ( <br> donegraph = TRUE; <br> $\operatorname{scrnX}=$ getmaxx (); Scrn $Y=$ getmaxy ( $) ;$ <br> NColor $=$ getmaxcolor() <br> winx1 $=50 ;$ winy1 $=30 ;$ <br> winy1 $=30 ;$ winx2 $=$ Scrn $X-$ winx1; <br> winy $2=$ Scrny - winy1; <br> fitwx2 $=$ winx2 $-10 ;$ fitwx1 $=$ fitwx2 $-140 ;$ <br> fitwy1 $=$ winy1 $+10 ;$ fitwy $2=$ fitwy1 $+50 ;$ <br> setextrema (of [inti], amp [inti], nstep+1) <br> changescale(\&stepy, \&inty,1) <br> cleardevice(); |




textcolor (IIIGHTGRAY);
textcolor (IIIGHTGRAY);
//*25b
//*25b


if (dosimfit) ! _ parminit [5] = 1.0;
if (dosimfit) ! _ parminit [5] = 1.0;


cotoxy(1,1)
cotoxy(1,1)
*)
*)
*)
*)
gotoxy (1, 1ocy[1][0]);, fit the conjugate interferometer?ss<br>times\n",
gotoxy (1, 1ocy[1][0]);, fit the conjugate interferometer?ss<br>times\n",
cprintf("Display parameters after each fit iteration? \&s\r\n",
cprintf("Display parameters after each fit iteration? \&s\r\n",


comintf(") from the fitted curve.<br>\n");,
comintf(") from the fitted curve.<br>\n");,


(printf("ESC - return to main menu<br>\n"),
(printf("ESC - return to main menu<br>\n"),
M,
M,
it: (dosimfit) \
it: (dosimfit) \
M,
M,
col
col
varystr[pvinit[1]]);
varystr[pvinit[1]]);
l
l
Motoxy(i,j); ");
Motoxy(i,j); ");
do (
do (
\oty (locx [itable] [co1], locy [itable] [row]);
\oty (locx [itable] [co1], locy [itable] [row]);
*)
*)
(()(\mathrm{ itable==0) | |(itable==2))\&\&(col== 0)) |}
(()(\mathrm{ itable==0) | |(itable==2))\&\&(col== 0)) |}
{(0)=c;;
{(0)=c;;
if(sscanf(si,"8f\n",\mathrm{ spval)), }
if(sscanf(si,"8f\n",\mathrm{ spval)), }


l
l

\
\
\
), while(c:= (f');
), while(c:= (f');
), while(c:= (f');
\)whie(c:= '\mathbf{'');}
\)whie(c:= '\mathbf{'');}
\)whie(c:= '\mathbf{'');}
\,
\,
\,
lol
lol
lol
c
c
c
*)
*)
*)



*)
*)
*)



c
c
c
M,
M,
M,
M,
M,
M,
*)
*)
*)
Idsefef01 = ndata + 1;
Idsefef01 = ndata + 1;
Idsefef01 = ndata + 1;



*)
*)
*)
*)
*)
*)
|
|
|
/* yoftra = a.0; shift data from confugate interferometer, if necessary */
/* yoftra = a.0; shift data from confugate interferometer, if necessary */
/* yoftra = a.0; shift data from confugate interferometer, if necessary */
*)
*)
*)
Ydata[nata+1] = (amp
Ydata[nata+1] = (amp
Ydata[nata+1] = (amp
$$
\begin{subarray}{c}{1dseef(1)= ndata + 1;}\\{\mathrm{ nparm = %;}}\end{subarray}
$$
$$
\begin{subarray}{c}{1dseef(1)= ndata + 1;}\\{\mathrm{ nparm = %;}}\end{subarray}
$$
$$
\begin{subarray}{c}{1dseef(1)= ndata + 1;}\\{\mathrm{ nparm = %;}}\end{subarray}
$$






*)
*)
*)
c
c
c
\, %acate temporary scratch, space, (or fit routines*/;
\, %acate temporary scratch, space, (or fit routines*/;
\, %acate temporary scratch, space, (or fit routines*/;
M,
M,
M,
chisq = RunFEt (ditsparm, data, datat,y,yata, sdata, nparm, fitparm,
chisq = RunFEt (ditsparm, data, datat,y,yata, sdata, nparm, fitparm,
chisq = RunFEt (ditsparm, data, datat,y,yata, sdata, nparm, fitparm,
\t. if there are any "Autovary" parameters, run fit ggain */
\t. if there are any "Autovary" parameters, run fit ggain */
\t. if there are any "Autovary" parameters, run fit ggain */
if(\mathrm{ n2pase),}
if(\mathrm{ n2pase),}
if(\mathrm{ n2pase),}
*)
*)
*)

/* store fit results and clean up */


$1 /$ return to original scale: */










(prinessdisti) (i));
if (dosimfit)
elpe
els
$\underset{\text { printe }(" \ n ") \text {; }}{\text { else }}$














strcat (autocommand, s1);

Iac $=1$,
isauto $=$ TRUE;






if (didsparm)





${ }^{19}$

, chis
,' ${ }^{\text {c }}$






, resmean $I=$ natata;
$\underset{\substack{\text { resmean } h=\text { natata; } \\ \text { ressd }=\text { surt } \\ \text { Tessd }}}{ }$












,




*)
*)
*)
*)
*)
*)

nparm $=4$;
$\underset{\substack{1 /+24 \\ 1 /+24 \\ 1 /+250}}{\substack{1 \\ \hline}}$



| ```switch(type) line (gx-2,gy,gx+2,gy); break; 1ine (gx,gy-2,gx,gy+2); break; case DOT2 break; ase DOT1 fillellipse (gx, gy, 1, 1); break; line (gx-4,gy-4,gx+4,gy+4); line (gx-4, case LINE: Inneto(gx,gy); break; case POINT: default: putpixel(gx,gy,getcolor()); break;``` |
| :---: |
| void setextrema (float ${ }^{*} \mathrm{x}$, float ${ }^{*} \mathrm{y}$, int n ) <br> float minx, maxx, miny, maxy; /* extrema of the data */ <br> int i; <br> $\min x=\max x=x[0]$; <br> $\min y=\operatorname{maxy}=y[0]$; for $(i=1 ; i<n ; i++)$ <br> if $(x[i]>\max x) \max x=x[i]$; if $(x[i]<\min x) \min x=x[i]$; <br> $(y[i]>\operatorname{maxy}) \operatorname{maxy}=y[i]$ <br> $(y[i]<$ miny $)$ miny $=y[i]$; <br> autoscale(minx, maxx, nxdiv, \&leftx, \&stepx, \&intx); |
| void drawgrid(char *xunits, char *yunits) <br> int gxi,gy1,gleftx, gboty,gright $x, g t o p y$; <br> int gx[100], gy[100]; <br> i, j; <br> har si[80]; <br> int <br> ont = DEFAULT_EONT, <br> setcolor (LIGHTGRAY) ; <br> rtog (leftx, boty,\&gleftx, \&gboty) ; <br> rtog (leftx+stepx*nxdiv, boty+stepy*nydiv, \&grightx, \&gtopy) ; <br> mxnsd $=$ max (nxdiv*nxsubdiv, nydiv*nysubdiv); <br>  <br> for $(i=0 ; i<=n \times d i v ; ~ i+n)$ <br> rtog (leftx+i*stepx, boty, \&gx1, \&gy1) ; <br> line (gx1, gboty,gx1, gtopy); for( $j=0 ; j<$ (nydiv*nysubdiv); $j++$ ) <br> mydot( $\mathrm{gx} 1, \mathrm{gy}[\mathrm{j}]$, TICKX1); <br> for ( $i=0$; $i<=$ nydiv; $i++$ ) |



```
int mod2P({float tphi, float cent)
    float _
    \
    nt modzPid(double tphi,double cent)
    {
    \,*)
char getautoc (int +i
    char c
    if(isauto)!
        \in
        = =utocoumand (ti-1):
```



```
    return getch();
    void beep (int i)
```



```
    \sutch(i)।
        lol
```




```
    \ Sound{(f1);
    (a)
    sound (f2)
```



[^25]
## C. 3 DigFil.C

The DigFil.C code compiled in Borland Turbo C++3.0 and running under DOS controls the active part of the vibration isolation system discuss in Section 3.4. It installs a small memory resident routine that traps a hardware interrupt generated every time the analog-to-digital (AD) pc-board inside the computer samples another value from the accelerometer. Using a discrete transform with operator controllable parameters, it transforms this digital input signal in real time into an output control value which is converted back to an analog signal by the same pc-board. This analog control signal goes eventually to the solenoid coil which pushes against the freely moving part of the VI tower (see Figure 3.15) to counteract the motion detected by the accelerometer. A particular important feature of the code is the ability to change the parameters that define the discrete transform while the feedback loop is closed. This feature allows the feedback parameters to be optimized without opening and re-closing the loop, thus minimizing the time spent waiting for feedback transients to die away.






else if (strnicmp (Instr+1,"AnF",3)==0)! (%)
else if (strnicmp (Instr+1,"AnF",3)==0)! (%)
for (i+=3; i<1 6\& !isdigit(1nstr[i)); 1++); /* find first digit */
for (i+=3; i<1 6\& !isdigit(1nstr[i)); 1++); /* find first digit */
in
in
M, (ingut file 1ine 8i):\n", In);
M, (ingut file 1ine 8i):\n", In);


CBf=1nstr[1]-'1';
CBf=1nstr[1]-'1';
M,
M,
| else if (strnicmp (1nstr+1,"TurnonTF",8) == 0) ( /* find first digit *
| else if (strnicmp (1nstr+1,"TurnonTF",8) == 0) ( /* find first digit *
\,
\,
*)
*)


Clse if (strnicmp(1nstr+i,"tf",2)==0) f
Clse if (strnicmp(1nstr+i,"tf",2)==0) f
N*)
N*)
itf = =1nstr[1]- it>3);
itf = =1nstr[1]- it>3);


if (tfnelem[itf] )= NELEMMAX)
if (tfnelem[itf] )= NELEMMAX)


goto NextLine;
goto NextLine;
*) /* find '"'*/
*) /* find '"'*/
*)
*)
for (i++; i<1 \&6 1sspace( (1nstr(1)); i++); /* skip white space */
for (i++; i<1 \&6 1sspace( (1nstr(1)); i++); /* skip white space */
*)
*)
printf ("digfil warning (input file line si):<br>n",ln);
printf ("digfil warning (input file line si):<br>n",ln);
M,
M,
I* read in element type */ != ('; i++)
I* read in element type */ != ('; i++)
s1[i-j]; 1nstr[i];
s1[i-j]; 1nstr[i];




l}\begin{array}{l}{\* read in element parameters */}<br>{k=0;}
l}\begin{array}{l}{\* read in element parameters */}<br>{k=0;}









)
${ }_{10}{ }^{n++;} ; 1=80 ;$ fget 1 ine $\left(1\right.$ inf, 1 nstr, $\left., 61,, \backslash n^{\prime}\right)$
f.close (inf);







printf("Looking for the National Instruments ar-mio- 16 KXE-50 board...");
dee $=0$ it
dool
do
$\underset{\substack{\text { deveti } \\ \text { dit } \\ \text { LGet }}}{\text { det }}$








| printf("NI board reset. $\backslash \mathrm{n}$ ") ; |  |
| :---: | :---: |
|  |  |
| printf("User Area \#1. \n"); <br> errchk (MIO_Calibrate(dev, 1, 0, 1, 0, 0, 1, (double) 10.0,6), "MIO_Calibrate"); <br> /* use calibration settings in User Area 1 */ |  |
| intr_install(NIintr); <br> printf("Interrupt handler installed. $\backslash \mathrm{n} ")$; |  |
| ** Configure the AT-Mro-16xE-50 board ** |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  <br> outwin (waAIMode3,AIMode3); |  |
|  |  |
|  |  |
|  outwin (waATModele1, ATModele1); |  |
| AIMode1 \| $=0 \times 0001$; outwin(waAIMode1,AIMode1); |  |
|  |  |
|  |  |
|  |  |
| 价 |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| outwin (waAIMode1, A |  |
| AIMode $2 \varepsilon=0 \times$ DFFE; AIMode $2 \&=0 \times F F F B ;$ AIMode $2 \&=0 \times F F E D ;$ | cheal |


*)
*)
*)
*)
Outport (aDaCo, (0);
Outport (aDaCo, (0);
if (printlevel> 10, printe ("Clear input and output frro buffers..<br>n");
if (printlevel> 10, printe ("Clear input and output frro buffers..<br>n");
\)
\)
M Mritf("wi board sampling at si points/sec", smompate);
M Mritf("wi board sampling at si points/sec", smompate);
Nom,
Nom,
elseint(f"No post-sample averaging.\n");
elseint(f"No post-sample averaging.\n");
Moriny([",ress any key to continue...");
Moriny([",ress any key to continue...");
prrintf(" Transfer function for channel A: \n")
prrintf(" Transfer function for channel A: \n")
Mosoxy(1,25);
Mosoxy(1,25);
$$
\begin{subarray}{c}{0}\end{subarray}
$$
$$
\begin{subarray}{c}{0}\end{subarray}
$$
getch();
getch();
Mrint (", Transerer function for channel B: \n")
Mrint (", Transerer function for channel B: \n")
m,
m,


col
col


c
c


printf("press any key to start acquistion and then 'q' to stop.\n"),
printf("press any key to start acquistion and then 'q' to stop.\n"),
*)
*)
printe ("Status registers after starting:\n");
printe ("Status registers after starting:\n");
do!
do!
if (cstate == 3) \
if (cstate == 3) \




c
c
Clse if (cstate == 7)
Clse if (cstate == 7)
c
c
\stus= inwin (warystat1);
\stus= inwin (warystat1);
*)
*)




```
            lol
            l
            l
            l** update index arrays: */
            tfpose [vartf][tfepos [vartf] [varps]] = j;
```



```
    |) else if (varpm== nparme [tfe [vartf][ie]1) \
            *)
            *)
    |/Else \
        f1= tfeparm[vart f] [ie] [varpm]
        Lfeparm[vartf][ie] [varpm] /= modcons
        tfeparm[vartf][ie][varpm] == modconst;
        SetElement (1,t tee [vartf][ie],varps,tfeparm[vartf][ie]);
        SetElement (0,tfe[vartf][ie],varps,t feparm[vartf][ie]);
        SetElement ({,,tfe[vartf] [ie), varps,t feparm[vartf] [ie]);
            M,
brak;
    #
    itempgain =0;
        1
            Mrintf("Automatic gain control orF.\\n");
    c
    Nutomatic gain control on (thresholds: 85.3f,85.3f) \n",thmin,thmax)
    \
    M
        printe ("No storage.\\n");
    Use storage buffer #&1i.\\n",buffsel+1);
    c
    \ase,
    Mf
```



bsmark $=$ nintic
print $f$ ("storing into buffer \#81i...\n", buffsel+1);
break;
case
cas
and
if (dogatebuf)
dogatebut $=$ EALSE;
if (ifgate
\& 4$)!=0$
printf ("WARNING: gated storage stopped in the middle of a sequence! \n") ;
else
printf ("Gated storage disabled. $\backslash \mathrm{n} ")$ );
else (
f (gherr $=0$ )
velsum $=0 . ;$
$z$ sum $=0$.
zsum $=0 . ;$
dogateuf $=$ TRUE;
print $f$ ("Gated stor

$\begin{aligned} & \text { case } \\ & \text { velsum } \\ & \text { vumin }\end{aligned}=0 . ;$ zero accumulator for gated storage *



"Removing 1ast point from gated storage buffer: 8u points remain. $\backslash \mathrm{n}$ ",
(unsigned int) floor (igate $/ 4)$;
4
break;
case
cas
she


intr_remove (NTintr); ;
print $f(" 811 \backslash \mathrm{n} ", \mathrm{nin})$;

print ("digfil - error opening output file $/ 8 s^{\prime} \cdot \backslash \mathrm{n} "$, outfile)
$\underset{\substack{\text { Freearrays } \\ \text { exit }(1) ;}}{ }$
/* write to output file */
fprintf (outf, "samplesin




fprint lout $f$, "BTF $\backslash(t \in 81 ; "$, Bt $f+1)$;
if $($ (bab)
$\underset{\substack{\text { if (!bab) } \\ \text { flpintff (outf," (Active) } \backslash n ") ; ~}}{\substack{\text { (se }}}$

{
{
for (ip =0; ip<t fnelem
for (ip =0; ip<t fnelem
ie = tfepos[itf}[{ipl]; [p+t)|
ie = tfepos[itf}[{ipl]; [p+t)|
M,
M,


fprintf (outf,",8.4;
fprintf (outf,",8.4;
cor(i=0; i<NSBE;,i++)
cor(i=0; i<NSBE;,i++)
*)
*)
for(1=0; 1<isbuff[i]; 1++)
for(1=0; 1<isbuff[i]; 1++)
I= (int) floor(igate / 4);
I= (int) floor(igate / 4);
if (1 > >0) (')
if (1 > >0) (')


Mclose(outf);
Mclose(outf);
return 0;
return 0;
wid far interrupt handler()
wid far interrupt handler()
int
int


$$
\begin{subarray}{c}{\mathrm{ ung;}}\\{\mathrm{ pindith;}}\end{subarray}
$$
$$
\begin{subarray}{c}{\mathrm{ ung;}}\\{\mathrm{ pindith;}}\end{subarray}
$$
M /* raw input value, before dither avg */
M /* raw input value, before dither avg */
Nom,
Nom,
|,
|,

# (isable(); ; dithfact* (long) inport (aADPIFO);

# (isable(); ; dithfact* (long) inport (aADPIFO);

        #(ndithavg > 1)
        #(ndithavg > 1)
        pindithsum -= pindith_a [--idith]; (dithfact;
        pindithsum -= pindith_a [--idith]; (dithfact;
        { fpin =(double)pindithsum/ndithavg
        { fpin =(double)pindithsum/ndithavg
    eA[0]=tfa[0][0]*eaprev[0]+tfa[0][1]*fpin + tfa[0][2]*fpiprev;
    eA[0]=tfa[0][0]*eaprev[0]+tfa[0][1]*fpin + tfa[0][2]*fpiprev;
    ientifepos[Atf][i]; /* element index */
    ientifepos[Atf][i]; /* element index */
    

elsem[i] = eA[i-1];
elsem[i] = eA[i-1];
\# eB[0]= tfB[0] [0]*eaprev[0] + tfB [0][1]*fpin + tfB[0][2]*\&piprev;
\# eB[0]= tfB[0] [0]*eaprev[0] + tfB [0][1]*fpin + tfB[0][2]*\&piprev;
c
c
Min(tfes[\operatorname{Ltf][ie])}
Min(tfes[\operatorname{Ltf][ie])}


if tiit $x$ deversiz)


else
if (qbarm
gbarm $=1$.

tpippev $=$ fpin
for $(i=0 ; i<t \in f$


eToprev[1] $=$ eTO[ 1$]$
if (ndithavg $>$ 1)
if (idith $==0$ ) 1 dith $=$ ndithavg;
* send a no-interrupt specific End of Interrupt (EOI) to both 8259s */

iid intr_install (unsigned char irq)
int aintr;
unsigned char c1, c2
if (irq $<8$ )
aintr $=0 \times 08+\mathrm{irq}$;
disable(1),
olsahandler $=$ getvect (aintr);
setvect (aintr, handler);


$\begin{array}{l}\text { Outportb (aMask_M, masknaster); } \\ \text { outportb (aMask_s, (maskslave } \& \\ \text { \& }\end{array}-(1<($ irq- -8$\left.\left.))\right)\right) ;$
$c 1=$ inportb (amask_M);
$c 2=$ inportb (aMask_s $s$ );
oid intr_remove (unsigned char irq)
int aintr;

| $\begin{aligned} & \text { if }(\text { irq }<8) \\ & \quad \text { aintr }=0 \times 08+\text { irq; } \\ & \text { else } \\ & \quad \text { aintr }=0 \times 68+i r q ; \end{aligned}$ <br> disable(); <br> outportb(aMask_M,maskmaster) outportb (aMask_S, maskslave) ; setvect (aintr,oldhandler); nable(); |  |
| :---: | :---: |
| void bye (int err) |  |
| BoardInitialize (printlevel); <br> intr_remove (N |  |
|  |  |
| ${ }_{\text {double }}^{\text {did }}$ |  |
| ```di, d1 = 1.0/(1.0+f*dT/2.0); a[0] = (1.0-f*dT/2.0)*d1; a[1] = Ghf*d1;``` |  |
|  |  |
| double |  |
| $\begin{aligned} & \mathrm{d} 1 ; \\ & \mathrm{f}=(\text { double) } p[1], \quad / \star \text { corner frequency }(\mathrm{Hz}) * / \\ & \mathrm{Gdc}=(\text { double }) \mathrm{p}[0] ; \quad / \star \text { DC gain } * / \\ & \mathrm{d} 1=1.0 /(1.0+\mathrm{f} * \mathrm{dT} / 2.0) ; \\ & \mathrm{a}[0]=(1.0-\mathrm{f} * \mathrm{dT} / 2.0) * \mathrm{~d} 1 ; \\ & \mathrm{a}[1]=\mathrm{Gdc} * \mathrm{f} * \mathrm{dT} / 2.0 \star \mathrm{~d} 1 ; \\ & \mathrm{a}[2]=\mathrm{a}[1] ; \end{aligned}$ |  |
|  | $\begin{aligned} & u[z-1] \\ & e[z] \\ & e[z-1]+\rangle \end{aligned}$ |
| double al, d 2 |  |

```
*)
```




```
woidd Defcev (double *a, float tp)
    ** digital Lag. compensator wsing thetrapzoid rule
comb
*)
```



```
a[0])=(2.0-{-f+dT)*dit;
```



```
Int fgetinne(FIILE *&_fp, char 1inell, int *1, char tc)
*)
O%, characters read.
Char ci,
if (*1=0 (=) return EALSE;
```



```
O
if (i==+1) 66, (c!=tc) &s (c:=EDE))
    , return =RUE;
Mine (i) = '0';
return EaISE;
double gainchange (int itg)
Change the active gain of the last enabled element of the active channel by
M,
l
```




| /* find the last enabled element in the active $T F * /$ for (i=tfnelem[itf]-1; i>=0 \&\& ! tfes[itf][tfepos[itf][i]]; i--); <br> ie $=$ tfepos[itf][i]; /* element index */ <br> $\mathrm{p}[0]=$ tfeparm[itf][ie][0] * modfact[itg]; <br> $p[1]=$ tfeparm[itf][ie][1]; $p[2]=$ tfeparm[itf][ie][2]; <br> SetElement (bab,tfe[itf][ie], i,p); <br> return modfact[itg]; |
| :---: |
| ${ }^{\text {int }}$ Decoderfrilement (char 1str []) |
|  |
|  |  |
|  |
|  |
| The scan is case sensitive but ignores Leading and trailing white space. |
| $\underset{\substack{\text { inn } t \mathrm{ffe}_{e} \\ \text { int } \mathrm{i}, 1 ;}}{ }$ |
|  |  |
|  |
|  |
|  |
|  |  |
|  |
|  |
| void setry (int itt, int id) |
| Convert TF parmeters indexed by "itf" into nummerical constants used to evaluate the TF in realtime. |
|  |  |
|  |
| for (i=0; i<t frelem [itit]; ${ }^{\text {it+) }}$ ) |
|  |
|  |
| void SetEiement (int id, int elen, int pos, float ${ }^{\text {p }}$ ) |
| Convert TF parmeters of element type "elem" found in array "pl]"into nummerical constants used to evaluate the TF in realtime. Store these |
|  |  |
|  |
|  |
| switen(id) ( |
|  |
|  |
|  |  |
|  |
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## Index

2-photon transitions, 9, 20
adiabatic passage, 45, 47, 53, 225
contrast limit, 55, 58, 59
lineshape, 132, 133, 229
pulse shape, 52,84
efficiency, 50, 58, 133, 218, 225
noise, 169
off-resonant Raman, 45, 48, 255
ac-stark effect, 60, 202
adiabatic transfer beams, see
Raman beams
angular matrix elements, 260, 263
cesium (D1), 261
argon ion laser, 67, 81
atom cloud
density, 214, 218
rms size, 75
rms velocity, 75
velocity distribution, 213
bright state, 46, 218
cesium, 44, 110
angular matrix elements, 261
collisional shift, 244
dc-stark effect, 201
nuclear spin, 110
photon cross-section, 263
quadratic Zeeman shift, 207
saturation intensity, 259, 262
source, $63,64,65,66$
chirp, see Raman beams, difference frequency chirp
classical action, 13, 16-17, 25-26, 32, 37
clearing, 70, 75, 130
Clebsch-Gordon coefficients, see angular matrix elements common switch AOM, 82, 85, 119
computer code
fit routines, 290
interferometer pattern generation, 266-284
vibration isolation, 297
cross-section
cesium-photon, 263
crystal filters, 158, 200
dark state, 46, 47, 53, 218
probability of falling back into, 57 , 217
dc-stark effect, 201
differential, 202
detection, see probe, signal
detuning, 43, 190, 191
dipole matrix element, 256
direct digital synthesizer (DDS), 92, 93,
114, 139, 140, 193
frequency strobe, 116
performance, 142, 143
phase correction, 143, 144
previous version, 137, 145
Doppler shift, 6, 50, 96, 133, 156, 190, 196, 197, 199, 213, 215, 244
Doppler-free (DF) Raman, 70, 75, 76, 78, 110, 130
electric dipole, 257
electric field, 43, 256
intensity, 262
electro-optic modulator (EOM)
3.53 MHz, 94
$9 \mathrm{GHz}, 82,83,92,93,264$
traveling wave, 69

Fabry-Perot cavity, see filter cavity
fibers, $86,87,90$
filter cavity, 82, 84
fine structure constant, $\mathbf{1}$
accepted value, 1, 252
determinations of, 2
measured using
ac Josephson effect, 1, 3
atom interferometry, 4
electron $g-2,1$
muonium hyperfine structure, 1 , 3
neutron interferometry, 1,3
quantum Hall effect, 1
recoil frequency of cesium, 252
fit routines, see interferometer, data, fit routines
frequency measurement
D1 line of cesium, 4, 252
Gaussian beam, 174, 176
Hamiltonian, 46
high-frequency beatnote, see microwave beatnote
hyperfine splitting
cesium, 44, 110
collisional shift, 244
differential dc-stark shift, 202
quadratic Zeeman shift, 207
index of refraction, see Raman beams, frequency dispersion
interferometer, 10
additional recoils, 11, 36, 134, 231
conjugate geometry, 24, 39
data, 163-167
fit routines, 161, 230, 290
enclosed area, 234-239
fringes, 135, 136, 163-167
resolution, 167
paths that do not close, 225
pattern generation
beam direction
controller, 118, 120, 121
chirp synthesizers, 118, 122, 123
difference frequency switching, 116
difference frequency chirp, 114
direct digital synthesizer, 114, 118
gate synthesizer, 115, 118
phase compensation system, 147149
pulse shape, 115, 116, 118
pulse shape linearization, 117
timing diagrams, 125-130
trigger synchronization, 124
variable rf attenuators, 117, 123, 146
variable rf
phase shifters, 123, 146, 147
shifted and unshifted paths, 14
interferometer
platform, 99, 222
interferometer phase, 42
due to lasers, 18
$-\omega t$ term, 22, 27, 34, 38
$\phi$ term, 22, 35, 38
$k z$ term, 19, 26, 34, 37
geometry 1 , 23, 35, 39
geometry [2, 28, 35, 39
geometry [3, 40
geometry 4,40
normal/inverted mean, 41
up/down difference, 35, 41
interferometer platform, 90, 100
$k_{\text {eff }}, 10,153$
Lagrangian, 13
laser diode, 70, 76, 78, 98
LORAN C, 92, 93, 98, 124, 157, 193, 200, 220
magnetic field, 77, 110, 112, 133
bias field, 111, 112, 185, 189, 209, 210, 216
trim coils, 111, 189
MOT gradient, 67, 71
quadratic Zeeman shift, 207
shielding, 66, 111, 112, 126, 130, 136, 160, 180, 209
magnetic sublevel, 44, 47, 57, 77, 80, 110, 130, 134, 163, 168, 184, 189, 207, 210, 216, 263
sensitive detection, see Doppler-free (DF) Raman
magneto-optic trap (MOT), 65, 66
launch, 66, 72, 125, 126, 130, 168, 175, 235, 239, 240, 242
loading, $72,125,126$
MOT beams, 66, 67, 70, 71
MOT coils, 65, 66, 72, 222, 223
MOT trim coils, 66, 72, 80, 222, 223, 224
mass ratio
cesium to proton, 4,252
proton to electron, 4,252
microwave beatnote, 82, 91, 92, 93, 169
microwave reference, 92, 93, 169, 189
phase lock loop, 92, 93, 98, 100, 138, 169, 196, 205, 264
phase vs. $T$ correction, 226, 228, 249, 250, 251
photon recoil, see recoil frequency
$\pi$-pulse, 45, 48, 49, 130, 132, 225, 231
velocity selecting, 131, 132
$\pi / 2$-pulse, 45, 49, 50, 134, 225
probe, $70,75,130,175,178,214,242$
signal, $73,74,168,175,214,280$
background, 168
quartz crystal, 99

Rabi frequency, 43, 257, 263
effective, 47
in terms of saturation intensity, 258, 259
Raman beams, 81, 82
absolute frequency, 96,190
alignment to gravity, 177-178
collimation, 89, 90, 150, 151
parallel plate tester, 150, 152
shear plate tester, 150
difference frequency, 83, 92, 93, 116, 191, 264
difference frequency chirp, 114, 122, 123, 198
direction control, 118, 120, 121
frequency dispersion, 212, 216
Guoy phase, 174
intensity, 262
intensity balance, 120, 121, 156
phase lock loop, 93, 169, 196, 264
polarization, 90, 91, 189
pulse shape, 115, 116, 118, 158, 159
relative angle, 153-155, 183, 184
spatial filtering, see fibers
switchyard, 86, 87, 98, 118, 121
far AOMs, 86, 87, 121
leakage, 88,121
near AOMs, 86, 87, 121
wavefront motion, 170
recoil frequency, 4, 6, 20
basic measurement, 7,8
determined from slope, 226
final value
corrected with intercept, 251
from slope of vs. $T$ data, 251
fixed value, 160
interferometer
measurement, 11, 136
recoil shift, see recoil frequency
recoil temperature (D2), 75
recoil velocity (D2), $\mathbf{7 5}$
repumping, 67, 70, 78, 79, 80
resonance condition, 7, 21
rotations, see Sagnac effect
Earth's, 234
Rydberg constant, 3, 252
Sagnac effect, 234
saturation intensity, 257
cesium (D1), 262
cesium (D2), 259
saturation spectroscopy, 67, 95, 96
shaping AOMs, 82, 84, 146, 158, 159
shutter, $70,72,75,202,219,222,223$
slope, see recoil frequency,
determined from slope
slowing beam, 65, 66, 69, 70, 72
spontaneous emission, 45, 47, 54, 72, 79, 185, 231
statistics, 231
standard deviation, 250
uncertainty of the mean, 248
weighted mean, 248
superposition state, $7,14,20,21,48$, 134, 135, 157, 162, 190, 229
swing transition, 257, 261
switchyard, see
Raman beams, switchyard
systematic errors
$\pi / 2$-pulses, 255
absolute laser frequency, 191, 254
ac-stark effect from Raman laser, 205-206
ac-stark effect from tracer, 203-205
bad frequencies, 199
beam clipping, 181
beam collimation, 179-180
beam polarization, 185, 186, 189, 254
beam speckle, 181
collisional shifts, 244, 255
comparing $N$ odd with $N$ even, 196
computer arithmetic, 201
correction from, 173, 246, 247
dc-stark effect, 202
difference frequency, 193, 224
difference frequency chirp, 197, 198
difference frequency switching, 194
dispersion
cold atoms, 219, 255
hot background atoms, 215
error budget, 246, 247
fit routines, 231
fluctuations synchronized
with launch, 223, 224
fringe spacing, 227, 228
from $\pi / 2$-pulses, 228,249
gravitational red shift, 245
gravity gradient, 199
magnetic fields, 208-211, 254
missed recoils, 233
motion transverse
to the beams, 175-178
oscillations at $60 \mathrm{~Hz}, 220$, 221
relative angle of Raman beams, 183
relativistic effects, 244
rf components, 195, 196
Sagnac effect, 233-242, 254
sloping background, 230
timing errors, 225
uncertainty of, 173, 246, 247
value for gravity, 192
wavefront curvature, 175, 176, 179
tilt sensor, 103, 139, 177
titanium-sapphire laser, 68
Coherent, 81
lock to cesium, 94, 95, 190
output frequency, 95, 96
SEO, 70
lock to cesium, 69
output frequency, 68
tracer, 78, 82, 97, 203, 264
phase lock loop, 98, 100, 138, 169, 205, 264
wavelength difference, 102, 170
vacuum chamber, 65, 66
vibration isolation, $103,104,222$
computer code, 297
error signal, 107, 108
performance, 109, 170, 223
sensitivity function, 108, 223
Wigner-Eckhart theorem, see angular matrix elements

Zeeman pumping, 70, 80

Zeeman shift, see magnetic field quadratic, 207


This photo of Steve Chu, the author, and Kurt Franke (left-to-right) was taken in Steve's office as we discussed the photon recoil measurement. It appeared in the New York Times Science Section. At the time, for a caption, Steve suggested, "Kurt Franke meets with two unknown physicists".


Andreas Wicht and the author in front of the photon recoil apparatus.


[^0]:    Stephen E. Harris

[^1]:    ${ }^{1}$ The recoil shift is often defined to include the $\frac{1}{2}$, and sometimes with the $\frac{1}{2}$ replaced with a 2 (see [9]). Throughout this work, we will use the definition given in equation (1.10).

[^2]:    ${ }^{1}$ In principle, if the two interferometer paths do not intersect in position (and velocity) space, they will not interfere. However, as long as the spread of the individual atomic wavefunctions is larger than the gap between the interferometer paths at the final interference point, there will still be interference. The two paths can be thought of as originating from two different points within the atomic wavepacket such that the two paths overlap at the final interference point. The possible phase errors from this effect are discussed in Section 6.6.3.

[^3]:    ${ }^{1}$ Cesium has only one naturally occuring stable isotope, so our cesium sample consists entirely of ${ }^{133} \mathrm{Cs}$.

[^4]:    ${ }^{2}$ The recoil velocity $v_{\mathrm{r}}$ for photons with wavelength $\lambda=852.356 \mathrm{~nm}$ is $h /\left(m_{\mathrm{Cs}} \lambda\right)=3.5224 \mathrm{~mm} / \mathrm{s}$.
    ${ }^{3}$ The recoil temperature for cesium is $m_{\mathrm{Cs}} v_{\mathrm{r}}^{2} / k_{\mathrm{B}}=200 \mathrm{nK}$.

[^5]:    ${ }^{4}$ A modified version of this prototype design which we helped construct is now sold by New Focus as part of their 484X-series.

[^6]:    ${ }^{5}$ We estimate there is some loss due to slight clipping on the horizontal edges of the crystal.

[^7]:    ${ }^{6}$ The difference in transmission efficiency is probably due to the quality of the fiber facets which were cleaved using a precision fiber cleaver from Fujikura.

[^8]:    ${ }^{7}$ See Sections 6.1.5 and 6.4 for a discussion of this systematic effect.

[^9]:    ${ }^{8}$ The isolation of the switchyard seems to be limited by the optical properties of the beams and/or the AOMs. See Table 3.1.

[^10]:    ${ }^{9}$ It is not strictly true that they leave the interferometer. Many of the atoms absorb a photon, fall back into the signal dark state, and then continue through the remaining light pulses to be detected at in the end. On average, however, these atoms contribute no net phase to the final fringe signal, although as discussed in Section 2.3.1, they do reduce the contrast.

[^11]:    ${ }^{1}$ The random noise of the final atom signal is discussed further in Section 5.2.

[^12]:    ${ }^{1}$ In fact, this value is close to the best accepted value as of March, 1998.

[^13]:    ${ }^{2}$ The possibility that an uncertainty in the value of $T$ contributes to a systematic error is discussed in Section 6.6.3.

[^14]:    ${ }^{1}$ Remember that the uncertainty in $\alpha$ is half as much, or 1.62 ppb .

[^15]:    ${ }^{2}$ Our previous work [9] states incorrectly that the effect of the distortion changes sign when the beam direction is reversed.

[^16]:    ${ }^{3}$ Note that in order to measure the recoil frequency we do not need to know what the exact transition frequency is, only that it is locked to cesium.

[^17]:    ${ }^{4}$ Even if our value for $f_{\text {rec }}$ were incorrect by 200 ppb , after $50 \pi$-pulses, this would be a frequency error of only $f_{\text {rec }}(N+1)\left(\Delta f_{\text {rec }} / f_{\text {rec }}\right)=15 \mathrm{kHz}(50+1) 200 \mathrm{ppb}=0.15 \mathrm{~Hz}$.

[^18]:    ${ }^{5}$ This is not exactly true. Although the desired frequency shifts are equal, the synthesizer cannot always output these exact frequencies. As discussed in Section 4.1, the frequencies it may output are limited to integer multiples of $f_{\text {clk }} / 2^{32}=0.232 \mathrm{~Hz}$. Thus the frequency differences will be identical to within 0.23 Hz . If the delay $t_{\mathrm{d}}$ is as long as $2 \mu \mathrm{~s}$, an upper limit for the phase error from this inexact cancelation is $2 \mu \mathrm{~s}(0.23 \mathrm{~Hz})=2.9 \mu \mathrm{rad}$, which corresponds to less than 0.01 ppb and can be ignored.

[^19]:    ${ }^{6}$ Because of the grounded vacuum chamber, free ions are not likely to be present in significant quantities.

[^20]:    ${ }^{7}$ Actually, it is even smaller because as we will show later, at the time of the late probe the atom cloud is bigger than the probe beam, and thus the probe pulse does not detect all of the atoms in the cloud.

[^21]:    ${ }^{8}$ Because the ratio of the angular matrix elements (see Table A.2) coupling the $F=3, m_{\mathrm{F}}=0$ and $F=4, m_{\mathrm{F}}=0$ ground states to the $F=3^{\prime}, m_{\mathrm{F}}=+1^{\prime}$ excited state are not the same as those for the $F=3, m_{\mathrm{F}}=+1$ and $F=4, m_{\mathrm{F}}=+1$ ground states, the $m_{\mathrm{F}}=1$ dark state will have different $F=3 / F=4$ population ratios than will the $m_{\mathrm{F}}=0$ dark state, and similarly for the $m_{\mathrm{F}}=2$ dark state.

[^22]:    ${ }^{9}$ This is only strictly true for the up interferometers that use the $\pi$-pulses to cancel the effect of gravity. For the down interferometers, the $\pi$-pulses push the atoms downward with an effective acceleration of $\sim 2 g$. These atoms thus pass rapidly through the $v=0$ point where Doppler-free resonances are not suppressed. However, because these atoms are accelerated so rapidly downward, no more than a few $\pi$-pulses are very close to the Doppler-free resonance.

[^23]:    ${ }^{10}$ The pusher legs were designed for use in the atom interferometry measurement of $g$ (See [54, 26]). They are constructed from 10 inch outer diameter hollow aluminum cylinders. The cylinders are welded to hexagonal aluminum 1 inch thick base plates and filled with sand. The tops are made from 0.75 inch thick anodized aluminum optical breadboard with a clearance hole drilled in the center. The clearance hole just passes a 1.5 inch diameter stainless steel post that is held to the top plate by a Thor Labs post clamp attached to the underside of the top plate. On top of the 1.5 inch post is the 2.5 inch diameter solenoid part of an audio speaker. The permanent magnet part of the audio speaker is attached rigidly to the underside of the optical table. With the 1.5 inch post fully lowered, the pusher leg can be slid under the optical table so that it is centered under the permanent magnet. The 1.5 inch post is then raised until the coil completely vanishes in the permanent magnet. By measuring the response for different post heights, the position of the coil relative to the permanent magnetic can be optimized for maximum force.

[^24]:    ${ }^{1}$ For D2, the excited states $F=5^{\prime}, m_{\mathrm{F}}= \pm 5^{\prime}$ are called "swing" states because they couple to only the $F=4, m_{\mathrm{F}}= \pm 4$ ground states.

[^25]:    
    
    
    ${ }^{1 ;}$ print $\{($ Mn" $)$,
    
    
    getch ()
    return chisq/(n-nfit);
    nsigned long TimeToSeconds (char *s)
    Convert time in hh:mm:ss form stored in string "s" to seconds from
    on
    0,0000 .
    
    
    
    
    

