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#### Abstract

We describe a potential reduction method for convex optimization problems involving matrix inequalities. The method is based on the theory developed by Nesterov and Nemirovsky and generalizes Gonzaga and Todd's method for linear programming. A worst-case analysis shows that the number of iterations grows as the square root of the problem size, but in practice it appears to grow more slowly. As in other interior-point methods the overall computational effort is therefore dominated by the least-squares system that must be solved in each iteration. A type of conjugate-gradient algorithm can be used for this purpose, which results in important savings for two reasons. First, it allows us to take advantage of the special structure the problems often have (e.g., Lyapunov or algebraic Riccati inequalities). Second, we show that the polynomial bound on the number of iterations remains valid even if the conjugate-gradient algorithm is not run until completion, which in practice can greatly reduce the computational effort per iteration. We describe in detail how the algorithm works for optimization problems with $L$ Lyapunov inequalities, each of size $m$. We prove an overall worst-case operation count of $\mathrm{O}\left(m^{5.5} L^{1.5}\right)$. The average-case complexity appears to be closer to $\mathrm{O}\left(m^{4} L^{1.5}\right)$. This estimate is justified by extensive numerical experimentation, and is consistent with other researchers' experience with the practical performance of interior-point algorithms for linear programming. This result means that the computational cost of extending current control theory based on the solution of Lyapunov or Riccati equations to a theory that is based on the solution of (multiple, coupled) Lyapunov or Riccati inequalities is modest.
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## 1. Introduction

### 1.1. Motivation

Many problems in systems and control theory can be formulated (or reformulated) as optimization problems involving linear matrix inequalities, i.e., constraints requiring an affine combination of symmetric matrices to be positive semidefinite. Reference [9] gives a broad survey of such problems.

These matrix inequalities are usually highly structured. One typical example is the (convex) Lyapunov inequality which has the form

$$
A P B+B^{\mathrm{T}} P A^{\mathrm{T}}+D \geqslant 0
$$

where the square matrices $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{D}$ are given, $\boldsymbol{D}$ is symmetric, and the symmetric matrix $\boldsymbol{P}$ is the optimization variable. Another important example is the (convex) algebraic Riccati inequality:

$$
\boldsymbol{A}^{\mathrm{T}} \boldsymbol{P}+\boldsymbol{P A}+\boldsymbol{P} \boldsymbol{B} \boldsymbol{R}^{-1} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{P}+\boldsymbol{Q} \leqslant 0
$$

where $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{Q}$ and $\boldsymbol{R}$ are given, $\boldsymbol{Q}$ is symmetric, $\boldsymbol{R}$ is positive definite, and the matrix $\boldsymbol{P}$ is the optimization variable. This quadratic matrix inequality can be recast as a linear matrix inequality which is very similar in form to the Lyapunov inequality:

$$
\left[\begin{array}{cc}
-\boldsymbol{A}^{\mathrm{T}} \boldsymbol{P}-\boldsymbol{P} \boldsymbol{A}-\boldsymbol{Q} & \boldsymbol{P} \boldsymbol{B} \\
\boldsymbol{B}^{\mathrm{T}} \boldsymbol{P} & \boldsymbol{R}
\end{array}\right]=\overline{\boldsymbol{A}} \boldsymbol{P} \overline{\boldsymbol{B}}+\overline{\boldsymbol{B}}^{\mathrm{T}} \boldsymbol{P} \overline{\boldsymbol{A}}^{\mathrm{T}}+\overline{\boldsymbol{D}} \geqslant 0
$$

where

$$
\bar{A}=\left[\begin{array}{l}
I \\
0
\end{array}\right], \quad \bar{B}=\left[\begin{array}{ll}
-A & B
\end{array}\right], \quad \bar{D}=\left[\begin{array}{cc}
-Q & 0 \\
0 & R
\end{array}\right]
$$

Lyapunov and Riccati inequalities arise, for example, in stability analysis of dynamical systems.

### 1.2. A typical problem

In this paper we describe a potential reduction method for general convex optimization problems involving matrix inequalities such as Lyapunov or Riccati inequalities. We give complete details for the typical problem of minimizing a linear functional of an $m \times m$ matrix $\boldsymbol{P}$ subject to $L$ Lyapunov inequalities:

$$
\begin{equation*}
\min \operatorname{Tr} \boldsymbol{E} \boldsymbol{P}, \quad \boldsymbol{A}_{k} \boldsymbol{P} \boldsymbol{B}_{k}+\boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}}+\boldsymbol{D}_{k} \geqslant 0, k=1, \ldots, L, \tag{1}
\end{equation*}
$$

where $\boldsymbol{E}, \boldsymbol{A}_{k}, \boldsymbol{B}_{k}, \boldsymbol{D}_{k}, k=1, \ldots, L$, are $m \times m$ matrices with $\boldsymbol{E}$ and $\boldsymbol{D}_{k}$ symmetric.
We will show that, in the worst case, the algorithm we describe takes $\mathrm{O}\left(m^{5.5} L^{1.5}\right)$ operations to solve the optimization problem (1). The average case complexity appears to
increase much more slowly with $m$, as $\mathrm{O}\left(m^{\beta} L^{\gamma}\right)$, with $\beta \approx 4$ and $\gamma \approx 1.5$. To appreciate these numbers, consider the following. A single Lyapunov equation $\boldsymbol{A P B}+\boldsymbol{B}^{\mathrm{T}} \boldsymbol{P} \boldsymbol{A}^{\mathrm{T}}+\boldsymbol{D}=0$ (which is just a set of $\frac{1}{2} m(m+1)$ linear equations for the $\frac{1}{2} m(m+1)$ variables in $\boldsymbol{P}$ ) can be solved in $\mathrm{O}\left(m^{3}\right)$ operations by exploiting the special structure of the equations (see, e.g., [20]). Therefore, it takes $\mathrm{O}\left(m^{3} L\right)$ operations to solve $L$ independent Lyapunov equations. Comparing this operation count to $\mathrm{O}\left(m^{4} L^{1.5}\right)$, we see that the relative cost of solving $L$ coupled Lyapunov inequalities, compared to solving $L$ independent Lyapunov equations, is only a factor of $m L^{0.5}$. A similar statement holds for Riccati inequalities.

Much of modern control theory involves the solution of Riccati and Lyapunov equations. Our results show that the computational cost of extending current control theory to a theory based on the solution of (multiple, coupled) Lyapunov or Riccati inequalities is modest. (Extensive discussion of this topic can be found in [9].)

We also note that the problem (1) includes linear programming as a special case. When $\boldsymbol{E}, \boldsymbol{A}_{k}, \boldsymbol{B}_{k}, \boldsymbol{D}_{k}, k=1, \ldots, L$ are all diagonal matrices, the problem reduces to minimizing a linear function subject to a set of linear inequalities.

### 1.3. A brief historical overview

A fairly complete history of matrix inequalities arising in control theory can be found in [9]. Problems of this type also occur in statistics [12,13,35] and structural analysis and design [7,31,32]. In a very early paper, Bellman and Fan [6] discuss matrix inequalities from an optimization viewpoint, and describe optimality conditions, duality, and theorems of alternatives.

Interest in interior-point polynomial time methods for more general nonlinear convex problems, and problems involving matrix inequalities in particular, started soon after the publication of interior-point methods for linear programming. Initial efforts were directed towards generalizing the method of centers and other central path-following methods [ $8,10,24,30]$. More recently, potential reduction methods have been extended to problems involving matrix inequalities. Nesterov and Nemirovsky [30, Chapter 4] describe three potential reduction algorithms for problems involving matrix inequalities: a generalization of Karmarkar's method, a projective method, and a generalization of the method of Ye [36]. In [2,3], Alizadeh describes several potential reduction methods for problems involving matrix inequalities, emphasizing their similarity to the analogous methods for linear programming. These potential reduction methods all share an important advantage over the eärlier path-following methods: they allow so-called 'large steps,'" i.e., the use of (computationally cheap) line search procedures to reduce the potential function at each iteration by an amount that is often substantially more than is guaranteed by the complexity analysis.

The algorithm that we describe in this paper involves two important extensions beyond the methods described by Nesterov, Nemirovsky and Alizadeh. First, it takes advantage of the special structure of the matrix inequalities we encounter, e.g., Lyapunov or Riccati. Second, it allows the use of approximate search directions, which can be computed by a conjugate gradient algorithm.

The algorithm can also be considered as extending Gonzaga and Todd's primal-dual algorithm for linear programming [22] in two ways: to handle problems involving linear matrix inequalities, and to use approximate search directions. The use of approximate search directions is related to the 'relaxed version'' of Karmarkar's method for linear programming, as described by Goldfarb and Mehrotra [17,18].

### 1.4. Outline

In Section 2 we describe the problem and the algorithm in general terms, deferring proofs and further details to the Appendix or later sections. In Section 3 we give the details of computing a suitable search direction via an appropriate conjugate gradient method. This is the key to exploiting the special structure of the matrix inequalities as well as reducing the computational effort per iteration by using approximate search directions. In Section 4 we describe an efficient plane search technique for computing step lengths at each iteration.

In Section 5 we return to the specific problem (1) of minimizing a linear function of a matrix subject to a set of Lyapunov inequalities, giving details of the conjugate gradient algorithm. In Section 6 we present the results of some numerical experiments that support our claim that the average number of operations needed to solve problems like (1) increases only as $\mathrm{O}\left(m^{4} L^{1.5}\right)$.

### 1.5. Notation

- The integer $n$ determines the size of the general problem. When it is not relevant or not varying, we will suppress the dependence on $n$ in notation.
- $\mathscr{S}$ will denote the space of symmetric $n \times n$ matrices. When we need to be specific about $n$, we will write it as $\mathscr{S}_{n}$.
- $\mathscr{P}$ will denote the cone of symmetric $n \times n$ positive-semidefinite matrices.
- I will denote the identity matrix, with size determined from context.
- The inner product of two matrices in $\mathscr{S}$ is defined as $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle=\operatorname{Tr}(X Z)$. The corresponding norm is the Frobenius norm, denoted $\|X\|=\left(\operatorname{Tr} X^{2}\right)^{1 / 2}$.
- $X^{1 / 2}$ denotes the symmetric square root of $X \in \mathscr{P}$.
- The direct sum of two matrices $\boldsymbol{X}$ and $\boldsymbol{Z}$ is written as

$$
X \oplus Z=\left[\begin{array}{ll}
X & 0 \\
0 & Z
\end{array}\right] .
$$

Similarly, if $\mathscr{L}^{1}$ and $\mathscr{L}^{2}$ are subspaces in $\mathscr{S}$ we write

$$
\mathscr{L}^{1} \oplus \mathscr{L}^{2}=\left\{X \oplus Z \mid X \in \mathscr{L}^{1}, Z \in \mathscr{L}^{2}\right\} \subseteq \mathscr{S}_{2 n}
$$

- The orthogonal complement of a subspace $\mathscr{L} \subseteq \mathscr{S}$ will be denoted $\mathscr{L}^{\perp}$, i.e., $\mathscr{L}^{\perp}=\{Z \in \mathscr{S} \mid\langle X, Z\rangle=0$ for all $X \in \mathscr{L}\}$.


## 2. Algorithm: general formulation

### 2.1. Conic formulation

We will express the general problem using the conic formulation of Nesterov and Nemirovsky [30, §4.1]:

$$
\begin{equation*}
\min \langle\boldsymbol{C}, \boldsymbol{X}\rangle, \quad \boldsymbol{X} \in \mathscr{P} \cap(\mathscr{L}+\boldsymbol{D}) \tag{2}
\end{equation*}
$$

Here $\boldsymbol{C}, \boldsymbol{D}$ are given elements in $\mathscr{S}$ and $\mathscr{L}$ is a subspace of $\mathscr{S}$. The associated dual problem is:

$$
\begin{equation*}
\min \langle Z, D\rangle, \quad Z \in \mathscr{P} \cap\left(\mathscr{L}^{\perp}+C\right) . \tag{3}
\end{equation*}
$$

Matrices $\boldsymbol{X}$ and $Z$ will be called (primal and dual) feasible if they belong to $\mathscr{P} \cap(\mathscr{L}+\boldsymbol{D})$ and $\mathscr{P} \cap\left(\mathscr{L}^{\perp}+C\right)$, and strictly feasible if in addition they lie in int $\mathscr{P}$. For a pair of feasible matrices $\boldsymbol{X}, \boldsymbol{Z}$, the quantity $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle$ is the duality gap for the primal and dual problems. We note the following facts.

- Since $X, Z \in \mathscr{P},\langle X, Z\rangle \geqslant 0$ and $\langle X, Z\rangle=0$ if and only if $X Z=0$.
- The duality gap is actually affine in $\boldsymbol{X}, \boldsymbol{Z}$, and not a bilinear form as it appears at first sight:

$$
\begin{equation*}
\boldsymbol{X} \in \mathscr{L}+\boldsymbol{D}, \mathbf{Z} \in \mathscr{L}^{\perp}+\boldsymbol{C} \Rightarrow\langle\boldsymbol{X}, \boldsymbol{Z}\rangle=\langle\boldsymbol{C}, \boldsymbol{X}\rangle+\langle\mathbf{Z}, \boldsymbol{D}\rangle-\langle\boldsymbol{C}, \boldsymbol{D}\rangle \tag{4}
\end{equation*}
$$

- $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle$ is an upper bound on the difference between the value of the primal objective with $X$ and the optimal value of the primal problem, i.e.,

$$
\langle\boldsymbol{C}, \boldsymbol{X}\rangle-\inf \{\langle\boldsymbol{C}, \tilde{\boldsymbol{X}}\rangle \mid \tilde{\boldsymbol{X}} \in \mathscr{P} \cap(\mathscr{L}+\boldsymbol{D})\} \leqslant\langle\boldsymbol{X}, \boldsymbol{Z}\rangle .
$$

Similarly,

$$
\langle\boldsymbol{Z}, \boldsymbol{D}\rangle-\inf \left\{\langle\tilde{\boldsymbol{Z}}, \boldsymbol{D}\rangle \mid \overline{\mathbf{Z}} \in \mathscr{P} \cap\left(\mathscr{C}^{\perp}+\boldsymbol{C}\right)\right\} \leqslant\langle\boldsymbol{X}, \boldsymbol{Z}\rangle .
$$

(These follow immediately from the two preceding observations.)
We make the following assumption about the pair of problems (2) and (3).
Assumption 1. We are given strictly feasible primal and dual matrices $X^{(0)}$ and $Z^{(0)}$.

This is precisely the assumption made by Nesterov and Nemirovsky in their potential reduction algorithms [30, Chapter 4]. It has the following implications [30, §4.2].

- The feasible sets $\mathscr{P} \cap(\mathscr{L}+\boldsymbol{D})$ and $\mathscr{P} \cap\left(\mathscr{L}^{\perp}+\boldsymbol{C}\right)$ have nonempty relative interiors.
- The primal and dual objective functions are bounded below on the feasible sets.
- The primal and dual problems are solvable. $\boldsymbol{X}$ solves (2) if and only if there exists a dual feasible $\boldsymbol{Z}$ with $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle=0$. Similarly, $\boldsymbol{Z}$ solves (3) if and only if there exists a primal feasible $\boldsymbol{X}$ with $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle=0$.

Several methods are known to circumvent this assumption. The easiest is to precede the algorithm with a phase I algorithm to find feasible initial points (see, e.g., [30, §4.3.5]). In other approaches both phases are combined; see, e.g., [4,14,26,28].

Problems (2) and (3) together are therefore equivalent to a linear optimization problem with known optimal value zero:

$$
\min \langle\boldsymbol{X}, \boldsymbol{Z}\rangle, \quad \boldsymbol{X} \in \mathscr{P} \cap(\mathscr{L}+\boldsymbol{D}), \boldsymbol{Z} \in \mathscr{P} \cap\left(\mathscr{L}^{\perp}+\boldsymbol{C}\right)
$$

### 2.2. Central path

The material of this section is not needed either in the description of the algorithm or in the proofs. We present it because it allows us to give important interpretations and useful insight.

For $X \in \operatorname{Int} \mathscr{P}$ we define

$$
F(\boldsymbol{X})=\log \operatorname{det} X^{-1}
$$

$F$ is strictly convex and converges to $\infty$ as $\boldsymbol{X}$ approaches the boundary of $\mathscr{P}$, i.e., $F$ is a barrier function for the positive definite cone Int $\mathscr{P}$. This function has very simple first and second derivatives. The gradient at a point $X \in \operatorname{Int} \mathscr{P}$ is

$$
\nabla F(X)=-X^{-1}
$$

The Hessian $\nabla^{2} F(X)$, when considered as a mapping from $\mathscr{S}$ to $\mathscr{S}$, is given by a congruence operation: for $\boldsymbol{H} \in \mathscr{S}$,

$$
\begin{equation*}
\nabla^{2} F(X) H=X^{-1} H X^{-1} \tag{5}
\end{equation*}
$$

For $\alpha>0$ consider the set of strictly feasible pairs $X, Z$ with $\langle X, Z\rangle=\alpha$. Since $\langle\boldsymbol{X}, Z\rangle=\alpha$ is an affine constraint on $X, Z$, this set is the intersection of Int $\mathscr{P} \oplus$ Int $\mathscr{P}$ with an affine set. It can be shown that under Assumption 1 this set is nonempty and bounded. The analytic center of this set is the minimizer of $F(\boldsymbol{X})+F(\boldsymbol{Z})$, or equivalently, the matrix with maximum determinant. We denote the analytic center as $\left(X^{*}(\alpha), Z^{*}(\alpha)\right)$ :
(Since the feasible set here is bounded, $F(\boldsymbol{X})+F(\boldsymbol{Z})$ is bounded below.) Thus, among all feasible pairs $\boldsymbol{X}, \boldsymbol{Z}$ with the duality gap $\alpha$, the pair $\boldsymbol{X}^{*}, \boldsymbol{Z}^{*}$ maximizes $\operatorname{det}(\boldsymbol{X Z})$. Roughly speaking, we can consider ( $\boldsymbol{X}^{*}, \boldsymbol{Z}^{*}$ ) as the pair with duality gap $\alpha$ that is "most feasible".

The curve given by $\left(X^{*}, Z^{*}\right)$ for $\alpha \geqslant 0$ is called the path of centers for the problems (2) and (3). Evidently ( $\boldsymbol{X}^{*}, \boldsymbol{Z}^{*}$ ) converge to a primal and dual optimal pair as $\alpha \rightarrow 0$. The central pair $\left(X^{*}, Z^{*}\right)$ has many important properties. For our purposes here we need the following theorem.

Theorem 1. $\left(X^{*}(\alpha) Z^{*}(\alpha)\right)=(\alpha / n) \boldsymbol{I}$. Conversely, if $\boldsymbol{X}$ and $\boldsymbol{Z}$ are a feasible pair and $\boldsymbol{X} \boldsymbol{Z}=(\alpha / n) I$, then $\boldsymbol{X}=\boldsymbol{X}^{*}(\alpha)$ and $\boldsymbol{Z}=\boldsymbol{Z}^{*}(\alpha)$.

In other words, centrality is characterized by $\boldsymbol{X}$ and $\boldsymbol{Z}$ being inverses of each other, up to a constant. The proof is given in the Appendix.

Now consider a feasible pair ( $\boldsymbol{X}, \boldsymbol{Z}$ ), and define $\alpha=\langle\boldsymbol{X}, \boldsymbol{Z}\rangle$. Then $\left(\boldsymbol{X}^{*}(\alpha), \boldsymbol{Z}^{*}(\alpha)\right)$ is the central pair with the same duality gap as $\boldsymbol{X}, \boldsymbol{Z}$. Therefore,

$$
\begin{aligned}
F(X)+F(Z) \geqslant F\left(X^{*}(\alpha)\right)+F\left(Z^{*}(\alpha)\right) & =-\log \operatorname{det}\left(X^{*} Z^{*}\right) \\
& =n \log n-n \log \langle X, Z\rangle
\end{aligned}
$$

with equality holding only when $\boldsymbol{X}, \boldsymbol{Z}$ are central. We will see that the difference between $F(\boldsymbol{X})+F(\boldsymbol{Z})$ and $F\left(\boldsymbol{X}^{*}(\alpha)\right)+F\left(\mathbf{Z}^{*}(\alpha)\right)$ can be interpreted as a measure of the deviation of $(X, Z)$ from centrality. This difference is:

$$
\psi(X, Z)=F(X)+F(Z)+n \log \langle X, Z\rangle-n \log n .
$$

We have already observed that $\psi(\boldsymbol{X}, \boldsymbol{Z}) \geqslant 0$ for all feasible $\boldsymbol{X}, \boldsymbol{Z}$ and $\psi(\boldsymbol{X}, \boldsymbol{Z})=0$ only if $\boldsymbol{X}$, $\boldsymbol{Z}$ is on the central path. Moreover, $\psi$ approaches $\infty$ as the pair ( $\boldsymbol{X}, \boldsymbol{Z}$ ) approaches the boundary of $\mathscr{P} \oplus \mathscr{P}$. Therefore $\psi$ satisfies some basic requirements for a measure of deviation from centrality. We will see below a much more specific interpretation of $\psi$ as a measure of deviation from centrality.

We note that $\psi$ is not convex or quasiconvex (except of course when restricted to $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle$ constant). We also note that $\psi$ depends only on the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ of $\boldsymbol{X Z}$ :

$$
\psi(X, Z)=n \log \frac{\left(\sum_{i=1}^{n} \lambda_{i}\right) / n}{\left(\prod_{i=1}^{n} \lambda_{i}\right)^{1 / n}}
$$

Thus $\psi(\boldsymbol{X}, \boldsymbol{Z})$ is $n$ times the logarithm of the ratio of the arithmetic to geometric mean of the eigenvalues of $\boldsymbol{X Z}$. (From which we see again that $\psi$ is nonnegative, and zero only when $X Z$ is a multiple of the identity.) We can also think of $\psi$ as a smooth measure of condition number of the matrix $X Z$ since

$$
\log \kappa-2 \log 2 \leqslant \psi(X, Z) \leqslant(n-1) \log \kappa,
$$

where $\kappa=\lambda_{\text {max }} / \lambda_{\min }$ is the condition number of $X Z$.
We can give a nice interpretation of $\psi$ using Nesterov and Nemirovsky's theory. We consider the problem of computing $\boldsymbol{X}^{*}, \boldsymbol{Z}^{*}$ given $\boldsymbol{X}, \boldsymbol{Z}$. In [30, §2.2] Nesterov and Nemirovsky give a very simple damped Newton algorithm for computing $\boldsymbol{X}^{*}, \boldsymbol{Z}^{*}$ that has the following properties.

- Until the region of quadratic convergence is reached, the objective $F(\boldsymbol{X})+F(\boldsymbol{Z})$ decreases at least by the absolute constant 0.3068 at each Newton step. (By absolute constant we mean it does not depend on $n$, the problem data, or the required accuracy of computing $X^{*}$, Z.)
- Once the region of quadratic convergence is reached, at most a constant number $c$ of Newton steps is required to compute $X^{*}, Z^{*}$ to a given accuracy. (The constant $c$ does not depend on $n$ or the problem data, but only the required accuracy $\epsilon$. Since the convergence is quadratic in this region, $c$ grows as $\log \log 1 / \epsilon$ if $\epsilon$ decreases.)

As a consequence we see that the number of Newton steps required to compute $X^{*}, Z^{*}$ given $\boldsymbol{X}, \boldsymbol{Z}$ can be bounded in terms of $F(\boldsymbol{X})+F(\boldsymbol{Z})-F\left(\boldsymbol{X}^{*}\right)-F\left(\boldsymbol{Z}^{*}\right)=\psi(\boldsymbol{X}, \boldsymbol{Z})$ :
\#Newton steps $\leqslant c+3.26 \psi(X, Z)$,
where $c$ depends only on the required accuracy of computing $X^{*}, Z^{*}$ and grows extremely slowly. In other words: $\psi(\boldsymbol{X}, \boldsymbol{Z})$ is, up to a constant, an upper bound on the computational effort required to "center'' $(\boldsymbol{X}, \boldsymbol{Z})$ (meaning, compute the central pair with the same duality gap).

### 2.3. Potential function

Let $\nu \geqslant 1$. For strictly feasible $X$ and $Z$, we define the primal-dual potential function as

$$
\begin{align*}
\phi(X, Z) & =\nu \sqrt{n} \log \langle X, Z\rangle+\psi(X, Z)  \tag{8}\\
& =(n+\nu \sqrt{n}) \log \langle X, Z\rangle+F(X)+F(Z)-n \log n  \tag{9}\\
& =(n+\nu \sqrt{n}) \log \sum_{i=1}^{n} \lambda_{i}-\sum_{i=1}^{n} \log \lambda_{i}-n \log n \tag{10}
\end{align*}
$$

where $\lambda_{i}$ are the eigenvalues of $\boldsymbol{X Z}$.
We can interpret the two terms in (8) as follows. The first term, $\nu \sqrt{n} \log \langle\boldsymbol{X}, \boldsymbol{Z}\rangle$, depends only on the duality gap, and decreases to $-\infty$ as the duality gap approaches zero. Therefore, a fixed decrease in the first term corresponds to a fixed fractional reduction of the duality gap.

We have already noted that the second term, $\psi(\boldsymbol{X}, \boldsymbol{Z})$, can be interpreted as a measure of deviation from centrality of the pair $X Z$, and increases from zero on the central path to $+\infty$ as $\boldsymbol{X}$ or $\boldsymbol{Z}$ approach the boundary of $\mathscr{P}$. A fixed decrease in the second term corresponds to a fixed amount of "centering" in the following sense: up to a constant, it is the reduction in the (bound on) computational effort required to "center" the current pair. Note that along the central path, $\phi\left(X^{*}(\alpha), Z^{*}(\alpha)\right)=\nu \sqrt{n} \log \alpha$ which decreases to $-\infty$ as $\alpha$ converges to zero.

The constant $\nu$ evidently determines the relative weight of the two terms, which measure the duality gap and the deviation from centrality. Using our interpretation (7) we can be more specific. If $\psi$ decreases by one, the new pair is 3.26 Newton steps closer to centrality than the original pair (or, more precisely, the upper bound on the number of Newton steps required to center the new pair is 3.26 smaller than the upper bound for the original pair). If the other term, $\nu \sqrt{n} \log \langle\boldsymbol{X}, \boldsymbol{Z}\rangle$, decreases by one, then the duality gap is reduced by the factor $\exp (-1 / \nu \sqrt{n}) \approx 1-1 /(\nu \sqrt{n})$. In other words,
$\nu \sqrt{n}$ fewer Newton steps to center $\sim 31 \%$ duality gap reduction,
where $\sim$ means that the left- and right-hand sides result in an equal decrease in $\phi$.
By minimizing the smooth function $\phi$, we solve the primal and dual problems (2) and (3). Indeed since $\psi(\boldsymbol{X}, \boldsymbol{Z}) \geqslant 0$ for feasible $\boldsymbol{X}$ and $\boldsymbol{Z}$, we have

$$
\begin{equation*}
\langle X, Z\rangle \leqslant \exp \frac{\phi(X, Z)}{\nu \sqrt{n}}, \tag{11}
\end{equation*}
$$

which shows that small potential implies small duality gap.
For notational convenience we will often use $\boldsymbol{W}=\boldsymbol{X} \oplus \boldsymbol{Z}$, and $\phi(\boldsymbol{W})$ to denote $\phi(X, Z)$. For future reference we give the gradient of $\phi$ :

$$
\nabla \phi(X, Z)=\left(\frac{n+\nu \sqrt{n}}{\langle X, Z\rangle} C-X^{-1}\right) \oplus\left(\frac{n+\nu \sqrt{n}}{\langle X, Z\rangle} D-Z^{-1}\right)=\rho(C \oplus D)-\boldsymbol{W}^{-1}
$$

where we define $\rho$ as

$$
\begin{equation*}
\rho=\frac{n+\nu \sqrt{n}}{\langle\boldsymbol{X}, \boldsymbol{Z}\rangle} \tag{12}
\end{equation*}
$$

### 2.4. Algorithm

The basic idea of the primal-dual algorithm is to generate iterations of primal and dual feasible matrices satisfying

$$
\begin{equation*}
\phi\left(X^{(k+1)}, Z^{(k+1)}\right) \leqslant \phi\left(X^{(k)}, \boldsymbol{Z}^{(k)}\right)-\delta, \tag{13}
\end{equation*}
$$

for some absolute positive constant $\delta$. By (11) we therefore have:

$$
\begin{equation*}
\left\langle X^{(k)}, Z^{(k)}\right\rangle \leqslant \exp \frac{\phi\left(X^{(0)}, Z^{(0)}\right)-k \delta}{\nu \sqrt{n}}=\left\langle X^{(0)}, Z^{(0)}\right\rangle c_{0} c_{1}^{k} \tag{14}
\end{equation*}
$$

where

$$
c_{0}=\exp \frac{\psi\left(\boldsymbol{X}^{(0)}, \boldsymbol{Z}^{(0)}\right)}{\nu \sqrt{n}}, \quad c_{1}=\exp \frac{-\delta}{\nu \sqrt{n}} .
$$

We can interpret the result (14) as follows: the duality gap converges to zero at least exponentially at a rate given by the constant $c_{1}$. The constant $c_{0}$ depends only on the centrality of the initial pair, and is one if the initial pair is central.

In other words, we have polynomial convergence.
Theorem 2. Assume that (13) holds with some $\delta>0$ that does not depend on $n$ or $\epsilon$, where $0<\epsilon<1$. Then for

$$
k \geqslant \frac{\nu \sqrt{n} \log (1 / \epsilon)+\psi\left(\boldsymbol{X}^{(0)}, \boldsymbol{Z}^{(0)}\right)}{\delta}
$$

wè have $\left\langle\boldsymbol{X}^{(k)}, \boldsymbol{Z}^{(k)}\right\rangle\left\langle\epsilon\left\langle\boldsymbol{X}^{(0)}, \mathbf{Z}^{(0)}\right\rangle\right.$.
Roughly speaking, we have convergence in $\mathrm{O}(\sqrt{n})$ steps, provided the initial pair is sufficiently centered.

The key task, then, is to show how to update ( $\boldsymbol{X}^{(k)}, \boldsymbol{Z}^{(k)}$ ) into $\left(\boldsymbol{X}^{(k+1)}, \boldsymbol{Z}^{(k+1)}\right)$ such that (13) holds.

The algorithm depends on three parameters: $\nu \geqslant 1$ (which is used in the definition of the potential function), $\epsilon>0$ is the value of the duality gap used to terminate the algorithm,
and $\theta$ is a parameter satisfying $0<\theta \leqslant 0.35$. (We shall see later that $\theta$ trades off numbers of iterations versus work per iteration.) Define $\delta=\theta-\log (1+\theta)$.

## Primal-dual algorithm

given $\boldsymbol{W}=\boldsymbol{X} \oplus \boldsymbol{Z}$ with $\boldsymbol{X} \in \operatorname{Int} \mathscr{P} \cap(\mathscr{L}+\boldsymbol{D})$ and $Z \in \operatorname{Int} \mathscr{P} \cap\left(\mathscr{L}^{\perp}+\boldsymbol{C}\right)$

## repeat

(1) Find a suitable search direction.

Compute a $\delta \boldsymbol{W}=\delta \boldsymbol{X} \oplus \delta Z \in \mathscr{L} \oplus \mathscr{L}^{\perp}$ that satisfies

$$
\begin{equation*}
\frac{\langle\delta W, \nabla \phi(W)\rangle}{\left\|W^{-1 / 2} \delta W W^{-1 / 2}\right\|} \geqslant \theta \tag{15}
\end{equation*}
$$

(2) Plane search.

Find $p, q \in \mathbb{R}$ such that $\boldsymbol{X}-p \delta \boldsymbol{X} \in \mathscr{P}, \boldsymbol{Z}-q \delta \boldsymbol{Z} \in \mathscr{P}$, and

$$
\begin{equation*}
\phi(X-p \delta X, Z-q \delta Z)) \leqslant \phi(X, Z)-\delta \tag{16}
\end{equation*}
$$

(3) Update $W$.

Set $W=X \oplus Z:=(X-p \delta X) \oplus(Z-q \delta Z)$.
until $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle \leqslant \epsilon$.
We must clarify two points: first, how do we find a $\delta W$ satisfying the condition (15), and second, how do we find $p$ and $q$ satisfying (16).

We first consider the search direction problem. It turns out that we can compute the direction $\delta W \in \mathscr{L} \oplus \mathscr{L}^{\perp}$ that maximizes the ratio on the left-hand side of (15) by solving a least-squares problem. Define

$$
\begin{align*}
\delta W^{N} & =\underset{\delta W \in \mathscr{L} \oplus \mathscr{L}^{\perp}}{\arg \min }\left\|W^{1 / 2} \nabla \phi(W) W^{1 / 2}-W^{-1 / 2} \delta W W^{-1 / 2}\right\| \\
& =\underset{\delta W \in \mathscr{L} \oplus \mathscr{L}^{\perp}}{\arg \min }\left\|\rho W^{1 / 2}(C \oplus D) W^{1 / 2}-I-W^{-1 / 2} \delta W W^{-1 / 2}\right\| . \tag{17}
\end{align*}
$$

Then we have the following theorem.

## Theorem 3.

$$
\begin{aligned}
\max _{\delta \boldsymbol{W} \in \mathscr{E} \oplus \mathscr{L}+} \frac{\langle\delta \boldsymbol{W}, \nabla \phi(\boldsymbol{W})\rangle}{\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W} \boldsymbol{W}^{-1 / 2}\right\|} & =\frac{\left\langle\delta \boldsymbol{W}^{N}, \nabla \phi(\boldsymbol{W})\right\rangle}{\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\|} \\
& =\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\| \geqslant \theta
\end{aligned}
$$

(This theorem is proved in the Appendix.) Therefore we can always find a suitable search direction as required in step 1 of the algorithm by solving the least-squares problem (17).

The direction $\delta W^{N}$ can be interpreted as a Newton direction for a modified potential function. From (9) we see that $\phi$ is the sum of the convex function $F(\boldsymbol{X})+F(\boldsymbol{Z})-n \log$ $n$ and the concave function $(n+\nu \sqrt{n}) \log \langle\boldsymbol{X}, Z\rangle$. We first modify $\phi$ by linearizing the concave term at the point $\boldsymbol{W}$. For strictly feasible $\boldsymbol{W}$ we define

$$
\begin{aligned}
\varphi(\tilde{\boldsymbol{W}}) & =(n+\nu \sqrt{n}) \log \langle\boldsymbol{X}, \boldsymbol{Z}\rangle+\rho\langle\tilde{\boldsymbol{X}}-\boldsymbol{X}, \boldsymbol{Z}\rangle+\rho\langle\boldsymbol{X}, \tilde{\boldsymbol{Z}}-\boldsymbol{Z}\rangle \\
& +F(\tilde{\boldsymbol{X}})+F(\tilde{\boldsymbol{Z}})-n \log n
\end{aligned}
$$

( $\boldsymbol{X}$ and $Z$, and therefore $\rho$, are fixed here). This modified potential function is convex. Moreover, since we have replaced a concave term by its linearization, we have $\varphi(\boldsymbol{W})=\phi(\boldsymbol{W})$ and $\varphi(\tilde{\boldsymbol{W}}) \geqslant \phi(\tilde{\boldsymbol{W}})$ for all feasible $\tilde{\boldsymbol{W}}$. It follows that an update that reduces the modified potential $\varphi$ will reduce the potential $\phi$ even more.

Now consider the Newton step for $\varphi$ at the point $W$, i.e., the minimizer of the quadratic model of $\varphi$ at the point $W$ :

$$
\begin{equation*}
\underset{\delta W \in \mathscr{L} \oplus \mathscr{L}^{\perp}}{\arg \min }\left(\varphi(\boldsymbol{W})+\langle\nabla \varphi(\boldsymbol{W}), \delta \boldsymbol{W}\rangle+\frac{1}{2}\left\langle\delta \boldsymbol{W}, \nabla^{2} \varphi(\boldsymbol{W}) \delta \boldsymbol{W}\right\rangle\right) . \tag{18}
\end{equation*}
$$

Since $\quad \nabla \varphi(W)=\nabla \phi(W) \quad$ and $\quad \nabla^{2} \varphi(W)=\nabla^{2} F(W)$, we have, using (5), $\nabla^{2} \varphi(W) \delta W=W^{-1} \delta W W^{-1}$. Therefore (18) becomes:

$$
\begin{aligned}
& \underset{\delta W \in \mathscr{\mathscr { H } \oplus \mathscr { L } \perp}}{\arg \min }\left(\langle\nabla \phi(W), \delta W\rangle+\frac{1}{2}\left\|W^{-1 / 2} \delta W W^{-1 / 2}\right\|^{2}\right) \\
& \quad=\underset{\delta W \in \mathscr{L} \oplus \mathscr{L} \downarrow}{\arg \min } \frac{1}{2}\left\|W^{1 / 2} \nabla \phi(W) W^{1 / 2}+W^{-1 / 2} \delta W W^{-1 / 2}\right\|^{2} .
\end{aligned}
$$

Comparing this expression to (17), we see that this Newton step is precisely $-\delta W^{N}$.
We can also give a geometric interpretation of the search direction condition (15) in terms of the angle between $\delta W$ and the Newton direction $\delta W^{N}$ in an appropriate metric. We can rewrite (17) as

$$
\delta W^{N}=\underset{\delta W \in \mathscr{L} \oplus \mathscr{L} \perp}{\arg \min }\left\|W^{-1 / 2}(W \nabla \phi(W) W-\delta W) W^{-1 / 2}\right\|,
$$

that is, $\delta W^{N}$ is the projection of the matrix $W \nabla \phi(W) W$ onto $\mathscr{L} \oplus \mathscr{L}^{\perp}$ in the norm $\left\|W^{-1 / 2}(\cdot) \boldsymbol{W}^{-1 / 2}\right\|$. From this we see that

$$
\begin{align*}
\langle\delta W, \nabla \phi(W)\rangle & =\left\langle\boldsymbol{W}^{-1 / 2} \delta W W^{-1 / 2}, \boldsymbol{W}^{1 / 2} \nabla \phi(\boldsymbol{W}) \boldsymbol{W}^{1 / 2}\right\rangle \\
& =\left\langle\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W} \boldsymbol{W}^{-1 / 2}, \boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\rangle . \tag{19}
\end{align*}
$$

Therefore,

$$
\frac{\langle\delta W, \nabla \phi(W)\rangle}{\left\|W^{-1 / 2} \delta W W^{-1 / 2}\right\|}=\frac{\left\langle W^{-1 / 2} \delta W W^{-1 / 2}, W^{-1 / 2} \delta W^{N} W^{-1 / 2}\right\rangle}{\left\|W^{-1 / 2} \delta W W^{-1 / 2}\right\|},
$$

which is the norm of $\delta W^{N}$ times the cosine of the angle between $\delta W$ and $\delta W^{N}$, using the inner product $\left\langle\boldsymbol{W}^{-1 / 2}(\cdot) \boldsymbol{W}^{-1 / 2}, \boldsymbol{W}^{-1 / 2}(\cdot) \boldsymbol{W}^{-1 / 2}\right\rangle$. Evidently, the maximum value of this ratio is $\left\|W^{-1 / 2} \delta W^{N} W^{-1 / 2}\right\|$, obtained by choosing $\delta W=\delta W^{N}$. Therefore, in order to prove Theorem 3, we will need to show $\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\| \geqslant \theta$.

Now we turn to the question of plane search.

Theorem 4. Suppose $\delta \mathbf{W}$ satisfies (15). Define

$$
p=q=\frac{\theta}{(1+\theta)\left\|W^{-1 / 2} \delta W W^{-1 / 2}\right\|} .
$$

Then $\boldsymbol{X}-p \delta \boldsymbol{X} \in \mathscr{P}, \boldsymbol{Z}-q \delta \boldsymbol{Z} \in \mathscr{P}$, and

$$
\phi(X-p \delta X, Z-q \delta Z)) \leqslant \phi(X, Z)-\delta
$$

(This theorem is proved in the Appendix.) We note that this choice of $p$ and $q$ is only used in the complexity analysis. In practice, an approximate minimization of the potential function over $p$ and $q$ typically yields a much larger reduction in $\phi$ than $\delta$ (see Section 4).

## 3. Search direction via conjugate gradients

In this section we show how to use a conjugate gradient algorithm to solve the leastsquares problem (17). Perhaps more importantly, the conjugate gradient algorithm we describe has the following properties.

- The iterates $\delta \boldsymbol{W}_{k}$ generated by the conjugate gradient algorithm are all feasible, i.e., $\delta W_{k} \in \mathscr{L} \oplus \mathscr{L}^{\perp}$.
- $\delta W_{k}$ converges to $\delta W^{N}$.
- The ratio

$$
\frac{\left\langle\delta \boldsymbol{W}_{k}, \nabla \phi(\boldsymbol{W})\right\rangle}{\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}_{k} \boldsymbol{W}^{-1 / 2}\right\|}
$$

is known during the conjugate gradient process, and increases monotonically to its maximum value (which by Theorem 3 exceeds $\theta$ ).

An immediate consequence is that we can stop the conjugate gradient process as soon condition (15) holds.

The least-squares problem (17) requires us to project the matrix

$$
B=\rho W^{1 / 2}(C \oplus D) W^{1 / 2}-I
$$

onto the subspace $\boldsymbol{W}^{-1 / 2}\left(\mathscr{L} \oplus \mathscr{L}^{\perp}\right) \boldsymbol{W}^{-1 / 2}$. This subspace has dimension $\frac{1}{2} n(n+1)$ so it can be represented as the range of a linear function $\mathscr{A}$ which maps $\mathbb{R}^{n(n+1) / 2}$ into $\mathscr{S} \oplus \mathscr{S}$. Equivalently, we pick a basis for $\boldsymbol{W}^{-1 / 2}\left(\mathscr{L} \oplus \mathscr{L}^{\perp}\right) \boldsymbol{W}^{-1 / 2}$, with the matrix $\mathscr{A} y \in \boldsymbol{W}^{-1 / 2}\left(\mathscr{L} \oplus \mathscr{L}^{\perp}\right) \boldsymbol{W}^{-1 / 2}$ corresponding to coordinates $y \in \mathbb{R}^{n(n+1) / 2}$.

Then $W^{-1 / 2} \delta W^{N} W^{-1 / 2}=\mathscr{A} \hat{y}$ where $\hat{y}$ is the solution of the least-squares problem

$$
\begin{equation*}
\hat{y}=\arg \min \|\mathscr{A} y-B\| . \tag{20}
\end{equation*}
$$

Let $\mathscr{A}^{*}$ be the adjoint of $\mathscr{A}$, i.e., the mapping from $\mathscr{S} \oplus \mathscr{S}$ into $\mathbb{R}^{n(n+1) / 2}$ defined by $\langle\boldsymbol{H}$, $\mathscr{A} y\rangle=\left(\mathscr{A}^{*} H\right)^{\mathrm{T}} y$ for all $\boldsymbol{H} \in \mathscr{S} \oplus \mathscr{S}$ and all $y \in \mathbb{R}^{n(n+1) / 2}$. Then (20) can be solved via the normal equations

$$
\begin{equation*}
\mathscr{A}^{*} \mathscr{A} y=\mathscr{A}^{*} B \tag{21}
\end{equation*}
$$

The solution of this linear set of equations forms the main computational effort of the algorithm. It can be solved by a variety of direct or iterative methods, but as in implemen-
tations of interior-point methods for linear programming, the conjugate gradient method is a good choice $[1,16,25,27]$. This method has the desirable property of only involving consecutive evaluations of the linear mappings $\mathscr{A}$ and $\mathscr{A}^{*}$ at given points. In particular, there is no need to form the matrix $\mathscr{A}^{*} \mathscr{A}$ which is of size $\frac{1}{2} n(n+1)$.

The following is the outline of the conjugate gradient algorithm as it can for instance be found in [33]. Alternatively, one might prefer to use the LSQR-method [33]. LSQR is theoretically equivalent to the conjugate gradient method, but has better numerical properties.

The residual $r_{k}=\mathscr{A}^{*} B-\mathscr{A}^{*} \mathscr{A} y_{k}$ is calculated recursively. Criteria for termination will be discussed below.

## Conjugate gradient algorithm

$k=0 ; y_{0}=0 ; s_{0}=\boldsymbol{B}, r_{0}=\mathscr{A}^{*} \boldsymbol{B}$
until convergence

```
    \(k=k+1\)
    if \(k=1\)
        \(p_{1}=r_{0}\)
    else
        \(\beta_{k}=r_{k-1}^{\mathrm{T}} r_{k-1} / r_{k-2}^{\mathrm{T}} r_{k-2}\)
        \(p_{k}=r_{k-1}+\beta_{k} p_{k-1}\)
    end
        \(q_{k}=\mathscr{A} p_{k}\)
        \(\alpha_{k}=r_{k-1}^{\mathrm{T}} r_{k-1} / q_{k}^{\mathrm{T}} q_{k}\)
        \(y_{k}=y_{k-1}+\alpha_{k} p_{k}\)
        \(s_{k}=s_{k-1}-\alpha_{k} q_{k}\)
        \(r_{k}=\mathscr{A}^{*} s_{k}\)
end
\(\delta \boldsymbol{W}=\boldsymbol{W}^{1 / 2}\left(\mathscr{A} y_{k}\right) \boldsymbol{W}^{1 / 2}\)
```

This conjugate gradient algorithm finds the solution in $\frac{1}{2} n(n+1)$ steps. We note that in practice a suitable preconditioner should be used. A good preconditioner can considerably speed up convergence, especially in the presence of roundoff error. The choice of a preconditioner depends on the specific structure of the problem, so we will postpone this topic to Section 5.

In the rest of this section we discuss termination criteria for the conjugate gradient algorithm. We have the following theorem.

Theorem 5. Let $\delta W_{k}=W^{1 / 2}\left(\mathscr{A} y_{k}\right) W^{1 / 2}$ be the approximation of $\delta W^{N}$ obtained after $k$ iterations of the conjugate gradient algorithm. Then $\delta W_{k}$ is a feasible direction with the property

$$
\begin{equation*}
\frac{\left\langle\delta W_{k}, \nabla \phi(W)\right\rangle}{\left\|W^{-1 / 2} \delta W_{k} W^{-1 / 2}\right\|}=\left\|W^{-1 / 2} \delta W_{k} W^{-1 / 2}\right\|=\left(\sum_{i=1}^{k} \alpha_{i}^{2} p_{i}^{\mathrm{T}} \mathscr{A}^{*} \mathscr{A} p_{i}\right)^{1 / 2} \tag{22}
\end{equation*}
$$

Proof. The directions $p_{k}$ are conjugate:

$$
\left\langle\mathscr{A} p_{j}, \mathscr{A} p_{k}\right\rangle=0, \quad j=1, \ldots, k-1
$$

Since we have $y_{k}=\sum_{i=1}^{k} \alpha_{i} p_{i}$, it follows that

$$
\left\langle\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}_{k} \boldsymbol{W}^{-1 / 2}, \boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}_{k} \boldsymbol{W}^{-1 / 2}\right\rangle=\left\langle\mathscr{A} y_{k}, \mathscr{A} y_{k}\right\rangle=\sum_{i=1}^{k} \alpha_{i}^{2}\left\langle\mathscr{A} p_{i}, \mathscr{A} p_{i}\right\rangle,
$$

which proves the second equality. In order to prove the first one, let $\hat{y}$ be the solution of the normal equations (21) and observe that

$$
\left\langle\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}_{k} \boldsymbol{W}^{-1 / 2}, \boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\rangle=\left\langle\mathscr{A} y_{k}, \mathscr{A} \hat{y}\right\rangle=\left\langle\mathscr{A} y_{k}, \mathscr{A} y_{k}\right\rangle+y_{k}^{\mathrm{T}} r_{k}
$$

The assertion now follows from (19) and from the orthogonality of the $k$ th residual $r_{k}$ and the directions $p_{j}, j=1, \ldots, k$ (see [19]).

This theorem has the interesting consequence that the ratio needed in (15) is readily known, and is easily computed since $\left\langle\mathscr{A} p_{k}, \mathscr{A} p_{k}\right\rangle$ has to be computed anyway. It suggests basing a stopping criterion for the conjugate gradient algorithm on the quantity (22). One possibility is to terminate as soon as condition (15) is satisfied. The parameter $\theta$ however is usually a very conservative lower bound for $\left\|W^{-1 / 2} \delta W^{N} W^{-1 / 2}\right\|$, and often a much larger reduction in potential function can be obtained by continuing the iteration after condition (15) is satisfied. Running the algorithm to completion on the other hand usually requires an excessive number of iterations, but one typically observes that the quantity (22) levels off long before the end of the algorithm. Preliminary experience therefore suggests terminating as soon as the relative increase in (22) becomes sufficiently small and condition (15) is satisfied.

## 4. Step lengths via plane search

- Instead of the damped Newton step of Theorem 4 it is in general more efficient to make a plane search, i.e., to look for scalars $p$ and $q$ that minimize $\phi(X-p \delta X, Z-q \delta Z)$. This can be done very efficiently if we first compute the eigenvalues $\mu_{1}, \ldots, \mu_{n}$ of $X^{-1 / 2} \delta X X^{-1 /}$ ${ }^{2}$ and the eigenvalues $\nu_{1}, \ldots, \nu_{n}$ of $\mathbf{Z}^{-1 / 2} \delta Z Z^{-1 / 2}$. The potential function can then be written as

$$
\phi(p, q)=(n+\nu \sqrt{n}) \log \left(c_{1}+c_{2} p+c_{3} q\right)+f(p, q)-n \log n,
$$

where

$$
c_{1}=\langle\boldsymbol{X}, Z\rangle, \quad c_{2}=-\langle\boldsymbol{Z}, \delta \boldsymbol{X}\rangle, \quad c_{3}=-\langle\boldsymbol{X}, \delta \boldsymbol{Z}\rangle
$$

and $f$ is the restriction of the barrier term to the plane, i.e.,

$$
\begin{aligned}
f(p, q) & =F(X-p \delta X)+F(Z-q \delta Z) \\
& =-\sum_{i=1}^{n} \log \left(1-p \mu_{i}\right)-\sum_{i=1}^{n} \log \left(1-q \nu_{i}\right)-\log \operatorname{det}(X Z)
\end{aligned}
$$

The derivatives of these functions are straightforward to compute. We will need the first derivatives of $\phi(p, q)$ :

$$
\begin{align*}
& \frac{\partial \phi(p, q)}{\partial p}=\frac{c_{2}(n+\nu \sqrt{n})}{c_{1}+p c_{2}+q c_{3}}+\sum_{i=1}^{n} \frac{\mu_{i}}{1-p \mu_{i}}  \tag{23}\\
& \frac{\partial \phi(p, q)}{\partial q}=\frac{c_{3}(n+\nu \sqrt{n})}{c_{1}+p c_{2}+q c_{3}}+\sum_{i=1}^{n} \frac{\nu_{i}}{1-q \nu_{i}}, \tag{24}
\end{align*}
$$

and the second derivatives of $f(p, q)$ :

$$
\begin{equation*}
\frac{\partial^{2} f(p, q)}{\partial p^{2}}=\sum_{i=1}^{n} \frac{\mu_{i}^{2}}{\left(1-p \mu_{i}\right)^{2}}, \quad \frac{\partial^{2} f(p, q)}{\partial q^{2}}=\sum_{i=1}^{n} \frac{\nu_{i}^{2}}{\left(1-q \nu_{i}\right)^{2}} . \tag{25}
\end{equation*}
$$

Note that once we have computed the eigenvalues $\mu_{i}$ and $\nu_{i}, i=1, \ldots, n$, we can compute these derivatives in $\mathrm{O}(n)$ operations.

In order to minimize $\phi$ we apply damped Newton steps to a linearized approximation of $\phi$ (as is done in [7,29]). At each iteration the concave term of the potential function is linearized around the current $(p, q)$ and one damped Newton step is applied to this modified potential. This involves the following steps.

- Compute the derivatives (23)-(25).
- Compute $\delta p$ and $\delta q$ from

$$
\delta p=\frac{\partial \phi}{\partial p} / \frac{\partial^{2} f}{\partial p^{2}}, \quad \delta q=\frac{\partial \phi}{\partial q} / \frac{\partial^{2} f}{\partial q^{2}} .
$$

- Define $\lambda$ as

$$
\lambda=\left(\frac{\partial^{2} f(p, q)}{\partial p^{2}} \delta p^{2}+\frac{\partial^{2} f(p, q)}{\partial q^{2}} \delta q^{2}\right)^{1 / 2} .
$$

- Then the next iterates of $p$ and $q$ are

$$
p:=p-\frac{1}{1+\lambda} \delta p, \quad q:=q-\frac{1}{1+\lambda} \delta q .
$$

It can be shown that with this choice of step length, $X \rightarrow p \delta X$ and $Z-q \delta Z$ remain feasible and $p, q$ converge to the values that minimize $\phi(p, q)$.

There is no need to calculate the minimum of $\phi(p, q)$ very accurately. Ben Tal and Nemirovsky [7] suggest taking a fixed number of steps. An alternative is to continue the iteration until $\lambda$ becomes sufficiently small.

The main cost of this scheme is in the initial computation of the eigenvalues $\mu_{i}$ and $\nu_{i}$. Once these are known, each step in the plane search can be carried out at a cost of $\mathrm{O}(n)$ operations.

## 5. Algorithm for Lyapunov inequalities

We now return to the more specific problem (1). We will need to make a technical assumption: there is at least one index $j, 1 \leqslant j \leqslant L$ for which the mapping

$$
\boldsymbol{H} \rightarrow \boldsymbol{B}_{j} \boldsymbol{H} \boldsymbol{A}_{j}+\boldsymbol{A}_{j}^{\mathrm{T}} \boldsymbol{H} \boldsymbol{B}_{j}^{\mathrm{T}}
$$

is invertible. This is true if and only if the matrix pencil $\boldsymbol{B}_{j}-\lambda A_{j}^{\mathrm{T}}$ is regular and its spectrum $\sigma$ is disjoint from its negative, $\sigma \cap(-\sigma)=\emptyset$ (see [15]). The assumption is justified, because in most applications of (1), $\boldsymbol{P}$ also has to be positive semidefinite itself. One can ensure this by adding an inequality with $\boldsymbol{A}_{k}=0.5 \boldsymbol{I}, \boldsymbol{B}_{k}=\boldsymbol{I}$ and $\boldsymbol{D}_{k}=0$, which of course gives us an invertible mapping.

Problem (1) can be written in the conic form (2) as

$$
\min \sum_{k=1}^{L}\left\langle C_{k}, X_{k}\right\rangle, \quad X_{k}=A_{k} P B_{k}+\boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P} A_{k}^{\mathrm{T}}+D_{k} \geqslant 0, k=1, \ldots, L,
$$

which is of the form (2) with $X=X_{1} \oplus \cdots \oplus X_{L} \in \oplus_{k=1}^{L} \mathscr{S}_{m}, n=m L$, and

$$
\mathscr{L}=\left\{\bigoplus_{k=1}^{\stackrel{L}{\oplus}} \boldsymbol{A}_{k} \boldsymbol{P} \boldsymbol{B}_{k}+\boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}} \mid \boldsymbol{P} \in \mathscr{S}_{m}\right\}, \quad \boldsymbol{D}=\bigoplus_{k=1}^{\llcorner } \boldsymbol{D}_{k}, \quad \boldsymbol{C}=\bigoplus_{k=1}^{L} \boldsymbol{C}_{k}
$$

In this conversion one is free to choose the matrices $\boldsymbol{C}_{k}$ as long as

$$
\begin{equation*}
\sum_{k=1}^{L} \boldsymbol{B}_{k} \boldsymbol{C}_{k} \boldsymbol{A}_{k}+\boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{C}_{k} \boldsymbol{B}_{k}^{\mathrm{T}}=\boldsymbol{E} \tag{26}
\end{equation*}
$$

This is an underdetermined set of equations. Its solution is in general not unique, but it can be verified that the choice of the $C_{k}$ 's has no effect on the algorithm. A general way to solve (26) is to apply the conjugate gradient algorithm, which would produce the minimum norm solution. An easier but less general way is to select an index $j$ for which $\boldsymbol{B}_{j} \boldsymbol{C}_{j} \boldsymbol{A}_{j}+\boldsymbol{A}_{j}^{\mathrm{T}} \boldsymbol{C}_{j} \boldsymbol{B}_{j}^{\mathrm{T}}=\boldsymbol{E}$ is solvable (we assumed above that such a $j$ exists), compute this $\boldsymbol{C}_{j}$ (by the algorithm in $[15,20]$ ), and take $C_{k}=0, k \neq j$.

For this problem it is more natural to take $\oplus_{k=1}^{L} \mathscr{S}_{m}$ as the ambient space instead of $\mathscr{S}_{m L}$. The orthogonal complement of $\mathscr{L}$ then becomes

$$
\mathscr{L}^{\perp}=\left\{Z=\bigoplus_{k=1}^{\mathscr{L}} Z_{k} \mid \sum_{k=1}^{L} \boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{Z}_{k} \boldsymbol{B}_{k}^{\mathrm{T}}+\boldsymbol{B}_{k} \boldsymbol{Z}_{k} \boldsymbol{A}_{k}=0\right\}
$$

and we have the dual problem

$$
\min \sum_{k=1}^{L}\left\langle\boldsymbol{D}_{k}, \boldsymbol{Z}_{k}\right\rangle, \quad \sum_{k=1}^{L} \boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{Z}_{k} \boldsymbol{B}_{k}^{\mathrm{T}}+\boldsymbol{B}_{k} \boldsymbol{Z}_{k} \boldsymbol{A}_{k}=\boldsymbol{E}, \quad \boldsymbol{Z}_{k} \geqslant 0, k=1, \ldots, L .
$$

The total amount of work required to solve the problem (1) depends on two factors: the number of iterations, and the number of operations required in one iteration. We have seen that in the worst case the number of iterations grows with $m$ and $L$ as $\mathrm{O}(\sqrt{m L})$, but in practice it appears to increase much more slowly. This behavior will be observed in the numerical experiments of the next section, and is consistent with the experience of other researchers with potential reduction methods (see [22,30]). Throughout this section, then, we concentrate on the work per iteration.

The dominating part there is the solution of the least-squares system (20), as discussed in Section 3. In Section 3 the projections on $\mathscr{L}$ and $\mathscr{L}^{\perp}$ were lumped together in a symmetrical way. This is not a good idea computationally, since usually $m \ll L$ and therefore the dimension of $\mathscr{L}^{\perp}\left(\operatorname{dim} \mathscr{L}^{\perp}=\frac{1}{2}(L-1) m(m+1)\right)$ is much larger than the dimension of $\mathscr{L}\left(\operatorname{dim} \mathscr{L}=\frac{1}{2} m(m+1)\right)$. A closer look however shows that the computational load of both projections is of the same order.

### 5.1. Direct methods

We can first clarify why we prefer to solve (20) by the conjugate gradient method instead of direct methods.

The least-squares problem (17) consists of two parts that can be solved independently: $\delta W^{N}=\delta X^{N} \oplus \delta Z^{N}$ with

$$
\begin{align*}
& \delta X^{N}=\underset{\delta X \in \mathscr{L}}{\arg \min }\left\|\rho X^{1 / 2} C X^{1 / 2}-I-X^{-1 / 2} \delta X X^{-1 / 2}\right\|,  \tag{27}\\
& \delta Z^{N}=\underset{\delta Z \in \mathscr{X} \perp}{\arg \min }\left\|\rho Z^{1 / 2} D Z^{1 / 2}-I-Z^{-1 / 2} \delta Z Z^{-1 / 2}\right\| . \tag{28}
\end{align*}
$$

The primal step (27) amounts to solving

$$
\begin{align*}
\delta \boldsymbol{P} & =\underset{\boldsymbol{P} \in \mathscr{S}_{m}}{\arg \min } \sum_{k=1}^{L}\left\|\boldsymbol{X}_{k}^{-1 / 2}\left(\rho \boldsymbol{X}_{k} \boldsymbol{C}_{k} \boldsymbol{X}_{k}-\boldsymbol{X}_{k}-\boldsymbol{A}_{k} \boldsymbol{P} \boldsymbol{B}_{k}-\boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}}\right) \boldsymbol{X}_{k}^{-1 / 2}\right\|^{2} \\
& =\underset{\boldsymbol{P} \in \mathscr{S}_{m}}{\arg \min } \sum_{k=1}^{L}\left\|\rho \boldsymbol{X}_{k}^{1 / 2} \boldsymbol{C}_{k} \boldsymbol{X}_{k}^{1 / 2}-\boldsymbol{I}-\tilde{\boldsymbol{A}}_{k} \boldsymbol{P} \tilde{\boldsymbol{B}}_{k}-\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \boldsymbol{P} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}\right\|^{2}, \tag{29}
\end{align*}
$$

where the normalized data $\tilde{\boldsymbol{A}}_{k}=\boldsymbol{X}_{k}^{-1 / 2} \boldsymbol{A}_{k}$ and $\tilde{\boldsymbol{B}}_{k}=\boldsymbol{B}_{k} \boldsymbol{X}_{k}^{-1 / 2}$. From $\delta \boldsymbol{P}$ we can compute the Newton step $\delta X^{N}=\delta X_{1}^{N} \oplus \cdots \oplus \delta X_{L}^{N}$ :

$$
\delta \boldsymbol{X}_{k}^{N}=\boldsymbol{A}_{k} \delta \boldsymbol{P} \boldsymbol{B}_{k}+\boldsymbol{B}_{k}^{\mathrm{T}} \delta \boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}}, \quad k=1, \ldots, L
$$

A direct way to solve the least-squares problem would consist in writing (29) as

$$
\begin{equation*}
\min _{\boldsymbol{P} \in \mathscr{S}_{m}} \sum_{k=1}^{L}\left\|\operatorname{vec}\left(\rho \boldsymbol{X}_{k}^{1 / 2} \boldsymbol{C}_{k} \boldsymbol{X}_{k}^{1 / 2}-\boldsymbol{I}\right)-\left(\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \otimes \tilde{\boldsymbol{A}}_{k}+\tilde{\boldsymbol{A}}_{k} \otimes \tilde{\boldsymbol{B}}_{k}^{\mathrm{T}}\right) \operatorname{vec}(\boldsymbol{P})\right\|^{2} \tag{30}
\end{equation*}
$$

where $\boldsymbol{A} \otimes \boldsymbol{B}$ denotes the Kronecker product, and $\operatorname{vec}(\boldsymbol{X})$ is the column vector obtained by appending the columns of the matrix $\boldsymbol{X}$ to one another. Problem (30) is an overdetermined set of equations with $\mathrm{O}\left(m^{2} L\right)$ equations and $\mathrm{O}\left(\mathrm{m}^{2}\right)$ unknowns and therefore requires $\mathrm{O}\left(m^{6} L\right)$ operations to solve by a direct method.

The dual step (28) is equivalent to

$$
\begin{gathered}
\delta Z^{N}=\delta Z_{1}^{N} \oplus \cdots \oplus \delta Z_{L}^{N} \\
=\arg \min \left\{\sum_{k=1}^{L}\left\|Z_{k}^{-1 / 2}\left(\rho Z_{k} D_{k} Z_{k}-Z_{k}-\delta Z_{k}\right) Z_{k}^{-1 / 2}\right\|^{2} \mid\right. \\
\left.\sum_{k=1}^{L} A_{k}^{\mathrm{T}} \delta Z_{k} B_{k}^{\mathrm{T}}+B_{k} \delta Z_{k} A_{k}=0\right\}
\end{gathered}
$$

This is the projection of the matrix $\rho \boldsymbol{Z} \mathbf{D Z}-\boldsymbol{Z}$ on $\mathscr{L}^{\perp}$, but in the metric associated with $\boldsymbol{Z}$, i.e., $\left\|Z^{-1 / 2}(\cdot) Z^{-1 / 2}\right\|$. Since the dimension of $\mathscr{L}^{\perp}$ is so much larger than the dimension of $\mathscr{L}$ it is advantageous to compute this projection by subtracting from $\rho Z D Z-Z$ its projection on $\boldsymbol{Z} \mathscr{L} \boldsymbol{Z}$ (this is the orthogonal complement of $\mathscr{L}^{\perp}$ in the metric induced by $\boldsymbol{Z}$ ). The projection on $\boldsymbol{Z} \mathscr{L} \mathbf{Z}$ amounts to calculating

$$
\begin{equation*}
\delta \boldsymbol{P}=\underset{P \in \mathscr{S}_{m}}{\arg \min } \sum_{k=1}^{L}\left\|\rho \boldsymbol{Z}_{k}^{1 / 2} D_{k} Z_{k}^{1 / 2}-\boldsymbol{I}-\tilde{\boldsymbol{A}}_{k} \boldsymbol{P} \tilde{B}_{k}-\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \boldsymbol{P} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}\right\|^{2}, \tag{31}
\end{equation*}
$$

where $\tilde{\boldsymbol{A}_{k}}=\boldsymbol{Z}_{k}^{1 / 2} \boldsymbol{A}_{k}$ and $\tilde{\boldsymbol{B}}_{k}=\boldsymbol{B}_{k} \boldsymbol{Z}_{k}^{1 / 2}$. From $\delta \boldsymbol{P}$ one can find $\delta \boldsymbol{Z}^{N}=\delta \boldsymbol{Z}_{1}^{N} \oplus \cdots \oplus \delta \boldsymbol{Z}_{L}^{N}$ :

$$
\delta \mathbf{Z}_{k}^{N}=\rho \mathbf{Z}_{k} \boldsymbol{D}_{k} \mathbf{Z}_{k}-\mathbf{Z}_{k}-\boldsymbol{Z}_{k} \boldsymbol{A}_{k} \delta \boldsymbol{P} \boldsymbol{B}_{k} \boldsymbol{Z}_{k}-\boldsymbol{Z}_{k} \boldsymbol{B}_{k}^{\mathrm{T}} \delta \boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{Z}_{k}, \quad k=1, \ldots, L
$$

Using Kronecker products, problem (31) can again be converted to an overdetermined set of equations, analogous to (30). The computational cost is therefore $\mathrm{O}\left(m^{6} L\right)$ as well.

The corresponding figure, if the least-squares system is solved by the conjugate gradient method, is derived in the next section and will turn out to be $\mathrm{O}\left(m^{5} L\right)$.

### 5.2. Conjugate gradients

The direct method outlined above ignores two basic properties of the problem. It computes an exact solution, which is more than needed in the algorithm. Secondly, it is hard to take into account the Kronecker structure in (30). With the conjugate gradient algorithm this will be much easier. We make use of the fact that solving a Sylvester equation $\boldsymbol{A} \boldsymbol{X} \boldsymbol{B}+\boldsymbol{B}^{\mathrm{T}} \boldsymbol{X} \boldsymbol{A}^{\mathrm{T}}=\boldsymbol{C}$ where all matrices are of order $m$ only requires $\mathrm{O}\left(m^{3}\right)$ operations although the number of unknowns in the matrix $\boldsymbol{X}$ is of $\mathrm{O}\left(m^{2}\right)$ (see [15,20]).

The subspace $\mathscr{L}$ is of dimension $\frac{1}{2} m(m+1)$, its orthogonal complement $\mathscr{L}^{\perp}$ of dimen$\operatorname{sion} \frac{1}{2} m(m+1)(L-1)$. In the conjugate gradient algorithm we can therefore use a representation

$$
\mathscr{A}: \bigoplus_{k=0}^{L-1} \mathscr{S}_{m} \rightarrow \bigoplus_{k=1}^{2 L} \mathscr{S}_{m}
$$

mapping each set of $L$ matrices $\boldsymbol{Y}=\boldsymbol{Y}_{0} \oplus \boldsymbol{Y}_{1} \oplus \cdots \oplus \boldsymbol{Y}_{L-1}$ on an element of the space $\boldsymbol{W}^{-1 / 2}\left(\mathscr{L} \oplus \mathscr{L}^{\perp}\right) \boldsymbol{W}^{-1 / 2}$. This is more convenient than using one single parameter vector. Defining $\boldsymbol{Y}_{p}=\boldsymbol{Y}_{0}$ and $\boldsymbol{Y}_{d}=\boldsymbol{Y}_{1} \oplus \cdots \oplus \boldsymbol{Y}_{L-1}$, we can write $\mathscr{A}$ as

$$
\mathscr{A} \boldsymbol{Y}=\mathscr{A}_{p} \boldsymbol{Y}_{p} \oplus \mathscr{A}_{d} \boldsymbol{Y}_{d},
$$

where the images of

$$
\mathscr{S}_{p}: \mathscr{S}_{m} \rightarrow \bigoplus_{k=1}^{L} \mathscr{S}_{m} \quad \text { and } \quad \mathscr{A}_{d}: \bigoplus_{k=1}^{L-1} \mathscr{S}_{m} \rightarrow \bigoplus_{k=1}^{L} \mathscr{P}_{m}
$$

are $X^{-1 / 2} \mathscr{L} X^{-1 / 2}$ and $Z^{-1 / 2} \mathscr{L}^{\perp} Z^{-1 / 2}$, respectively.
From the description of the conjugate gradient algorithm it should be clear that no explicit representation of these mappings is needed. It is sufficient to have an efficient way of evaluating them at any given point.

Evaluation of $\mathscr{A}_{p}$ and $\mathscr{A}_{p}^{*}$. Let the scaled data matrices be $\tilde{\boldsymbol{A}}_{k}=X_{k}^{-1 / 2} A_{k}$ and $\tilde{\boldsymbol{B}}_{k}=\boldsymbol{B}_{k} \boldsymbol{X}_{k}^{-1 / 2}, k=1, \ldots, L$. If $\boldsymbol{Y}_{0} \in \mathscr{S}_{m}$ then $\mathscr{A}_{p} \boldsymbol{Y}_{0}=\tilde{\boldsymbol{X}}_{1} \oplus \cdots \oplus \tilde{\boldsymbol{X}}_{L}$ with

$$
\tilde{\boldsymbol{X}}_{k}=\tilde{\boldsymbol{A}}_{k} \boldsymbol{Y}_{0} \tilde{\boldsymbol{B}}_{k}+\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \boldsymbol{Y}_{0} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}, \quad k=1, \ldots, L .
$$

If $\tilde{\boldsymbol{X}}=\tilde{\boldsymbol{X}}_{\mathbf{1}} \oplus \cdots \oplus \tilde{\boldsymbol{X}}_{L} \in \oplus{ }_{k=1}^{L} \mathscr{S}_{m}$, then

$$
\mathscr{A}_{p}^{*} \tilde{X}=\sum_{k=1}^{L} \tilde{\boldsymbol{B}}_{k} \tilde{\boldsymbol{X}}_{k} \tilde{\boldsymbol{A}}_{k}+\tilde{\boldsymbol{A}}_{k}^{\mathrm{T}} \tilde{\boldsymbol{X}}_{k} \tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} .
$$

Evaluation of $\mathscr{A}_{d}$ and $\mathscr{A}_{d}^{*}$. Let the scaled data matrices be $\tilde{\boldsymbol{A}}_{k}=Z_{k}^{1 / 2} \boldsymbol{A}_{k}$ and $\tilde{\boldsymbol{B}}_{k}=\boldsymbol{B}_{k} \boldsymbol{Z}_{k}^{1 / 2}, k=1, \ldots, L$. Pick $j, 1 \leqslant j \leqslant L$ for which the mapping

$$
\boldsymbol{H} \rightarrow \tilde{\boldsymbol{B}}_{j} \boldsymbol{H} \tilde{\boldsymbol{A}}_{j}+\tilde{\boldsymbol{A}}_{j}^{\mathrm{T}} \boldsymbol{H} \tilde{\boldsymbol{B}}_{j}^{\mathrm{T}}
$$

is invertible. Let $\boldsymbol{Y}_{d}=\boldsymbol{Y}_{1} \oplus \cdots \oplus \boldsymbol{Y}_{L-1}$; then the computation of

$$
\tilde{\mathbf{Z}}=\tilde{\mathbf{Z}}_{1} \oplus \cdots \oplus \tilde{\mathbf{Z}}_{L}=\mathscr{A}_{d} \boldsymbol{Y}_{d}
$$

involves the following steps.
(1) Let $\tilde{\boldsymbol{C}}=\sum_{k=1}^{j-1}\left(\tilde{\boldsymbol{B}}_{k} \boldsymbol{Y}_{k} \tilde{\boldsymbol{A}}_{k}+\tilde{\boldsymbol{A}}_{k}^{\mathrm{T}} \boldsymbol{Y}_{k} \tilde{\boldsymbol{B}}_{k}^{\mathrm{T}}\right)+\sum_{k=j+1}^{L}\left(\tilde{\boldsymbol{B}}_{k} \boldsymbol{Y}_{k-1} \tilde{\boldsymbol{A}}_{k}+\tilde{\boldsymbol{A}}_{k}^{\mathrm{T}} \boldsymbol{Y}_{k-1} \tilde{\boldsymbol{B}}_{k}^{\mathrm{T}}\right)$.
(2) Compute $\tilde{Z}_{j}$ from $\tilde{B}_{j} \tilde{Z}_{j} \tilde{A}_{j}+\tilde{A}_{j}^{\mathrm{T}} \tilde{Z}_{j} \tilde{B}_{j}^{\mathrm{T}}=-\tilde{C}$.
(3) Set $\tilde{\boldsymbol{Z}}_{k}=\boldsymbol{Y}_{k}$ for $k \neq j$.

If $\tilde{Z}=\tilde{Z}_{1} \oplus \cdots \oplus \tilde{Z}_{L} \in \oplus_{k=1}^{L} \mathscr{S}_{m}$, then $Y_{1} \oplus \cdots \oplus Y_{L-1}=\mathscr{A}_{d}^{*} \tilde{\mathbf{Z}}$ can be computed as follows.
(1) Solve $\tilde{\boldsymbol{A}}_{j} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{B}}_{j}+\tilde{\boldsymbol{B}}_{j}^{\mathrm{T}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{A}}_{j}^{\mathrm{T}}=\tilde{\mathbf{Z}}_{j}$ for $\tilde{\boldsymbol{P}}$.
(2) $\boldsymbol{Y}_{k}=\tilde{\boldsymbol{Z}}_{k}-\tilde{\boldsymbol{A}_{k}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{B}}_{k}-\tilde{\boldsymbol{B}_{k}^{\mathrm{P}}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}, k=1, \ldots, j-1$ and $\boldsymbol{Y}_{k-1}=\tilde{\boldsymbol{Z}}_{k}-\tilde{\boldsymbol{A}_{k}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{B}}_{k}-\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}$, $k=j+1, \ldots, L$.

Each of these four mappings can be evaluated in $\mathrm{O}\left(m^{3} L\right)$ operations. To estimate the number of iterations needed in the conjugate gradient method observe that $\mathscr{A}_{d}^{*} \mathscr{A}_{d}$ is the identity transformation plus a term with rank $\mathrm{O}\left(\mathrm{m}^{2}\right)$. Therefore the entire mapping $\mathscr{A}^{*} \mathscr{A}$ is a rank- $\mathrm{O}\left(\mathrm{m}^{2}\right)$ modification of the identity, which implies that the conjugate gradient algorithm converges in $\mathrm{O}\left(m^{2}\right)$ steps ( see [19]). The overall complexity to run the conjugate gradient algorithm to completion is therefore $\mathrm{O}\left(m^{5} L\right)$. In other words, by exploiting the Kronecker structure of the equations, the conjugate gradient method leads to a reduction of the $\mathrm{O}\left(m^{6} L\right)$ bound of the previous section by one order of magnitude. Moreover, several researchers have reported that with a good preconditioner, the conjugate gradient algorithm typically converges in much less than $N$ iterations if $N$ is the number of unknowns (e.g., $\mathrm{O}(\sqrt{N})$ iterations, see [25]). In the present case, it is therefore not unreasonable to expect that the number of iterations in the conjugate gradient algorithm can be reduced to $\mathrm{O}(m)$, especially since there is no need to run it until completion. This would bring the overall complexity down to $\mathrm{O}\left(m^{4} L\right)$.

We conclude this section with some remarks concerning preconditioning. The mapping $\mathscr{A}$ is not the only possible choice. Finding a good preconditioner is equivalent to selecting a mapping $\mathscr{A}$ such that $\mathscr{A}^{*} \mathscr{A}$ is close to the identity matrix. A simple method is as follows.

Evaluation of $\mathscr{A}_{p}$ and $\mathscr{A}_{p}^{*}$. We can precede the evaluation of $\mathscr{A}_{p}$ by a linear transformation $\mathscr{A}: \mathscr{S}_{m} \rightarrow \mathscr{S}_{m}$ computed by solving an equation of the form

$$
Y_{0}=M\left(\mathscr{M} Y_{0}\right) N+N^{\mathrm{T}}\left(\mathscr{M} Y_{0}\right) M^{\mathrm{T}}
$$

A heuristic choice that seems to work well in practice is to take $\boldsymbol{M}=\tilde{\boldsymbol{A}}_{j}$ and $N=\tilde{B}_{j}$ where $j$ is the index for which $\left\|X_{k}^{-1}\right\|$ is maximal. Then $\left(\mathscr{A}_{p} \mathscr{M}\right)^{*}\left(\mathscr{A}_{p} \mathscr{M}\right)$ can be expected to be closer to the identity mapping.

Evaluation of $\mathscr{A}_{d}$ and $\mathscr{A}_{d}^{*}$. In a similar way one can force $\mathscr{A}_{d}^{*} \mathscr{A}_{d}$ to be close to the identity transformation by selecting the index $j$ in the evaluation of $\mathscr{A}_{d}$ and $\mathscr{A}_{d}^{*}$ to be the index for which $\left\|Z_{k}\right\|$ is maximal.

We have no doubt that there are more sophisticated methods of preconditioning for this problem. On the other hand, we will see that this method is effective enough to bring the average number of conjugate gradient iterations required per iteration to $\mathrm{O}(m)$, which roughly speaking is the square root of the number of variables.

## 6. Some numerical experiments

Here we will give the results of two numerical experiments that confirm the complexity estimate of $\mathrm{O}\left(m^{4} L^{1.5}\right)$ for the problem (1).

We consider two families of problems. Both are of the form

$$
\begin{equation*}
\min \operatorname{Tr} \boldsymbol{E} \boldsymbol{P}, \quad \boldsymbol{X}_{k}=\boldsymbol{A}_{k} \boldsymbol{P}+\boldsymbol{P} \boldsymbol{A}_{k}^{\mathrm{T}}+\boldsymbol{D}_{k} \geqslant 0, k=1, \ldots, L, \tag{32}
\end{equation*}
$$

with dual problem

$$
\begin{equation*}
\min \sum_{k=1}^{L} \operatorname{Tr} \boldsymbol{D}_{k} Z_{k}, \quad \sum_{k=1}^{L} \boldsymbol{Z}_{k} \boldsymbol{A}_{k}+\boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{Z}_{k}=\boldsymbol{E}, \quad Z_{k} \geqslant 0, k=1, \ldots, L . \tag{33}
\end{equation*}
$$

In the first family, the problem data are randomly generated. The second family of problems is derived from an application from control theory.

### 6.1. A family of random problems

Random data were generated as follows. The $L$ th inequality is $2 \boldsymbol{P} \geqslant \boldsymbol{I}$, or in other words $A_{L}=I, D_{L}=-I$. To get the other inequalities we first form a random positive definite matrix $\boldsymbol{A}_{k}^{\text {sym }}=\boldsymbol{V}_{k}^{\mathrm{T}} \boldsymbol{\Lambda}_{k} \boldsymbol{V}_{k}$. Here $\boldsymbol{\Lambda}_{k}$ is a diagonal matrix with diagonal elements uniformly distributed in the interval $(0,1)$. The matrix $\boldsymbol{V}_{k}$ is an orthonormal matrix drawn from a uniform distribution on the $m \times m$ orthogonal matrices. To $\boldsymbol{A}_{k}^{\text {sym }}$ we add a random skewsymmetric matrix $\boldsymbol{A}_{k}^{\mathrm{ss}}=S_{k}-\boldsymbol{S}_{k}^{\mathrm{T}}$ where $S_{k}$ has elements normally distributed with zero mean and standard deviation one. The matrix $\boldsymbol{A}_{k}$ is then obtained as $\boldsymbol{A}_{k}=\boldsymbol{A}_{k}^{\text {sym }}+\boldsymbol{A}_{k}^{\text {ss }}$. Furthermore we

Table 1
Results of the first experiment: total number of conjugate gradient iterations, number of outer iterations of the primal-dual algorithm, and average number of conjugate gradient iterations per step of the primal-dual algorithm; each figure is the average of ten randomly generated problems

| $m$ | $L$ | Total number of c.g. <br> iterations | Number of outer <br> iterations | Average number of <br> c.g. iterations |
| ---: | :---: | :---: | :---: | :---: |
| 5 | 10 | 25 | 6.3 | 4.4 |
| 5 | 30 | 33 | 7.0 | 4.7 |
| 5 | 50 | 33 | 7.0 | 4.6 |
| 5 | 70 | 35 | 7.1 | 4.9 |
| 10 | 10 | 74 | 11.7 | 8.0 |
| 10 | 30 | 67 | 7.1 | 9.4 |
| 10 | 50 | 79 | 7.5 | 10.6 |
| 10 | 70 | 79 | 7.7 | 10.3 |
| 15 | 10 | 92 | 7.0 | 13.2 |
| 15 | 30 | 114 | 7.4 | 15.3 |
| 15 | 50 | 153 | 8.0 | 19.1 |
| 15 | 70 | 142 | 8.0 | 17.7 |
| 20 | 10 | 124 | 7.0 | 17.7 |
| 20 | 30 | 153 | 8.3 | 18.6 |
| 20 | 50 | 208 | 8.0 | 26.0 |
| 20 | 70 | 159 | 8.2 | 19.5 |

take $\boldsymbol{D}_{k}=0, k=1, \ldots, L-1$ and $\boldsymbol{E}=\sum_{i=1}^{L}\left(\boldsymbol{A}_{i}+\boldsymbol{A}_{i}^{\mathrm{T}}\right)$. With this choice one has obvious primal and dual feasible solutions

$$
\boldsymbol{P}=\boldsymbol{I}, \quad X_{k}=A_{k}+A_{k}^{\mathrm{T}}, \quad Z_{k}=I, \quad k=1, \ldots, L .
$$

The parameter $\theta$ was chosen to be 0.35 , but in fact the conjugate gradient iterations were continued until in addition the ratio (15) was no longer increasing. The parameter $\nu$ was set to $\nu=100$, although for this problem family, the value of $\nu$ did not greatly affect the results (see Section 6.3). The stopping criterion was a reduction of the initial duality gap by a factor of 1000 . The results are listed in Table 1. Each entry is an average over ten instances of the problem. For the largest problem the number of unknowns is $\frac{1}{2} m(m+1)=210$ and in each iteration the least-squares problem has size $14700 \times 210$.

From Table 1 several interesting conclusions can be drawn.
(1) The number of outer iterations in the primal-dual method is almost constant or at least growing very slowly. Similar observations have been made for other potential reduction methods (see, e.g., [22,30]). This implies that the determining factor in the overall complexity is the computational cost of one iteration.
(2) The number of conjugate gradient iterations grows linearly with $m$, which is the square root of the number of variables in the least-squares system that is solved. This is consistent with results reported in [25].

A least-squares fit of these points to a curve of the form $\alpha m^{\beta} L^{\gamma}$ results in $\alpha=0.56$, $\beta=1.06$ and $\gamma=0.11$. Fig. 1 shows a scatter plot of the average number of conjugate gradient iterations per outer iteration versus $0.6 \mathrm{~m}^{1.1} L^{0.1}$ over the 160 experiments.


Fig. 1. First experiment. Average number of conjugate gradient iterations vs. $0.6 \mathrm{~m}^{1.1} L^{0.1}$.
(3) Recall that the number of operations required per conjugate gradient iteration is $\mathrm{O}\left(m^{3} L\right)$. The total number of operations is therefore proportional to $m^{3} L$ times the total number of conjugate gradient iterations. (Each conjugate gradient iteration requires $4 L$ $m \times m$ matrix multiplies and the solution of four $m \times m$ Sylvester equations, so in fact the constant here is not too big, provided $L$ is not very small.)

If we fit this number to a function of the form $\alpha m^{\beta} L^{\gamma}$ we obtain $\alpha=2.9, \beta=4.2$ and $\gamma=1.2$. Fig. 2 shows a scatter plot of $m^{3} L$ times the total number of conjugate gradient iterations required for convergence versus $2.9 \mathrm{~m}^{4.2} L^{1.2}$ over the 160 experiments.

Note that $2.9 m^{4.2} L^{1.2}$ predicts the effort typically within $\pm 25 \%$. Even in the worst case, the error is only a factor of 2 or 3 .


Fig. 2. First experiment. Total number of operations (up to a constant factor) vs. $2.9 m^{4.2} L^{1.2}$.


Fig. 3. Mechanical system with $p$ masses, springs and dampers. The masses and dampers are constant with unit value. Some of the strings can vary arbitrarily over the range [ $0.9,1.1]$; the remaining springs are fixed with unit value.

It is also interesting to compare this with the worst-case complexity of the ellipsoid method when applied to the same problem. The number of iterations in the ellipsoid method is $\mathrm{O}\left(m^{4}\right)$ (i.e., the number of unknowns squared, see [23]), and in this problem the cost of each iteration is $\mathrm{O}\left(m^{3} L\right)$. This results in an overall complexity of $\mathrm{O}\left(m^{7} L\right)$, much higher than in the interior-point method described here.

### 6.2. A family of problems from system theory

The same experiments are now repeated for a family of problems from system theory. We first give some general background for the problems. We consider a time varying linear system described by

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=A(t) x(t), \quad y=c^{\mathrm{T}} x \tag{34}
\end{equation*}
$$

where the $m \times m$ matrix $\boldsymbol{A}(t)$ is known to lie in the convex hull of $L-1$ matrices:

$$
\begin{equation*}
A(t) \in \operatorname{Co}\left\{A_{1}, \ldots, A_{L-1}\right\} \tag{35}
\end{equation*}
$$

for all $t \in \mathbb{R}$. (This is called a linear differential inclusion.)
We want to bound the maximum value of the output $y$ given a bound on the norm of the initial state, using a quadratic Lyapunov function. The following theorem is readily derived from the results of [9].

Theorem 6. Suppose that (34) and (35) hold, and in addition $\|x(0)\| \leqslant 1$. Then for all $t \geqslant 0,|y(t)| \leqslant \sqrt{\alpha}$ where

$$
\alpha=\min _{A_{i} P+P A_{i}^{\mathrm{T}}<0, i=1, \ldots, L-1,} \operatorname{Tr} c c^{\mathrm{T} P}
$$

(In fact, $\alpha$ is the best bound that can be obtained using a quadratic Lyapunov function.) Therefore, the problem of computing $\alpha$ is of the form (32).

Now we can describe the specific family of problems we consider. Fig. 3 shows a mechanical system consisting of $p$ masses, springs, and dampers. The masses and dampers are constant with value one. Some of the springs, however, can vary arbitrarily with time, between the limits 0.9 and 1.1. The remaining springs are fixed with value one. The output

Table 2
Results of the second experiment: total number of conjugate gradient iterations, number of outer iterations of the primal-dual algorithm, and average number of conjugate gradient iterations per step of the primal-dual algorithm

| $m=2 p$ | $L$ | Indices of the <br> time-varying <br> springs | Total number of c.g. <br> iterations | Number of outer <br> iterations | Average number of <br> c.g. iterations |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| 4 | 3 | 1 | 79 | 9 | 8.8 |
| 4 | 5 | 1,2 | 93 | 10 | 9.3 |
| 6 | 3 | 1 | 163 | 11 | 14.8 |
| 6 | 5 | 1,2 | 224 | 12 | 18.7 |
| 6 | 9 | $1,2,3$ | 230 | 12 | 19.2 |
| 8 | 3 | 1 | 200 | 12 | 16.7 |
| 8 | 5 | 1,2 | 259 | 12 | 21.6 |
| 8 | 9 | $1,2,3$ | 377 | 13 | 29.0 |
| 8 | 17 | $1,2,3,4$ | 641 | 16 | 40.1 |
| 10 | 3 | 1 | 213 | 13 | 16.4 |
| 10 | 5 | 1,2 | 320 | 14 | 22.9 |
| 10 | 9 | $1,2,3$ | 489 | 14 | 34.9 |
| 10 | 17 | $1,2,3,4$ | 1040 | 18 | 57.8 |
| 12 | 3 | 1 | 251 | 14 | 17.9 |
| 12 | 5 | 1,2 | 273 | 14 | 19.5 |
| 12 | 9 | $1,2,3$ | 381 | 16 | 23.8 |
| 12 | 17 | $1,2,3,4$ | 858 | 18 | 47.7 |

$y$ that concerns us is the displacement of the $p$ th mass. For this problem, we have $m=2 p$ and $L=2^{r}+1$, where $r$ is the number of springs that vary.

In our experiments we compute the bound $\alpha$ for several values of $p$ and $r$ (which results in several values of $m$ and $L$ ). For these problems there are no obvious feasible solutions that can be used to start the algorithm. In order to use initial points that could be fairly compared across different values of $m$ and $L$, we take the primal and dual central pair with duality gap equal to $m L$ as the starting points, i.e., $\boldsymbol{X}^{(0)}=X^{*}(m L)$ and $Z^{(0)}=Z^{*}(m L)$. The stopping criterion is again a reduction of the initial duality gap by a factor of 1000 (i.e., $\epsilon=0.001 \mathrm{~mL}$ ).

For this family of problems, the parameter $\nu$ has a greater effect on convergence than for the randomly generated problems. Large values of $\nu$ (e.g., $\nu=100$ ) resulted in slower convergence than smaller values. Table 2 gives the results for the case $\nu=2$. For this family of problems, the best fit to the total number of operations is $9.8 m^{4.0} L^{1.7}$. Fig. 4 shows that this expression predicts the total number of operations very well: the average prediction error is about $20 \%$.

### 6.3. Influence of the parameter $\nu$

In this section we study the influence of the parameter $\nu$ on the primal $N$ dual algorithm. We take an instance of the random problem of Section 6.1 with $m=4$ and $L=2$, while varying the parameter $\nu$ and the initial pair. One of the initial points lies on the central path, while the other four lie off the central path at increasing distances.


Fig. 4. Second experiment. Total number of operations (up to a constant factor) vs. $9.8 m^{4.0} L^{1.7}$.
Fig. 5 shows the trajectories of the primal $N$ dual algorithm in a two-dimensional plane showing duality gap $\langle\boldsymbol{X}, \boldsymbol{Z}\rangle$ and the function $\psi(\boldsymbol{X}, \boldsymbol{Z})$. Thus the horizontal axis shows the duality gap on a logarithmic scale, and the vertical axis shows the deviation from centrality (measured in units of 3.26 Newton steps, from our interpretation (7)). From (8), the level curves of $\phi$ are straight lines in these plots, with a slope that depends on $\nu$. These are shown with the dotted lines.

Some observations from these plots are the following.

- After the first iteration, the potential function decreases quite linearly. The typical reduction in $\phi$ per iteration increases with $\nu$.


Fig. 5. Convergence of the algorithm for four values of $\nu$. Each plot shows the paths followed by the algorithm for five different initial points (full lines). The dashed line corresponds to the central path, $\psi(\boldsymbol{X}, \boldsymbol{Z})$ measures the deviation from the central path and the dotted lines are the level curves of the potential function $\phi(\boldsymbol{X}, \boldsymbol{Z})$.

- Increasing $\nu$ places more weight on cost reduction (versus centering) and will at first speed up convergence. (For large values of $\nu$, the algorithm behaves like Dikin's affine scaling method [11]; convergence slows down again, because the iterates come too close to the boundary.)
- The paths approach a limiting value of $\psi$ that depends on $\nu$. In other words, the centrality of the iterates eventually remains nearly constant: for $\nu=1$, the iterates eventually remain in or very near the region of quadratic convergence surrounding the central path; for $\nu=100$, the iterates remain about 33 Newton steps away from the region of quadratic convergence. Once this limiting value of $\psi$ has been reached, the decrease in $\phi$ at each iteration is entirely due to decrease in duality gap. We do not entirely understand the mechanism involved here, but it seems to be linked to the use of an almost exact plane search.


## 7. Conclusions

### 7.1. Extension to Riccati inequalities

The ideas presented here can be extended to matrix inequalities other than those of the Lyapunov type. As an example consider a problem constrained by $L$ algebraic Riccati inequalities:

$$
\min \operatorname{Tr} \boldsymbol{E} \boldsymbol{P}, \quad-\boldsymbol{A}_{k}^{\mathrm{T}} \boldsymbol{P}-\boldsymbol{P} \boldsymbol{A}_{k}-\boldsymbol{P} \boldsymbol{B}_{k} \boldsymbol{R}_{k}^{-1} \boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P}-\boldsymbol{Q}_{k} \geqslant 0, k=1, \ldots, L,
$$

where $\boldsymbol{E}, \boldsymbol{A}_{k}, \boldsymbol{Q}_{k} \in \mathbb{R}^{m \times m}, \boldsymbol{B}_{k} \in \mathbb{R}^{m \times l}, \boldsymbol{R}_{k} \in \mathbb{R}^{l \times l}, k=1, \ldots, L$, and $\boldsymbol{Q}_{k}$ and $\boldsymbol{R}_{k}$ are symmetric with $\boldsymbol{R}_{k}$ positive definite. As mentioned in Section 1, we can express this problem as

$$
\begin{equation*}
\min \operatorname{Tr} \boldsymbol{E P}, \quad \text { s.t. } \overline{\boldsymbol{A}} \boldsymbol{P} \overline{\boldsymbol{B}}_{k}+\overline{\boldsymbol{B}}_{k}^{\mathrm{T}} \boldsymbol{P} \overline{\boldsymbol{A}}^{\mathrm{T}}+\overline{\boldsymbol{D}}_{k} \geqslant 0, k=1, \ldots, L, \tag{36}
\end{equation*}
$$

where

$$
\bar{A}=\left[\begin{array}{l}
\boldsymbol{I} \\
0
\end{array}\right], \quad \overline{\boldsymbol{B}}_{k}=\left[\begin{array}{ll}
-\boldsymbol{A}_{k} & \boldsymbol{B}_{k}
\end{array}\right], \quad \overline{\boldsymbol{D}}_{k}=\left[\begin{array}{cc}
-\boldsymbol{Q}_{k} & 0 \\
0 & \boldsymbol{R}_{k}
\end{array}\right]
$$

Problem (36) can be converted into the conic form by taking as subspace $\mathscr{L}$ :

$$
\mathscr{L}=\left\{\bigoplus_{k=1}^{\mathcal{L}} \overline{\boldsymbol{A}} \boldsymbol{P} \overline{\boldsymbol{B}}_{k}+\boldsymbol{B}_{k}^{\mathrm{T}} \boldsymbol{P} \overline{\boldsymbol{A}}^{\mathrm{T}} \mid \boldsymbol{P} \in \mathscr{S}_{m}\right\} .
$$

One can choose for $\boldsymbol{D}$ :

$$
D=\bigoplus_{k=1}^{\llcorner }\left[\begin{array}{cc}
-Q_{k} & 0 \\
0 & \boldsymbol{R}_{k}
\end{array}\right]
$$

and for $\boldsymbol{C}$ any matrix of the form $\boldsymbol{C} \in \oplus_{k=1}^{L} \mathscr{S}_{m+l}$ for which $\sum_{k=1}^{L} \boldsymbol{A}^{\mathrm{T}} \boldsymbol{C}_{k} \boldsymbol{B}_{k}^{\mathrm{T}}+\overline{\boldsymbol{B}}_{k} \boldsymbol{C}_{k} \overline{\boldsymbol{A}}=\boldsymbol{E}$.
For this problem the forward mapping $\mathscr{A}_{p}$ is defined as

$$
\mathscr{A}_{p} \tilde{\boldsymbol{P}}=\bigoplus_{k=1}^{L} \tilde{\boldsymbol{A}}_{k} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{B}}_{k}+\tilde{\boldsymbol{B}}_{k}^{\mathrm{T}} \tilde{\boldsymbol{P}} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}}
$$

where $\tilde{\boldsymbol{A}}_{k}=X_{k}^{-1 / 2} \overline{\boldsymbol{A}}, \tilde{B}_{k}=\overline{\boldsymbol{B}}_{k} \boldsymbol{X}_{k}^{-1 / 2}, k=1, \ldots, L$. The adjoint $\mathscr{A}_{p}^{*}$ is

$$
\mathscr{A}_{p}^{*} \bigoplus_{k=1}^{L} \tilde{\boldsymbol{Z}}_{k}=\sum_{k=1}^{L} \tilde{\boldsymbol{A}}_{k}^{\mathrm{T}} \tilde{\boldsymbol{Z}}_{k} \tilde{\boldsymbol{B}}_{k}^{\mathrm{T}}+\tilde{\boldsymbol{B}}_{k} \tilde{\boldsymbol{Z}}_{k} \tilde{\boldsymbol{A}}_{k} .
$$

We may assume that $l \leqslant m$. Then we see that both $\mathscr{A}_{p}$ and $\mathscr{A}_{p}^{*}$ can be computed at given points in $\mathrm{O}\left(m^{3} L\right)$ operations. An explicit representation $\mathscr{A}_{d}$ for the subspace $\mathscr{L}^{\perp}$ can be derived in similar way as we did for Lyapunov inequalities. Both $\mathscr{A}_{d}$ and its adjoint can be evaluated in $\mathrm{O}\left(m^{3} L\right)$ operations. This implies that one can solve optimization problems over Riccati inequalities at the same low cost as problems with Lyapunov inequalities.

Efficient algorithms for problem (36) allow us to extend traditional, single-model LQR (Linear Quadratic Regulator) controllers to the multiple model case. This will be the subject of a forthcoming paper.

We note that solving the optimization problem (36) requires the solution of Lyapunov equations, but does not require the solution of any Riccati equations. In fact, by taking $E=\boldsymbol{I}$ and $L=1$, the solution $P^{\mathrm{opt}}$ of the optimization problem (36) is the solution of the algebraic Riccati equation $\boldsymbol{A}^{\mathrm{T}} \boldsymbol{P}+\boldsymbol{P} \boldsymbol{A}+\boldsymbol{P} \boldsymbol{B} \boldsymbol{R}^{-1} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{P}+\boldsymbol{Q}=0$ for which $\boldsymbol{A}+\boldsymbol{B R} \boldsymbol{R}^{-1} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{P}$ is stable, i.e., all eigenvalues have negative real part. The primal-dual algorithm requires effort $\mathrm{O}\left(\mathrm{m}^{4}\right)$ to compute $P^{\text {opt }}$, which is only one order higher than conventional algorithms (see, e.g., [5]). (See [9] for a complete discussion of the primal-dual matrix inequality formulation of the classical LQR problem.)

### 7.2. Possible modifications of the method

The interior-point method itself can also be extended in several directions. One possibility is to combine the algorithm with Ye's method [36] and its dual. The directions used in Ye's method can be computed from the Newton directions used in the present paper, and the two-dimensional plane search would then be replaced by a four-dimensional search. This algorithm coincides with the extension of Ye's method suggested by Nesterov and Nemirovsky [30, Chapter 4].

We have also already noted the important role the parameter $\nu$ can play. The optimal value of $\nu$ is clearly problem dependent, so strategies for choosing it or adapting it during the algorithm are certainly worth investigating (see, for example, [34]).

### 7.3. Extension to more general problems

In this section we make some brief remarks about how the algorithm presented in this paper can be extended to the more general conic formulation of Nesterov and Nemirovsky [30]. In this general context the cones in the primal and dual problems (2) and (3) are different: the cone in the dual problem is the dual of the cone in the primal problem. (We have not made this distinction since $\mathscr{P}$ is self-dual.)

The primal-dual algorithm applies to cones admitting a $\theta$-logarithmically homogeneous self-concordant barrier (see [30]). The parameter $\theta$ of the barrier is equal to $n$ in our case, and determines the worst-case complexity (which is $\mathrm{O}(\sqrt{\theta})$ in the general case).

If $F$ and $F^{*}$ are the barriers for the cone and its dual, the primal-dual potential function is defined as

$$
(\theta+\nu \sqrt{\theta}) \log \langle\boldsymbol{X}, \boldsymbol{Z}\rangle+F(\boldsymbol{X})+F^{*}(\boldsymbol{Z})
$$

Again the term $\theta \log \langle\boldsymbol{X}, \boldsymbol{Z}\rangle+F(\boldsymbol{X})+F^{*}(\boldsymbol{Z})$ is bounded below, and attains its minimum for points $X, Z$ with $Z=-(\alpha / \theta) \nabla F(X), X=-(\alpha / \theta) \nabla F(Z)$, which characterizes the central path.

The complexity analysis of the algorithm given here remains valid in the general case. The generalizations of the relevant results either follow immediately from the general theory in [30] or can readily be extended from the results given in this paper.
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## Appendix. Proofs

## A.I. Proof of Theorem 1

The feasible sets in problem (6) are bounded and convex with nonempty relative interior. Moreover the objective function $F(X)+F(Z)$ is a strictly convex function, and therefore the central points are the unique points that satisfy the optimality conditions

$$
-X^{-1}+\mu C \in \mathscr{L}^{\perp}, \quad-Z^{-1}+\mu D \in \mathscr{L}
$$

or,

$$
\frac{1}{\mu} X^{-1} \in \mathscr{L}^{1}+C, \quad \frac{1}{\mu} Z^{-1} \in \mathscr{L}+D
$$

for some value of the Lagrange multiplier $\mu$, along with the feasibility conditions

$$
\boldsymbol{X} \in \mathscr{P} \cap(\mathscr{L}+\boldsymbol{D}), \quad \boldsymbol{Z} \in \mathscr{P} \cap\left(\mathscr{L}^{\perp}+\boldsymbol{C}\right), \quad\langle\boldsymbol{X}, \boldsymbol{Z}\rangle=\alpha
$$

Now note that if $\boldsymbol{X}, \boldsymbol{Z}$ satisfy the above conditions, then so does the pair $(1 / \mu) Z^{-1}$, $(1 / \mu) \boldsymbol{X}^{-1}$. From uniqueness we conclude that

$$
X^{*}(\alpha)=\frac{1}{\mu} Z^{*}(\alpha)^{-1}, \quad Z^{*}(\alpha)=\frac{1}{\mu} X^{*}(\alpha)^{-1}
$$

and therefore $\mu=n / \alpha$.

## A.2. Proof of Theorem 3

Lemma 1. If $x \in \mathbb{R}^{n}$ and $\|x\|<1$, then $\sum_{i=1}^{n} x_{i}-\sum_{i=1}^{n} \log \left(1+x_{i}\right) \leqslant-\|x\|-\log (1-\|x\|)$.
Proof. (See [21])

$$
\begin{aligned}
\sum_{i=1}^{n} x_{i}-\sum_{i=1}^{n} \log \left(1+x_{i}\right)= & \sum_{i=1}^{n} x_{i}-\sum_{i=1}^{n} x_{i}+\sum_{k=2}^{\infty} \frac{(-1)^{k}}{k} \sum_{i=1}^{n} x_{i}^{k} \leqslant \sum_{k=2}^{\infty} \frac{1}{k} \sum_{i=1}^{n}\left(x_{i}^{2}\right)^{k / 2} \\
& \leqslant \sum_{k=2}^{\infty} \frac{1}{k}\|x\|^{k}=-\log (1-\|x\|)-\|x\|,
\end{aligned}
$$

where the second inequality follows from the fact that $\sum_{i=1}^{n} a_{i}^{p} \leqslant\left(\sum_{i=1}^{n} a_{i}\right)^{p}$ if $a_{i} \geqslant 0, i=1$, $\ldots, n$, and $p \geqslant 1$.

Lemma 2. If $\alpha>0$ and $X$ and $Z$ are strictly feasible, then

$$
\frac{n}{\alpha}\langle X, Z\rangle+F(X)+F(Z) \geqslant n+n \log \left(\frac{n}{\alpha}\right)
$$

If in addition $\left\|(n / \alpha) X^{1 / 2} Z X^{1 / 2}-I\right\|=\epsilon<1$, then

$$
\begin{equation*}
\frac{n}{\alpha}\langle\boldsymbol{X}, Z\rangle+F(X)+F(Z) \leqslant n+n \log \left(\frac{n}{\alpha}\right)-\epsilon-\log (1-\epsilon) . \tag{37}
\end{equation*}
$$

Proof. Let $\mu_{1}, \ldots, \mu_{n}$ be the eigenvalues of $(n / \alpha) \boldsymbol{X Z}-\boldsymbol{I}$. Strict feasibility of $\boldsymbol{X}$ and $\boldsymbol{Z}$ implies $\mu_{i}>-1, i=1, \ldots, n$. We have

$$
\begin{aligned}
\frac{n}{\alpha}\langle X, Z\rangle+F(X)+F(Z) & =n+n \log \left(\frac{n}{\alpha}\right)+\sum_{i=1}^{n} \mu_{i}-\sum_{i=1}^{n} \log \left(1+\mu_{i}\right) \\
& \geqslant n+n \log \left(\frac{n}{\alpha}\right)
\end{aligned}
$$

because $\mu_{i}-\log \left(1+\mu_{i}\right) \geqslant 0$ if $\mu_{i}>-1$. Inequality (37) is an immediate consequence of Lemma 1 if $\left\|(n / \alpha) X^{1 / 2} Z X^{1 / 2}-I\right\|=\left(\sum_{i=1}^{n} \mu_{i}^{2}\right)^{1 / 2}=\epsilon<1$.

Proof of Theorem 3. We will prove the theorem by showing that

$$
\begin{equation*}
\max \left\{\left\|\boldsymbol{X}^{-1 / 2} \delta \boldsymbol{X}^{N} \boldsymbol{X}^{-1 / 2}\right\|,\left\|\boldsymbol{Z}^{-1 / 2} \delta \boldsymbol{Z}^{N} \boldsymbol{Z}^{-1 / 2}\right\|\right\} \geqslant \theta \tag{38}
\end{equation*}
$$

where $\delta \boldsymbol{W}^{N}=\delta \boldsymbol{X}^{N} \oplus \delta \boldsymbol{Z}^{N}$. From this it evidently follows that $\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W}^{N} \boldsymbol{W}^{-1 / 2}\right\| \geqslant \theta$.
The optimality condition for the least-squares problem (17) is that

$$
\boldsymbol{W} \nabla \boldsymbol{\nabla}(\boldsymbol{W}) \boldsymbol{W}-\delta \boldsymbol{W}^{N} \in \boldsymbol{W}\left(\mathscr{L}^{\perp} \oplus \mathscr{L}\right) \boldsymbol{W}
$$

From this one can see that

$$
\begin{aligned}
& \bar{X}=\frac{1}{\rho}\left(Z^{-1} \delta Z^{N} Z^{-1}+Z^{-1}\right) \in \mathscr{L}+D, \\
& \bar{Z}=\frac{1}{\rho}\left(X^{-1} \delta X^{N} X^{-1}+X^{-1}\right) \in \mathscr{L}^{\perp}+C,
\end{aligned}
$$

where $\rho=(n+\nu \sqrt{n}) /\langle X, Z\rangle$. Assume that (38) is false, then both $Z^{-1 / 2} \delta Z^{N} Z^{-1 / 2}$ $+I \in \operatorname{Int} \mathscr{P}$ and $X^{-1 / 2} \delta X^{N} X^{-1 / 2}+I \in \operatorname{Int} \mathscr{P}$, because $\theta<1$. Therefore $\bar{W}=\bar{X} \oplus \bar{Z} \in \operatorname{Int} \mathscr{P}$ and both $\bar{X}$ and $\bar{Z}$ are strictly feasible. Moreover,

$$
\rho Z^{1 / 2} \bar{X} Z^{1 / 2}-I=Z^{-1 / 2} \delta Z^{N} Z^{-1 / 2}, \quad \rho X^{1 / 2} \bar{Z} X^{1 / 2}-I=X^{-1 / 2} \delta X^{N} X^{-1 / 2}
$$

which, from Lemma 2, implies

$$
\begin{align*}
& \rho\langle X, \bar{Z}\rangle+F(X)+F(\bar{Z}) \leqslant n+n \log \rho-\theta-\log (1-\theta)  \tag{39}\\
& \rho\langle\bar{X}, Z\rangle+F(\bar{X})+F(Z) \leqslant n+n \log \rho-\theta-\log (1-\theta) \tag{40}
\end{align*}
$$

On the other hand, we also have (from the first part of Lemma 2)

$$
\rho\langle\overline{\boldsymbol{X}}, \overline{\boldsymbol{Z}}\rangle+F(\overline{\boldsymbol{X}})+F(\overline{\mathbf{Z}}) \geqslant n+n \log \rho .
$$

Subtracting this from the sum of (39) and (40) we get

$$
\begin{align*}
& \rho\langle X, Z\rangle+F(X)+F(Z) \leqslant n+n \log \rho-2 \theta-2 \log (1-\theta), \\
& \nu \sqrt{n}-\log \operatorname{det} X Z \leqslant n \log (n+\nu \sqrt{n})-n \log \langle X, Z\rangle-2 \theta-2 \log (1-\theta) . \tag{41}
\end{align*}
$$

Now $-2 \theta-2 \log (1-\theta)<\frac{1}{6}$ if $\theta \leqslant 0.35$ and therefore (41) would imply

$$
\begin{aligned}
\psi(X, Z) & =n \log \langle X, Z\rangle-\log \operatorname{det} X Z-n \log n<n \log (1+\nu / \sqrt{n})-\nu \sqrt{n}+\frac{1}{6} \\
& \leqslant n(\log (1+1 / \sqrt{n})-1 / \sqrt{n})+\frac{1}{6} \leqslant-\frac{1}{2}+\frac{1}{3 \sqrt{n}}+\frac{1}{6} \leqslant 0
\end{aligned}
$$

where we made use of the fact that $\log (1+x) \leqslant x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}$ for $x>-1$. The assumption that (38) is false therefore leads to a contradiction because $\psi(\boldsymbol{X}, \boldsymbol{Z}) \geqslant 0$ for all strictly feasible $X, Z$.

## A.3. Proof of Theorem 4

We will show that

$$
\varphi(X-p \delta X, Z-q \delta Z) \leqslant \varphi(X, Z)-\delta
$$

This will prove the theorem because, as we have seen, for all feasible $\tilde{\boldsymbol{W}}, \phi(\tilde{W}) \leqslant \varphi(\tilde{\boldsymbol{W}})$, with equality for $\tilde{W}=W$. This follows from the fact that $\varphi$ is obtained from $\phi$ by linearizing the concave term around $\boldsymbol{W}$. For $s \in \mathbb{R}$ with $\boldsymbol{W}-s \delta \boldsymbol{W}>0$, we have

$$
\begin{aligned}
& \varphi(\boldsymbol{W}-s \delta \boldsymbol{W})-\boldsymbol{\varphi}(\boldsymbol{W}) \\
&=-\rho\langle\boldsymbol{Z} \oplus \boldsymbol{X}, s \delta \boldsymbol{W}\rangle-\log \operatorname{det}(\boldsymbol{W}-s \delta \boldsymbol{W})+\log \operatorname{det} \boldsymbol{W} \\
&=-s\langle\nabla \phi(\boldsymbol{W}), \delta \boldsymbol{W}\rangle+s\langle\nabla F(\boldsymbol{W}), \delta \boldsymbol{W}\rangle-\log \operatorname{det}(\boldsymbol{W}-s \delta \boldsymbol{W})+\log \operatorname{det} \boldsymbol{W} \\
&=-s\langle\nabla \phi(\boldsymbol{W}), \delta \boldsymbol{W}\rangle-s\left\langle\boldsymbol{W}^{-1}, \delta \boldsymbol{W}\right\rangle-\log \operatorname{det}(\boldsymbol{W}-s \delta \boldsymbol{W})+\log \operatorname{det} \boldsymbol{W} \\
&=-s\langle\nabla \phi(\boldsymbol{W}), \delta \boldsymbol{W}\rangle-s \operatorname{Tr}\left(\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W} \boldsymbol{W}^{-1 / 2}\right) \\
&-\log \operatorname{det}\left(\boldsymbol{I}-s \boldsymbol{W}^{-1 / 2} \delta W^{-1 / 2}\right) .
\end{aligned}
$$

Let $\mu_{1}, \ldots, \mu_{2 n}$ be the eigenvalues of $W^{-1 / 2} \delta W W^{-1 / 2}$, and define $\mu$ as

$$
\mu=\left(\sum_{i=1}^{2 n} \mu_{i}^{2}\right)^{1 / 2}=\left\|\boldsymbol{W}^{-1 / 2} \delta \boldsymbol{W} \boldsymbol{W}^{-1 / 2}\right\| .
$$

Then from (15), we know that $\langle\nabla \phi(W), \delta W\rangle \geqslant \theta \mu$, and hence

$$
\begin{aligned}
\varphi(W-s \delta W)-\varphi(W) & \leqslant-s \theta \mu-s \sum_{i=1}^{2 n} \mu_{i}-\log \prod_{i=1}^{2 n}\left(1-s \mu_{i}\right) \\
& \leqslant-s(\theta+1) \mu-\log (1-s \mu)
\end{aligned}
$$

where we have used Lemma 1; (hence the inequality is only valid for $-1 / \mu<s<1 / \mu$ ). The upper bound is minimized for $s=\theta /\{\mu(1+\theta)\}$, which is precisely the value of $p$ and $q$ used in the theorem. We therefore find with this value of $s$,

$$
\varphi(W-s \delta W)-\varphi(W) \leqslant-\theta+\log (1+\theta)=-\delta
$$
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