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Abstract Privacy preserving data mining has become
increasingly popular because it allows sharing of
privacy-sensitive data for analysis purposes. However,
existing techniques such as random perturbation do not
fare well for simple yet widely used and efficient Euclid-
ean distance-based mining algorithms. Although
original data distributions can be pretty accurately recon-
structed from the perturbed data, distances between
individual data points are not preserved, leading to poor
accuracy for the distance-based mining methods.
Besides, they do not generally focus on data reduc-
tion. Other studies on secure multi-party computation
often concentrate on techniques useful to very specific
mining algorithms and scenarios such that they require
modification of the mining algorithms and are often
difficult to generalize to other mining algorithms or
scenarios. This paper proposes a novel generalized
approach using the well-known energy compaction
power of Fourier-related transforms to hide sensitive
data values and to approximately preserve Euclidean
distances in centralized and distributed scenarios to a
great degree of accuracy. Three algorithms to select the
most important transform coefficients are presented,
one for a centralized database case, the second one
for a horizontally partitioned, and the third one for a
vertically partitioned database case. Experimental re-
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sults demonstrate the effectiveness of the proposed ap-
proach.

Keywords Privacy · Data mining · Fourier transform

1 Introduction

With the explosive growth of data and its ever increas-
ing distributed sources across organizations, accurate,
efficient, and fast analysis of the data for extraction
of knowledge has become a major challenge. In many
instances these factors force storage and analysis to be
separated and a third party is involved with the respon-
sibility of analyzing the data. In such instances two typ-
ical problems arise: first is that of sending the data to
the third party since transmitting huge volumes of data
imposes huge resource overheads and consumes time;
second is the issue of privacy of the transmitted data
which has tremendous importance to the business strat-
egies of an organization and its practices regarding con-
fidentiality of customers’ private data.

There has been a rich body of work on the second
issue of privacy- preserving mining. Depending on the
type of data privacy problems being addressed, these
studies, though somewhat related, can be divided into
two generic categories: ones that try to hide the data val-
ues themselves when the data are sent to a third party
for analysis [3,5,6,18,24,28,34,36,37,41] and ones that
try to hide the identity of entities when publishing data
[2,7,19,26,35]. This paper focuses on the first type of
privacy problem.

Till date, existing literature on the first category, widely
report studies that use random perturbation approaches
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that add or multiply random noise to the data such that
individual data values are distorted while the underly-
ing distribution can be reconstructed with fair degree
of accuracy [5,6,18,34,41]. A random projection-based
approach is also suggested elsewhere [30]. The perfor-
mance of the method is compared with the approach
suggested in this paper. There is also work on using
secure multi-party computation techniques for a wide
range of data mining algorithms to address the privacy
issue in distributed environment where data are heter-
ogeneously or homogeneously partitioned across multi-
ple parties [28,36,37]. They share intermediate mining
results to calculate mining functions securely over mul-
tiple sources. In the process the information exchange
overhead also gets reduced. However, each of these
methods is generally suited to just one algorithm and/or
scenario as will be illustrated in Sect. 2. There is thus a
lack of attempt to have one single integrated method
for at least even a collection of algorithms and sce-
narios. For the random perturbation-based algorithms,
the original data distributions can be reconstructed [5]
with some fair degree of accuracy, but mutual Euclid-
ean distances between individual data points are not
preserved. This, however, is the basis of many simple
but efficient and widely used mining algorithms. The
two most popular ones are K-means clustering [14] and
K-nearest neighbor classification technique [11,14]. In
fact privacy-preserving techniques for these algorithms
were still being sought for as reported in [13].

To demonstrate the weaknesses of random perturba-
tion methods, the example in Fig. 1a shows two randomly
generated clusters of data with two attributes follow-
ing two 2-D normal distributions. Figure 1b shows the
same data but added with a random noise for each attri-
bute following normal distribution with mean equals
zero and standard deviation equals 0.25. Clearly, the
Euclidean distance is not preserved in the perturbed
data, and the two clusters in Fig. 1a no longer exist
in Fig. 1b. Thus, the random perturbation algorithms
are inappropriate for mining algorithms using Euclid-
ean distance.

One more drawback of the perturbation algorithms is
their inability to reduce dimensionality of data. Unlike
perturbation, random projection does reduce dimen-
sionality, but often distorts mutual Euclidean distances
between data points as shown later in the experimen-
tal section of this paper. This paper develops a novel
technique of using Fourier-related discrete orthogonal
(unitary) transforms [31] to address both the problem
of data reduction and privacy preservation for the
entire set of Euclidean distance-based algorithms under
different scenarios. The novelty of the approach lies in
the fact that it does not depend on modifying the mining

algorithms themselves but just prepares the data that
can then directly be fed to these available algorithms.
This spares users from using different major modifica-
tions of the basic classification and clustering algorithms
for various scenarios and leads the way to an integrated
approach.

Discrete Fourier-related transforms such as Discrete
Fourier Transform and Discrete Cosine Transform con-
vert data in original domain to a transformed domain
using a set of Fourier basis. Throughout this paper, each
of the coefficients is associated with a corresponding
index position. As an example, consider a data sequence
as 5,000, 10,000, 50,000 and its corresponding DCT coeffi-
cients 37,528, –31,820, and 14,289. In this case the coeffi-
cient 37,528 is called the coefficient with index 1, i.e., the
first coefficient and so on.

The algorithms in the paper are based on the follow-
ing three properties of Fourier-related transforms.

1. First, they preserve Euclidean distance between
data values in the transformed domain. Thus, one
can apply Fourier-related transforms for each row
such that the Euclidean distances between any pair
of rows is preserved. This serves the purpose of
using the transformed data for Euclidean-distance-
based-data mining.

2. Second, they can be used as a lossy compression
technique by suppressing small coefficients and
keeping the large ones, as in the domain of im-
age processing [38] and many others including band
limited transmission of communication signals [32].

3. Third, due to the suppression of coefficients, the
exact values of original data cannot be reconstructed
from transformed data. This can be perfectly
blended with a permutation protocol as will be
described in details later to render enhanced pri-
vacy of data values.

One might argue that this paper focuses only on
Euclidean distance. However, there exist algorithms as
presented in [39] that can accurately map arbitrary
distance functions to Euclidean distance domain as a
baseline to simplify complicated distance function cal-
culations. Given a set of objects and a distance func-
tion that could be non-Euclidean, these algorithms map
these objects into a Euclidean space such that the dis-
tances between these objects are approximately pre-
served. Experimental results in [39] show that for several
data sets, these mapping algorithms preserve distances
to a high degree such that the mapping introduces small
error (less than 10%) for clustering. Thus, the algorithms
presented in this paper can potentially be generalized to
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Fig. 1 A clustering example
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any distance functions. The contributions of this paper
are summarized as follows:

– This paper proposes a solution to a centralized data-
base case where coefficient information about a data
set is transmitted to a third party mining engine. The
proposed greedy heuristics select a set of few coeffi-
cients retaining high energy across a vast major-
ity of rows. Consequently-the Euclidean distances
between the data points in the transformed data
are preserved to a great degree of accuracy. In the
process, data volume that needs to be sent is also
reduced due to the fact that just a few coefficients
are sent. Finally privacy of raw data is preserved
since it is difficult for the third party to reconstruct
the data from a few coefficients and that too with the
number of attributes and the index correspondence
information unknown due to a secure permutation
order sharing protocol which will be discussed in
Sect. 3.3.

– The paper also proposes a solution to a horizontally
partitioned database case where each data source
locally transforms their data and transmits the
specific coefficient information to a third party. A
similar algorithm is proposed for the vertically par-
titioned scenario using the linearity property [31] of
Fourier-related transformations.

– Finally the paper conducts extensive experimental
evaluation to compare the proposed methods with
existing methods for two most popular Euclidean-
distance-based mining algorithms: K-means clus-
tering and K-nearest neighbor classification. The

results demonstrate the superiority of the proposed
methods.

This paper is organized as follows. Section 2 reviews
related work. Section 3 presents the proposed solution
to centralized database case, the horizontally partitioned
database case, and the vertically partitioned database
case, respectively. Section 4 presents experimental eval-
uation and Sect. 5 concludes the paper.

2 Related work

As discussed in the previous section, there has been
quite some work on privacy-preserving mining of data
[3,5,6,9,18,20,23,24,28,34,36,37,41]. A more complete
set of references in the field is available elsewhere [10].
Two most relevant branches in the context are random
perturbation methods and the secure multiparty com-
putation algorithms. However, as mentioned in Sect. 1,
perturbation methods are not appropriate for Euclid-
ean distance- based mining which encompasses quite
a few simple, efficient, and popular algorithms sharing
a common theme of using Euclidean distance as the
similarity measure between data points. Further they
generally do not reduce the data size. The secure multi-
party computation algorithms do reduce the amount of
information being sent, by sharing intermediate results
of mining algorithms [28,36,37] or using cryptography
[15,27]. However, intermediate results are specific to the
mining algorithms being used, hooking up these meth-
ods, in general to specific algorithms and/or scenarios.
For example, in [28] the shared information is models
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of clusters, in [36] the shared information is distances
of each point to the cluster centroids, in [23] the shared
information is Bayesian learning models in context of
Naive Bayesian learning, and in [20] it is the binary
vectors used in their decision tree learning algorithm.
The problem with these algorithms is that, they are not
flexible or generalizable for even a set of mining algo-
rithms sharing a common theme (e.g., an algorithm for
K-means clustering may not be directly used for K-near-
est neighbor classification, although both use Euclidean
distances as the similarity measure). The utility and need
of such an integrated approach are stated in [13] from the
perspective of industry usefulness of privacy-preserving
data-mining algorithms.

A condensation approach proposed in [1], which also
does not require modification of mining algorithms, and
thus, is general. This approach first generates size-k
clusters and then regenerates data based on proper-
ties of these clusters. The approach primarily focuses
on preserving data correlations rather than Euclidean
distances considered in this paper. Data reduction or
multiparty computations are also not considered. Fur-
ther, unlike the work presented here, the condensation
approach is explicitly more concerned with hiding the
identities of entities. Disclosure protection of the origi-
nal data values is not good enough because the regen-
erated data values are very close to the original ones.

A privacy-preserving technique for clustering is pro-
posed in [29]. This technique transforms data by several
types of geometric transforms such as rotation, transla-
tion, and scaling that preserve Euclidean distance. How-
ever, since the transform is the same for all records,
if third party can discover the original values of one
data record, all original data records can be fully recon-
structed. Two more methods are proposed in [30]. One
method transmits the similarity between any pair of
records instead of the data. However, this method is not
scalable because the number of similarity pairs is qua-
dratic to the total number of records. The other method
uses random-projection to project original data of m
dimensions to smaller number of k dimensions. It is
observed that Euclidean distance is often distorted to
a great extent using this method when k is small. The
performance of the method will be compared against
the one suggested in this paper in the experimental sec-
tion. Blum et al. [8] proposed a technique to add ran-
dom noise to the output of database queries to preserve
privacy and support K-means algorithm. However, this
paper considers the case of shipping data to a third party,
thus noise has to be added to each record in the database
instead of the results of a database query.

Fourier-related transforms have long been used in
many areas such as physics [22] and image processing

[38]. An offshoot of it, the Fourier series has also been
used in [25] to give a compressed representation of deci-
sion trees for distributed mining. These transforms have
also been used for similarity search in sequence databas-
es [4]. In most of the applications, DFT/DCT is generally
identified with time series analysis for the fact that they
give the frequency spectrum of a time series signals and
help identify its characteristics. However, in this paper it
is used as a low complexity, discrete orthogonal (unitary)
transform that transforms discrete data from the original
domain to a different domain yet preserving Euclidean
distance between data points and concentrating energy
in few coefficients quite efficiently. Egecioglu et al. [16]
show the general effectiveness of these category of trans-
forms in compacting energy of a sequence and main-
taining accurate approximations of Euclidean distances
with few high energy coefficients. Fourier transforms
have also been used in the context of privacy-preserv-
ing data mining by Wu [40] to perform estimation for
randomized algorithms. However, the focus in context
is on preserving Euclidean distances and its trade-off
with privacy of data. To the best of knowledge gathered
from literature, the features of Fourier-related trans-
forms, described above, have not been fully explored till
date in the context of privacy-preserving data mining.

3 Proposed approach

This section presents the solution. Section 3.1 briefly
reviews Fourier-related transforms. Section 3.2 gives an
overview of proposed approach. Section 3.3 frames the
problem of selecting high energy coefficients. The solu-
tions to centralized database case, horizontally parti-
tioned case, and vertically partitioned case are presented
in Sects. 3.4, 3.5, and 3.6, respectively.

3.1 Fourier-related transforms

Fourier-related transforms are a class of unitary trans-
forms that convert data from the original domain to a
transformed domain, keeping the energy same in both
domains. This paper considers two such transforms: Dis-
crete Fourier Transform and Discrete Cosine Transform.
Consider a series of complex numbers x0, x1, . . ., xn−1,
DFT generates a set of complex coefficients f0, . . . , fn−1
such that

fi = 1
n

n−1∑

k=0

xke−jk2π i/n

where j is square root of –1.
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DCT works on real numbers and generates the fol-
lowing real coefficients:

fi =
(

2
n

)1/2 n−1∑

k=0

�kxkcos[(2k + 1)iπ/2n]

Where �k = 1√
2

for k = 0 and 1 otherwise. The energy

of a series x0, . . . , xn−1 is defined as 1
n

∑n−1
k=0 x2

i .
Parseval’s theorem [31] states that for these trans-

forms energy is preserved, i.e., the energy of x0, . . . , xn−1
equals the energy of f0, . . . , fn−1. These transforms are
unitary transforms and Euclidean distance between two
sequences is preserved in the transformed domain. A
simple proof can be found in [4]. Two important lemmas
serving as the backbone of the algorithms are presented
as follows.

Lemma 1 Given a set S of coefficients chosen out of the
universal set U = S∪ S̄ of all coefficients, the expected er-
ror of squared Euclidean distance between any two trans-
formed records due to pruning elements in S̄ is bounded
on the upper and lower ends by the square of maximum
and minimum Euclidean distances existing between any
two records in the dataset calculated over the set of coeffi-
cients in S̄, respectively.

Proof Let SEX,Y be the error of squared Euclidean dis-
tance when distance is calculated over coefficient set S
for any transformed pair of records X and Y. Thus

E(SEX,Y) = E

[
∑

i∈U

(Xi − Yi)
2 −

∑

i∈S

(Xi − Yi)
2

]

= E

⎡

⎣
∑

i∈S̄

(Xi − Yi)
2

⎤

⎦

This immediately implies

arg min
X ′,Y ′

⎧
⎨

⎩
∑

i∈S̄

(X ′
i − Y ′

i)
2

⎫
⎬

⎭ ≤ E(SEX,Y)

≤ arg max
X ′,Y ′

⎧
⎨

⎩
∑

i∈S̄

(X ′
i − Y ′

i)
2

⎫
⎬

⎭

Where X ′ and Y ′ are any two arbitrary pair of data
vectors from the dataset. This proves the lemma. ��

As an immediate consequence of the above result,
it is apparent that if most coefficients in S̄ have small
values, the lower bound tends to zero while the upper
bound is also small. It is also obvious that as |S̄| becomes
smaller, the expected error tends to zero.

Lemma 2 Given a distance margin ε to choose a near-
est neighbor pool for a data vector y, all members of the

pool will be members of a corresponding pool of nearest
neighbors of Y (the vector transformed from y) built with
the same margin ε after retaining only few coefficients.

Proof The proof follows the same principle as that of
Lemma 1 in [4]. Let y be a vector whose nearest neigh-
bor pool is P . Now if S is a set of selected coefficients
after pruning some low energy coefficients and |S| ≤ n,
then using Parseval’s theorem [31]

ε ≥
n∑

i=1

(xi − yi)
2 =

n∑

i=1

(Xi − Yi)
2

≥
∑

i∈S

(Xi − Yi)
2 ∀x ∈ P

This proves the lemma. ��
If k nearest neighbors are selected instead of fixing ε

for generating the pool P (|P| = k), then ε is replaced by
the maximal distance to these k-nearest neighbors, i.e.,
arg maxxi∈P ||xi −y|| in the derived equations. This basi-
cally gives the upper limit of distance between vectors
in the transformed domain after pruning the coeffi-
cients. This lemma guarantees no false negatives in near-
est neighbor pooling for the methods presented in the
paper.

3.2 Overview of solution

This paper considers three scenarios: a centralized data-
base scenario when the information about a whole data-
base is sent to a third party for analysis, a horizontally
partitioned and a vertically partitioned, database sce-
nario.

The approach proposed in the paper consists of two
steps. First, each record in the database is seen as a
sequence and is converted to the transformed domain
using one of the Fourier-related transforms. Since in
practice different attributes may have very different
ranges, normalizing each attribute to a value in the range
of [0,1] before transformation is required. Second, a few
coefficients that appear as high energy coefficients in a
vast majority of the rows are selected and sent to the
third party. In the centralized case, this selection is con-
ducted by the data source. In the horizontally and verti-
cally partitioned case, the selection is conducted by both
data sources and the third party. This helps preserve
Euclidean distances to a great degree of accuracy. A
permutation protocol, discussed later, is also blended in
the exchange, obfuscating the correspondence of coeffi-
cients and their indexes and enhancing the privacy of
the scheme. In the process, the size of converted data
is also reduced due to the suppression of coefficients.
Suppose there are m attributes in the original data and
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μ coefficients are selected. The size of the converted
data is μ

m fraction of the size of the original data if we
assume each attribute has the same size. The concept
comes from the second property of Fourier transforms
mentioned in Sect. 1, that is, the fact that generally, in the
transformed domain, most of the energy of a sequence
is concentrated in a few coefficients rather than being
spread out across the sequence as in original domain.
This suits the need for data reduction as well as accurate
approximation of Euclidean distances and inner prod-
ucts. Egecioglu et al. [16] report its successful use for
approximating Euclidean distances and inner products.
The principle has also been used in Agrawal et al. [4] for
similarity search in sequence databases and has been the
motivation for the approach presented in this work.

In real life datasets, generally, some of the high energy
coefficients in one row will have low energy in some
other rows. However, it is observed that in almost all real
life cases, the tendency of Fourier-related transforms is
to concentrate energy in a small set of common coeffi-
cients across a large majority of rows of the data. Sec-
tion 4.6 gives a metric for measuring how effective the
transform is in achieving the above goal for a partic-
ular dataset. As will be seen, the experiments prove
the merit of DCT in most of the real life datasets. The
paper explores that finding the minimal combination of
common high energy coefficients to preserve a given
fraction or more of energy over all rows is an NP-hard
problem and proposes three efficient rank-based greedy
heuristics to solve the problem approximately in three
different scenarios.

3.3 A permutation protocol enhancing privacy

Following the third property of Fourier transforms stated
in Sect. 1, since some coefficients are pruned by the heu-
ristics for data reduction, the third party automatically
cannot reconstruct the original data values exactly in all
cases. In the centralized database case, privacy can be
further enhanced to a great degree by random permuta-
tion of coefficient indexes and not divulging the number
of attributes to the third party. Without knowing the
number of attributes and the order of coefficients, it is
extremely difficult for the third party to reconstruct the
original data. For Example, suppose a malicious third
party assumes a maximal number of attributes of N,
and the number of selected coefficients is μ, then it
needs to check

∑N
i=μ

i!
(i−μ)! possible permutations. Let

N = 30, μ = 10, he needs to check about 3 × 1014 per-
mutations!

The third party may want to get rid of some combi-
nations when the bounds of some attributes are known

to him. Some of the combinations will give out of bound
values and can be eliminated immediately. However, this
approach is problematic. Taking an example, suppose
the third party knows the DCT coefficients for sequence
5,000, 10,000, 50,000 but does not know the correspon-
dence between coefficients and their indexes. Assume
the third party reconstructs data using coefficients in the
order of coefficient 1, 3, and 2. The reconstructed data
is 18780, 47647, and –1427. Suppose the numbers are
salary fields of three employees. The third party knows
salary cannot be negative, thus, he can reject this permu-
tation. However, suppose the third coefficient is pruned
because it is the smallest, the reconstructed data using
the correct permutation of the first two coefficient will
be –833, 21667, and 44167, which also contains a negative
number.

In essence, the success of this permutation filtering
approach will entirely depend on the accuracy of infor-
mation that the third party has on the bounds and the
magnitude of distortion in data values that the coeffi-
cient pruning has rendered. It also depends on the num-
ber of attributes whose bounds are known. If r such
combinations that can be eliminated then the third party
has to evaluate

∑N
i=μ

i!
(i−μ)! − r combinations. However,

this process is still extremely expensive as the third party
cannot eliminate a combination till it actually inverts it
and matches the attributes to its known bounds. Further,
as long as there are multiple permutations that satisfy
the known bounds, it will be very difficult for the third
party to actually figure out the correct permutation.

In the horizontally and vertically partitioned cases, if
the third party is the sole coordinator, then all sources
must send coefficients with the same indexes as
requested by the server. Thus, the third party has to
know the correspondence between indexes and coeffi-
cients and can potentially use this information to approx-
imately reconstruct the original data via inverse of the
transform being used. This situation can be made more
secure and very much like the one in centralized case
by introducing a minor cryptographic tweak as follow-
ing. The data-sharing parties agree on a known, random
permutation order which is not known to the server and
send coefficients permuted in that order to the server.
The number of permutations necessary for the server to
evaluate the right one is again the same as the central-
ized case. In addition, it should be mentioned that in the
vertically partitioned case, the number of attributes will
be completely known information to the third party as
opposed to the centralized and horizontally partitioned
case with the permutation protocol. This is because the
zero padding instructions are to be coordinated by the
server as will be explained later. This slightly increases
the chance of breaking the permutation protocol
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described above when compared to the other two cases.
However, even a moderate number of attributes will
give enough permutations to make the discovery process
prohibitively expensive as can be justifiably observed
from the nature of the problem.

The protocol can be securely implemented using a
public-key infrastructure, where every data source reg-
isters a public key and has its own private key. One
of the data sources is selected as the coordinator and
he selects a random permutation of coefficient indexes.
He then sends the permutation to the other data sources
encrypted in those sources’ public key. The other sources
will decrypt the permutation using their own private key.
Note that the encrypted information is not encrypted
using the third party’s public key, and is never sent to
the third party. Thus the third party cannot decrypt the
permutation.

A certain degree of privacy is still preserved in the
worst case, if somehow the permutation is discovered.
This is due to the suppression of coefficients. In practice
users can decide the tradeoff of keeping more
coefficients for better mining quality and keeping fewer
coefficients for better privacy. Section 4 will present
experimental results that demonstrate that the approach
preserves privacy to a high degree in the centralized case
and the distributed cases with the permutation protocol.
Privacy is also maintained to an appreciable degree in
the worst case of horizontally and vertically partitioned
scenario when the protocol breaks.

3.4 Selection of high energy coefficients

Let m be the number of attributes, n be the number of
data records, and ζ be a value between (0,1) given by
the user. Let Xi be a binary variable taking values 1 if a
coefficient i is selected and 0 otherwise. Let Wij be the
fraction of energy of record j that coefficient i stores.
The problem of selecting high energy coefficients for a
single database case can be formulated as follows:

Minimize
m∑

i=1

Xi

Subject to
m∑

i=1

WijXi ≥ ζ ∀j, 1 ≤ j ≤ n

This formulation attempts to minimize the number
of coefficients selected making sure that in all rows the
selected coefficients together preserve at least a certain
fraction of energy. However, this formulation has the
drawback that if there are a large number of rows and
comparatively small number of attributes, the solution
might give all Xi = 1 for a high ζ . Further being an

integer linear program, it is NP-hard. Thus, this paper
focuses on more feasible alternatives described below.

Assuming the data source has selected to transmit
μ coefficients. In the case of centralized database, the
problem is to select μ coefficients that maximize the
number of records that preserve at least a certain frac-
tion of energy. The formal definition is as follows.

Problem 1 Let μ be an integer given by the user such
that 0 < μ < m. Let ζ be a value between (0,1) given
by the user. Let Xi be a binary variable taking values 1
if a coefficient i is selected and 0 otherwise. Let Wij be
the fraction of energy of record j that coefficient i stores.
Let R be a binary function over each record j such that

R(j) = 1 if
m∑

i=1

WijXi ≥ ζ

= 0 otherwise

The problem is to

Maximize
n∑

j=1

R(j)

Subject to
m∑

i=1

Xi = μ.

In the definition, function R is used to identify whether
the energy of a record has been sufficiently preserved,
and ζ is the energy threshold.

A straightforward generalization of this definition to
horizontally or vertically partitioned case is to maximize
the total number of records across all sources whose
energy has been sufficiently preserved. However, this
is problematic because this may leave the energy of
records in some partitions not well preserved and have a
negative impact on mining. For example, suppose there
are two classes C1 and C2, and two horizontal parti-
tions D1 and D2. D1 only contains records in C1, D2
only contains records in C2, and D1 contains far fewer
records than D2. If we maximize the total number of
records whose energy is sufficiently preserved, the en-
ergy of records in D1 may not be well preserved because
there are far more records in D2 and coefficients may be
selected to keep energy of records in D2 only. This may
have a negative impact on mining because all records of
C1 are in D1 and the characteristics of C1 may not be
well preserved.

Thus, it is important to keep a certain fraction of
records for each partition for better mining results.
Therefore, the goal in horizontally partitioned cases is to
select μ coefficients that maximize the number of parti-
tions whose energy has been sufficiently preserved. The
energy of a partition is sufficiently preserved if for at
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least ζ ′ fraction of records in that partition, energy is
preserved by a fraction greater than or equal to ζ . Here
ζ ′ is a parameter given by users. A formal definition is
as follows.

Problem 2 Let D, μ, Xi, Wij, ζ , and R be defined in the
same way as in Problem 1. Further let rj denote record
j and ζ ′ be a value between (0,1) given by user. Let
D1, D2, . . . , Dk be horizontal partitions of D. Let R′ be
a binary function defined over D1, . . . , Dk such that

R′(l) =
{

1 if
∑

rj∈Dl

R(j)
|Dl| ≥ ζ ′

0 otherwise

The problem is to

Maximize
k∑

l=1

R′(l)

Subject to
m∑

i=1

Xi = μ

Here function R′ is used to specify whether a par-
tition’s energy has been sufficiently preserved. These
two problems can also be proved to be NP complete by
reducing them from the set cover problem. The details of
the proof are omitted. A naive solution to both Problem
1 and 2 is to examine all set of μ coefficients and count
the number of records and/or partitions that exceed the
energy threshold. The complexity of the naive algorithm
is thus O(

(m
μ

)
mn). For a large μ the naive algorithm

is quite expensive. The next two sections will present
approximate but efficient rank-based greedy heuristics
for solving these two problems.

3.5 Solution to centralized database case

This section presents an algorithm for the centralized
database case. The algorithm is based on the following
observations:

1. For most real life datasets, the energy of each trans-
formed record is represented by very few coeffi-
cients [16].

2. Although the high energy coefficients in one trans-
formed record may have low energy in some others,
for most real life data, on an average, energy tends
to concentrate in a small set of transform coeffi-
cients common across a vast majority of rows.

The objective of the algorithm is to search a set of
coefficients appearing as high energy coefficients across
a large number of transformed records. The pseudo-
code is shown in Fig. 2.

The algorithm starts with taking the DFT/DCT for
each record in the database D considering them as se-
quences of numbers in line 1–3. In line 4–6, for each
record, the algorithm selects � coefficients with high-
est energy and stores their indexes in a n × � matrix
DL. DL will be called the high energy coefficient index
matrix. Next the algorithm counts for each coefficient
with index j, the number of rows in DL that contains it,
in line 7–9. Once these frequencies are counted, the μ

coefficients with highest frequencies will be sent to the
third party for analysis. The order of these coefficients
is also permuted randomly to prevent the third party
from reconstructing the data even approximately from
the small set of coefficients.

Note that for classification the class variable column is
left as it is while the process is applied on the other attri-
butes and the class variable column is sent to the third
party along with the selected coefficients. The following
example illustrates this algorithm. Figure 3a shows the
original data D. Figure 3b shows the DCT coefficients.
Figure 3c shows the index of high energy coefficients
assuming � = 4 (matrix DL in Algorithm 1). For exam-
ple, in the first record, the four coefficients with the high-
est energy are coefficients 1, 6, 2, and 5. Figure 3d shows
the frequencies of high energy coefficients. Assuming
μ = 3, the first, second, and fifth transform coefficients
will be chosen. Next the indexes of these coefficients
will be permuted randomly. Suppose the resulted order
is second, fifth, and first, then these coefficients for each
record will be sent to the third party in this order.

Let m be the number of attributes and n be the num-
ber of records. The complexity of DCT and DFT trans-
form is O(mn log m) [31]. Quick-sort can be used to sort
the coefficients of each record in descending order of
energy and to select the � coefficients with highest en-
ergy. Thus, the complexity of generating high energy
coefficient matrix DL is O(mn log m). The computation
of the frequencies in DL takes O(n�). Thus, the overall
complexity of the algorithm is O(mn log m). Note that
the naive algorithm takes O(

(m
μ

)
mn) and log m <<

(m
μ

)
,

so the heuristic algorithm is far more cost efficient.

3.6 Solution to horizontally partitioned database case

The algorithm for horizontally partitioned case is shown
in Fig. 4.

The algorithm for a classification problem is described
in Fig. 5.

The objective of the proposed algorithm is the same
as Algorithm 1 in previous section. At line 8, each data
source sends these requested coefficients after permut-
ing them in a predetermined order known to each data
source but not the server. This is in accordance with the
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Fig. 2 Algorithm for centralized database case

Fig. 3 Example of running
Algorithm 1

(a) (b)

(d)(c)

Fig. 4 Algorithm for horizontally partitioned case.

permutation protocol described in Sect. 3.3. At lines 2
and 3, each source selects � coefficients with the highest
energy for each record in its local partition and gener-
ates its own high energy coefficient index matrix DLi.
Each source then counts the frequency of each coeffi-
cient index in DLi, sorts the list, and sends indexes of
coefficients having top � frequencies to the third party.
� is selected by the third party and communicated to
the data sources prior to local calculations. The third
party forms a k × � matrix DF where each row stores
the sorted index list for a partition in line 5.

The selection of the μ coefficients is conducted at the
third party. The heuristic tries to select the candidate
coefficients that appear in the largest number of sources

from the matrix DF. After this, these μ coefficients are
requested from each data source. Finally, every data
source will send the permuted coefficients to the server.
The server will assemble the received coefficients.

Note that the frequency of a coefficient j in DLi equals
the number of records at source i where coefficient j is
among the � highest energy coefficients. Thus, select-
ing a coefficient with high frequency means it is more
likely that the energy of many records in that source will
be preserved. Note that Problem 2 requires selecting
coefficients that maximize the number of sources whose
energy is sufficiently preserved, and each candidate
coefficient has a high chance to preserve sufficient energy
at each source.
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Fig. 5 Algorithm for vertically partitioned case

Let k be the number of sources. As shown in Algo-
rithm 1, all sources take O(nm log m) to compute the
high energy coefficient matrix DLi. The total informa-
tion sent from sources to the third party at line 3 is
O(�k). The complexity of selecting the μ coefficients
at third party is O(km log m) if quick sort is used to
select candidate coefficients. Thus, the complexity of
Algorithm 2 is still O(nm log m). The transmission cost
is O(μn + �k) because μ coefficients and n rows in total
will be transmitted from all sources.

3.7 Solution to vertically partitioned database case

This section describes yet another extension of the algo-
rithm in the context of clustering and classification of
vertically partitioned databases. The scheme is based on
the linearity property of Fourier- related transforms that
is, given two sequences X and Y,

DCT/DFT(X + Y) = DCT/DFT(X) + DCT/DFT(Y)

For clustering there is no need to send any class vari-
ables as is obvious and all sources will consider all their
attributes before proceeding in the above fashion.

Below is a small example of a dataset with 3 partitions.

D1
2 1.2 3.4 23
1.1 8 2.3 5.6
2.6 4.5 1 6.7
1.2 6.7 2.5 8

D2
5 4.5 6.3
9 23 12
2.3 1.9 2
5.5 6 7.2

D3
6.7 2 4.5 1
1.2 3 4 2
5.6 1.2 8 1
1.3 7.8 3 1

The last column in D3 gives the class labels which is 1
and 2 in this specific case. After the sites perform the 0
padding as instructed in line 3 above, the sites will have

Padded D1
2 1.2 3.4 23 0 0 0 0 0 0
1.1 8 2.3 5.6 0 0 0 0 0 0
2.6 4.5 1 6.7 0 0 0 0 0 0
1.2 6.7 2.5 8 0 0 0 0 0 0

Padded D2
0 0 0 0 5 4.5 6.3 0 0 0
0 0 0 0 9 23 12 0 0 0
0 0 0 0 2.3 1.9 2 0 0 0
0 0 0 0 5.5 6 7.2 0 0 0

Padded D3
0 0 0 0 0 0 0 6.7 2 4.5 1
0 0 0 0 0 0 0 1.2 3 4 2
0 0 0 0 0 0 0 5.6 1.2 8 1
0 0 0 0 0 0 0 1.3 7.8 3 1

Next DCT is applied on each partition and Algorithm
2 is used to select high energy coefficients. Suppose in
the above example the coefficients 1 and 4 are selected,
the server requests this information from the sites along
with a special request for the entire column of the class
variable to D3. The server then adds up the coefficients,
and together with the class variable value information
frames a dataset which can be fed directly to any Euclid-
ean distance-based mining algorithm.
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4 Experimental evaluation

This section presents experimental evaluation of the
proposed methods against existing methods. The major
findings are summarized as follows.

– Methods presented in the paper using Fourier-
related transforms preserve Euclidean distances to
a great extent. The quality of K-means clustering
and K-nearest neighbor classification (KNN) using
these methods is significantly better than existing
random perturbation methods and random projec-
tion method for the data sets tested.

– The heuristics proposed in Sect. 3 to select coeffi-
cients are highly effective. The quality of K-means
and KNN over data generated using the proposed
heuristics is significantly better than the quality of
results over data generated by random selection of
coefficients, and is very close to the benchmark case:
mining the original data.

– The proposed Fourier-related methods reduce the
data size significantly, yet maintain the accuracy of
the algorithms to a great extent.

– The proposed methods achieve high degree of pri-
vacy in all the cases when the third party does not
know the number of attributes and the correspon-
dence of indexes of coefficients transmitted to the
third party. Privacy is also achieved to an apprecia-
ble degree in the worst case when the third party
does know the number of attributes and the indexes
of coefficients.

Section 4.1 describes the setup. The results for cen-
tralized case are presented in Sect. 4.2. Sections 4.3 and
4.4 present the results for horizontally partitioned case
and for vertically partitioned case, respectively. Section
4.5 reports the worst case privacy. Section 4.6 provides a
guideline to choose the number of coefficients. Section
4.7 reports the overhead of proposed methods.

4.1 Setup

The experiments were conducted on a machine with
Pentium 4, 3.4 GHz CPU, 4.0 GB of RAM, and run-
ning Windows XP Professional. All algorithms were
implemented using Matlab 7.0. Since many algorithms
(e.g., K-means and random perturbation methods) use
randomization, the reported results of each algorithm
are the average of five executions. Further the synthetic
datasets were generated five times to empirically test
the performance of the methods.
Datasets The experiments were run over two real data-
sets and one synthetic dataset. The two real datasets

were Iris and Pendigits, both obtained from UCI Ma-
chine Learning Repository [21]. These two data sets
contain numerical attributes with various distributions.
E.g., the 14th attribute of Pendigits data has very skewed
distribution, while the 13th attribute has more uniform
distribution. The synthetic data was generated using a
program from [12]. It contained ten clusters, each gen-
erated using a multi-dimensional Normal distribution.
Table 1 reports the properties of these data sets. All attri-
butes were numerical. For classification, 20% of data was
randomly selected as the testing data, and the rest was
used as training data. Each attribute was normalized to
a value in the range of [0, 1].
Data mining algorithms K-means clustering and

k-nearest neighbor classification (KNN) were used in
experiments. k was set to 5 in KNN. Both algorithms use
Euclidean distance.
Privacy-preserving algorithms A DCT-H algorithm was
implemented using Discrete Cosine Transform
based on algorithms proposed in Sect. 3. Though DFT
could also be used, DCT was selected because the DCT
coefficients are real numbers, thus data mining algo-
rithms can be used without modifications. Further using
DCT eliminates the possibility of the third party con-
cluding anything about the coefficient indexes from the
symmetry property that DFT offers.

The parameter � in Algorithms 1 and 2 was set to μ+1
(μ is the number of coefficients transmitted) for DCT-H
because it was found in experiments that the quality of
data mining was quite good once � was slightly larger
than μ, and only improved slightly with increase of �.
Similarly, the parameter � (number of candidates) in
Algorithm 2 is set to μ + 1 for horizontally and verti-
cally partitioned case.

The following four algorithms were also implemented
and compared against DCT-H:

– DCT-R It is the same as DCT-H except that coeffi-
cients were selected randomly. This is the baseline
to test the effectiveness of the heuristic algorithms
to select coefficients.

– Rand-N This algorithm adds to original data a ran-
dom noise following Gaussian distribution with mean
= 0. The standard deviation was varied in the exper-
iments to generate different degree of privacy.

Table 1 Properties of datasets

Iris Pendigits Synthetic

Number of attributes 4 16 100
Number of records 150 7,494 10,000
Number of classes 3 10 10
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– Rand-U This algorithm adds to original data a ran-
dom noise following uniform distribution with mean
equals 0. The interval of the uniform distribution
was varied to generate different degree of privacy.

– Rand-P This algorithm was proposed in Oliveira and
Zaiane [30]. It maps the original m-dimensional data
points to k-dimensional data points using random
projection. The mapping is achieved by generating
a m × k normalized random matrix with values cho-
sen randomly from a given distribution and then
multiplying the original data set (as an n × m matrix
where n is number of records) by this matrix. k < m
brings data dimension reduction.

Setup for horizontally partitioned case The number of
sites (partitions) was varied from 2 to 5 in experiments.
The data records were distributed among these sites in
two different ways: (1) data records with different class
labels were uniform randomly distributed among these
sites, thus each site will contain data with different class
labels, and (2) data records were distributed based on
their class labels in a round-robin fashion, e.g., suppose
there are 5 classes and 3 sites, then records of class 1 and
4 are on site 1, records of class 2 and 5 are on site 2, and
records of class 3 are on site 3.
Setup for vertically partitioned case The number of par-
titions was varied from 2 to 4 in experiments. Data col-
umns were randomly distributed to each partition, and
each partition contains about the same number of col-
umns.
Privacy measure Three approaches have been pro-
posed in the literature to measure privacy: the first using
confidence interval [5], the second using information
theory [3], and the third based on the notion of privacy
breach [18,17]. However, information theory approach
is inappropriate for K-means clustering and KNN
classification because Euclidean distance is based on
individual data values, while information theory only
considers the distribution of values [41]. For example,
suppose the original values of an attribute for 3 records
are 0, 0.5, 1, respectively, and the transformed values
are 0.5, 1, 0, respectively, the distributions of original
and transformed values are the same, thus the privacy
measure will be zero using information theory [3].
However, the transformed individual values are very
different from the original values. Privacy breach-based
methods consider the worst cases, but here interest lies
in the average case. Thus, this paper uses the confi-
dence interval method proposed in [5] to measure pri-
vacy. If a transformed attribute x can be estimated with
c% confidence in the interval [x1, x2], then the privacy
equals

x2 − x1

max{x} − min{x}
where max{x} is the maximal value of x and min{x} is the
minimal value. Ninety-five Percent confidence interval
was used in the experiments.

For DCT-H and DCT-R, this paper considers two
cases: the average case when the third party does not
figure out the correct number of attributes and the per-
mutation of coefficients, and the worst case when the
third party does figure out the number of attributes and
the permutation of coefficients. In the average case, the
privacy is computed as following. The third party ran-
domly guesses the number of attributes and a permuta-
tion of coefficients, and reconstructs the data using this
permutation. The privacy is computed by comparing the
reconstructed data and the original data. This process
is repeated for 20 times and the average of privacy is
reported. In the worst case, the privacy is computed by
comparing the original data and the reconstructed data
with correct number of attributes and permutation of
coefficients. However, it should be justified to emphasize
that in general the chances for the worst case to happen
is very low because there are enormous number of per-
mutations for even moderate number of attributes, and
the third party has to at least reconstruct the whole data
set for each permutation. The results section reports the
average case privacy in Sect. 4.2, 4.3, and 4.4, and reports
the worst case privacy in Sects. 4.5.

For Rand-P, it is also difficult for the third party to
figure out the projection matrix because it is generated
randomly. Thus, privacy is computed by directly compar-
ing the transformed data with the original data, assuming
the missing columns contain zeros.
Data mining quality measure: In this paper, the qual-
ity of classification is measured by accuracy. The quality
of clustering is measured using the F measure that is
widely used in information retrieval [33]. Let C1, C2, . . . ,
Cn be the correct clusters according to the dataset. Let
C1′, . . ., C′

n be the clusters generated by the clustering
algorithm being examined. The F-measure of a correct
cluster (or a class) Ci and an actual cluster C′

j is defined
as follows:

Fij = 2
PijRij

Pij + Rij

Precision Pij equals:
|Ci∩C′

j|
|C′

j|

Recall Rij equals
|Ci∩C′

j|
|Ci|

The F-measure of a class Ci is given by

Fi = max
j

Fij



A privacy-preserving technique for Euclidean distance-based mining 305

Fig. 6 Quality of clustering,
varying μ
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Finally, the overall F-measure is

F =
n∑

i=1

|Ci|
N

Fi

where N is the total number of records.

4.2 Results for centralized database case

The privacy-preserving algorithms studied in experi-
ments can be divided into two classes: those that both
preserve privacy and reduce size of data (DCT-H, DCT-
R, and Rand-P) and those that only preserve privacy
(Rand-N and Rand-U). Thus, comparison is made
between the first class of algorithms and then the first
with the second class of algorithms.

4.2.1 Comparing DCT-H, DCT-R, and Rand-P

This section compares the following results of DCT-H,
DCT-R, and Rand-P: (1) the quality of K-means and
KNN over data generated by these algorithms, (2) the
degree of privacy, and (3) the degree of data reduction.
Quality of mining The number of coefficients (μ)
selected is an important parameter for algorithms us-
ing Fourier-related transform (DCT-H and DCT-R). For
Rand-P, the number of dimensions being projected to is
also important. For convenience μ is used to refer to
both of these two parameters and is varied in experi-
ments. Figure 6a–c reports the quality of K-means clus-
tering for DCT-H, DCT-R, and Rand-P for different
data sets. The quality of clustering of the original data
is also plotted as a baseline for comparison. The results
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for KNN classification using Pendigits data are reported
in Fig. 7. The results for Iris and Synthetic data sets are
similar and omitted.

The results show that for very small μ, the mining
quality of all algorithms was poor because there were

not enough coefficients to preserve the Euclidean dis-
tance with sufficient accuracy. However, as μ increased,
the quality of all algorithms was improved. The min-
ing quality of DCT-H grew the quickest among these
algorithms, and became very close to the quality over
original data. This indicates that DCT-H preserve the
Euclidean distance quite accurately when using a few
coefficients. On the other hand, the mining quality of
DCT-R and Rand-P was significantly worse. DCT-H led
to better mining quality than DCT-R because DCT-H
used heuristics proposed in Sect. 3 to select coefficients
that preserve most of the energy over a large num-
ber of rows. DCT-H led to better mining quality than
Rand-P because random projection did not preserve
Euclidean distance accurately when using a few
dimensions.

Finally, as μ became sufficiently large (3 for Iris, and
10 for Pendigits), the differences between these algo-
rithms became less significant because selection of coeffi-
cients became less important when most coefficients or
dimensions were used. Overall, DCT-H led to better
mining quality than DCT-R and Rand-P, and its mining
quality is comparable to original data for a wide range
of μ. Thus, in practice, users can start with a small μ

and increase it if the Euclidean distance is not well pre-
served.
Degree of privacy Figure 8 reports the average case
privacy of DCT-H, Rand-P, and DCT-R for Pendigits
data with varying μ. The results for other datasets are
similar and omitted. Section 4.2.2 will also present the
results of privacy versus mining quality of all algorithms.
The results show that all algorithms provided a high
degree of privacy. However, unlike random projection
methods, the degree of privacy may not decrease as the
number of coefficients increases because the privacy is
not only due to the loss of information caused by trans-
form, but also due to the fact that the third party does
not know the number of attributes and the correspon-
dence between coefficients and their indexes. In fact the
increase in number of selected coefficients decreases the
probability of discovery of the right permutation order.
Degree of data reduction Figure 9 reports the size of
transformed data divided by the size of original data for
DCT-H, DCT-R, and Rand-P varying μ. Note that for
the same μ, all three algorithms generate transformed
data with the same size. The results show that all algo-
rithms achieved significant data reduction. Note that
DCT-H also achieved good mining quality for small μ,
thus DCT-H achieved both good mining quality and data
reduction. For example, according to Fig. 6c, DCT-H
achieved the same quality of mining as original data
when using data 12.5% the size of the original data
(using 8 coefficients) for Synthetic data.
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4.2.2 Comparing DCT-H and Rand-P with Rand-U,
and Rand-N

This section compare DCT-H and Rand-P with Rand-
U and Rand-N. The degree of privacy for Rand-U and
Rand-P was varied from 20 to 200% to cover the range
of privacy for DCT-H. Figure 10a–d reports the privacy
and quality of K-means clustering and KNN classifica-
tion for DCT-H, Rand-U, Rand-N, and Rand-P. DCT-H
and Rand-P used 2 or more coefficients for Iris and 6 or
more coefficients for Pendigits and Synthetic.

The results show that DCT-H always led to better
mining quality than Rand-N and Rand-U when gen-
erating data with similar degree of privacy. The ran-
dom noise added by Rand-N and Rand-U distorted
the Euclidean distances, leading to poor mining qual-
ity. In all experiments, Rand-N and Rand-U only led
to good mining quality when the degree of privacy is
very low (around 20%). Further, unlike DCT-H, random
perturbation methods also do not reduce the data size.
The results also show that DCT-H led to better mining
quality than Rand-P when generating data with similar
degree of privacy, proving that DCT-H performs better
in the accuracy/privacy trade-off than Rand-P.

4.3 Results for horizontally partitioned case

This section describes the results of KNN classification
for the horizontally partitioned case. The results for

clustering are similar and not reported. Since Rand-U
and Rand-N add random noise to each data element
independently, they can be applied to horizontally and
vertically partitioned cases in the same way as the
centralized database case. Rand-P can be applied to
horizontally partitioned case as follows: the server first
creates a random projection matrix and sends it to each
partition, next each partition sends to the server a trans-
formed partition which equals the product of the original
partition and the random projection matrix, and finally
the server concatenates these transformed partitions
together.

Figure 11a reports the accuracy of KNN classification
using distributed version of DCT-H for the Pendigits
data when 6 coefficients were used and the number of
sites was varied from 2 to 5. The data were distributed
uniform randomly across these sites. Figure 11b reports
the accuracy for Pendigits for the case of five sites when
varying μ. The accuracy of DCT-H for centralized case
and using original data, and the accuracy of Rand-P are
also plotted. Figure 11c compares the privacy and accu-
racy of distributed DCT-H using 6–10 coefficients and
five sites (number 5 arbitrarily chosen) with the results
of Rand-U, Rand-N, and Rand-P. The degree of privacy
was about the same for different number of sites. Thus,
only the privacy for five sites was reported. It was also
found that the results of Rand-U, Rand-N, and Rand-P
were the same for different number of sources.

Figure 11a shows that the quality of KNN classifica-
tion remained almost unchanged as the number of sites
increases. Figure 11b shows that by using the heuristics
proposed in Sect. 3.6, DCT-H achieved almost the same
classification accuracy as the case of centralized data,
and its accuracy is much higher than the accuracy
achieved by Rand-P.

Figure 11c shows that in the average case, the de-
gree of privacy using DCT-H was about the same as
the degree of privacy for centralized case in Fig. 8. Fur-
ther, Fig. 11c shows that DCT-H achieved significantly
better accuracy than Rand-U and Rand-N for similar
degree of privacy, when using six or more coefficients.
Note that the accuracy of DCT-H was very close to the
benchmark case (i.e., over original data) when using six
or more coefficients. Further, DCT-H also reduced the
data size (e.g., the transformed data is only 37.5% of the
original data when using six coefficients), while Rand-U
and Rand-N did not. The results also show that DCT-
H achieves higher accuracy than Rand-P with similar
degree of privacy.

Figure 11d reports the accuracy of KNN classification
using DCT-H for the Pendigits data when classes were
distributed to sites in a round-robin fashion. six coeffi-
cients were used and the number of sites was varied
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Fig. 10 Privacy versus mining
quality
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from two to five. In this case, the classes were unevenly
distributed in different partitions. The results show that
DCT-H achieves about the same accuracy as the case
when classes were uniform randomly distributed to all
partitions. Thus, DCT-H works well for uneven distribu-
tion as well. This is expected because Algorithm 2 tries
to preserve energy for every partition. The results, when
varying μ and the results of privacy are similar for both
uneven and evenly distributed cases too, and are not
included due to space constraints.

4.4 Results for vertically partitioned case

This section describes the results for vertical partitioned
case. Rand-U and Rand-N can be applied to vertically
partitioned case in the same way as the centralized case.

Rand-P can also be applied as follows: let each partition
contains m1, m2, . . ., mp columns, and

∑p
i=1 mi = m. The

server first generates a m × k random matrix R, then
horizontally partitions R to p partitions where each con-
tains mi rows of R. Next, the server sends each partition
Ri of R to the i-th site that has mi columns, and each site
sends back the product of the vertical partition stored
at that site and Ri. Finally the server computes the sum
of these products as the transformed data. It is easy to
verify that the result of the above algorithm equals the
product of the original data and R.

Figure 12a reports the quality of K-means clustering
using distributed version of DCT-H for the Pendigits
data when six coefficients were used and the number
of sites was varied from one to four. Figure 12b reports
the quality for Pendigits for the case of three sites when
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Fig. 11 Horizontally
partitioned case, classifying
Pendigits
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varying μ. Figure 12c compares the privacy and accuracy
of vertically distributed DCT-H using 6–10 coefficients
and three sites with the results of Rand-U, Rand-N, and
Rand-P. The results for other data sets and classification
are similar and omitted for space limitations. Figure 12a
shows that the quality of clustering drops slightly as the
number of sites increases from one to four. The mining
quality was around 0.6 when 8 coefficients were used for
four sites. Figure 12b shows that DCT-H achieved almost
the same quality as the case of centralized case when
using six or more coefficients, and its quality was much
better than the quality achieved by Rand-P. Figure 12c
also shows that DCT-H still achieved significantly better
mining quality than Rand-U, Rand-N, and Rand-P when
keeping similar degree of privacy.

In the vertically partitioned case, privacy measure
based on information theory also makes sense because
if the privacy of any partition becomes zero, other par-
titions can learn the mean and standard deviation of the
attributes in that partition. Figure 13 reports the con-
ditional privacy defined in Agrawal and Aggarwal [3].
Suppose Di is the i-th attribute values in original data
and D′

i is the i-th attribute values in the reconstructed
data. The conditional privacy for the i-th attribute is
defined as:

2h(Di|D′
i)

where h(Di|D′
i) is the conditional entropy of original

data Di given the reconstructed data D′
i. The privacy

is also computed as the average over all attributes and
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Fig. 12 Results for vertically
partitioned case, clustering
Pendigits
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is then averaged over 20 reconstructed data sets, each
using a randomly selected permutation of coefficients.

Figure 13a reports the degree of privacy for 3 sites
when varying μ. According to Agrawal and Aggarwal [3],
a conditional privacy of α means the privacy is the same
as a random variable with a uniform distribution in [0, α].
Since the data has been normalized to the range of
[0, 1], the degree of privacy reported in Figure 13a is
pretty high. Figure 13b compares the privacy and min-
ing quality of vertically distributed DCT-H using 6–10
coefficients and three sites with the results of Rand-U,
Rand-N, and Rand-P. DCT-H achieved better quality of
mining than Rand-N, Rand-U, and Rand-P with similar
degree of privacy using the entropy measure.

4.5 Worst case privacy

The proposed DCT-H method permutes the selected
coefficients such that it is difficult, if not impossible for
the third party to reconstruct the data. The previous sec-
tions have reported the degree of privacy when the third
party does not discover the permutation. This section
reports the worst case privacy when the third party does
discover the correct permutation and reconstructs the
data. Figure 14a reports the degree of privacy of running
centralized DCT-H over Pendigits data when varying
the number of coefficients. Figure 14b reports the accu-
racy of KNN classification against the degree of privacy
for DCT-H, Rand-U, Rand-N, and Rand-P.
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Fig. 13 Information-based
privacy for vertically
partitioned case, clustering
Pendigits
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Fig. 14 Worst case privacy
over Pendigits data
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Figure 14a shows that the degree of privacy using
DCT-H decreases as the number of coefficients increases,
unlike when the permutation is not known because the
third party can directly use inverse DCT to reconstruct
the data. However, DCT-H still achieved considerable
degree of privacy (75% when using 6 coefficients)
because of the pruning of coefficients. Figure 14b shows
that DCT-H still achieved significantly better accuracy
than Rand-U and Rand-N for similar degree of privacy
when using six or more coefficients (the case of 4 coeffi-
cients is the right most point of DCT-H in Fig. 14b).
Note that the accuracy of DCT-H was very close to the
benchmark case (i.e., over original data) when using six

or more coefficients. Further, DCT-H also reduced the
data size (e.g., the transformed data is only 37.5% of the
original data when using six coefficients), while Rand-U
and Rand-N did not. The results also show that DCT-H,
in general, achieves higher accuracy than Rand-P, but
with a lower degree of privacy.

4.6 Choosing the number of selected coefficients

Distance-based method The number of selected
coefficients (μ) is an important parameter of the DCT-H
algorithm. A large μ will not only preserve the distances
better and lead to better mining quality, but also lead
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to lower data reduction. However, in practice, it will
be difficult to choose the value of μ based on mining
quality because mining is done by the third party. Thus,
a method to decide μ based on the loss of Euclidean
distance is suggested. The intuition is that, if the distance
is preserved to a high degree on an average
between transformed records, the mining quality will
also be high. The loss of distance is measured by the
average loss of distance over all pairs of data points. Let
dij be the distance between record i and j in the original
data set, and d′

ij be the distance between record i and
j in the transformed and pruned data. The average loss

of distance is computed as the average of
dij−d′

ij
dij

for all

i and j. Note that the expression dij − d′
ij will always be

positive as a corollary of Lemma 2 derived earlier in
Sect. 3.1. Figure 15 reports the average loss of distance
for Pendigits data when varying μ. The results show that
the loss of distance drops quickly to less than 10% when
μ = 8. Based on Figs. 6c and 7, the mining quality over
transformed data is also very close to the mining quality
over the original data when μ = 8. In practice, users can
plot the curve of loss of distance against μ and select an
appropriate μ with little loss of distance, yet good data
reduction and privacy.
Frequency-based method Computing the average loss
of distance is expensive. Thus, an alternative simple heu-
ristic is proposed. Consider the worst case when the en-
ergy of coefficients is randomly distributed for each row,
that is, there is no energy concentrating factor and each
coefficient is likely to have same energy. Thus, given
m attributes and an integer � , where 0 < � < m,
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Fig. 15 Average loss of distance when varying μ for Pendigits

such that � coefficients with the highest energy are se-
lected from each row, the probability for a coefficient i
to be selected as a high energy coefficient is thus �/m.
If there are n rows in a data set, then the theoretical
expected value of frequency of appearance of that par-
ticular coefficient i in the high energy partition will be
n�/m. Now let frq(i) denote the actual number of rows
in the transformed data that have coefficient i in the
high energy partition. The heuristic is to select all coeffi-
cients that have frequencies greater than n�/m in the
high energy partition.

For example, Fig. 16 shows the plot of frq(i)/n for Pen-
digits data when � = 8 and m = 16, that is, �/m =
0.5. The figure shows that there are 8 coefficients with
frq(i)/n greater than 0.5. Thus those 8 coefficients will
be selected, which coincides with the selection of dis-
tance-based method.

There is still an issue of choosing �. Consider that
when � increases, more coefficients will be considered
high energy coefficients. The frequencies of coefficients
increase as well. This may lead to more coefficients get-
ting selected. However, the threshold �/m also
increases, which may lead to fewer coefficients getting
selected. A number of experiments were conducted with
different �. The observation is that, almost same num-
ber of coefficients gets selected for a wide range of �.
Thus, the above algorithm is not very sensitive to �. As
a rule of thumb, users can select a � of m/2 because if
energy is randomly distributed with the transform pro-
viding no energy compaction at all, then at least, on an
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Fig. 17 Execution time of
DCT-H
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average, it can be expected that half the coefficients will
have energy above the average energy. Note that for a
particular dataset, the comparison of the ratios frq(i)/n
and �/m gives the indication of how much effective
the transform is, in compacting energy in a small set
of common coefficients, across a large number of rows.
Experiments showed that in almost all real life and syn-
thetic data sets, DCT performs excellently in its ability
to achieve the above. The results in the last section also
point to the validity of the observation.

This heuristic runs much faster than the distance-
based method because it adds no additional overhead
to the algorithm (the frequencies are computed in Algo-
rithm 1). In practice, the above heuristics turns out
too conservative because it considers the worst case.
Usually, energy is concentrated on fewer coefficients
than the threshold found from this method. Thus, the
threshold for frequencies can be raised and fewer coeffi-
cients can be selected. For example, 44 coefficients are
selected for the Synthetic data set when 10 coefficients
are selected by the distance-based method with 10% loss
of distance. Thus, users can first use this simple heuris-
tics to choose a more conservative μ, and if they want to
further reduce the data size, they can use the distance-
based method.

4.7 Overhead of proposed methods

This section studied the relationship between the over-
head of DCT-H and the data size. There are two fac-
tors contributing to data size: the number of attributes
and the number of records. Figure 17a reports the time
for the centralized version of DCT-H to transform data

(using 8 coefficients) when the data were generated the
same way as the synthetic data, the number of records
was fixed at 100,000, and the number of attributes in-
creased from 20 to 100. Figure 17b reports the time
when the number of attributes was fixed at 100, and
the number of records increased from 20,000 to 100,000.
The results for distributed versions of DCT-H are simi-
lar and omitted to conserve space. The results show that
the execution time increased almost linearly with the
number of attributes as well as the number of records.
This is expected because the time complexity of DCT-H
is O(mn log m) where n is number of records and m is the
number of attributes, and log m increases very slowly.

DCT-H also reduces the size of the data, and thus
reduces the time to mine the data. Figure 18 shows
the breakup of time of running K-means clustering and
heuristics to transform the data, over the Synthetic data
set, when varying μ. The dotted line in the figure is
the mining time on original data. The figure shows that
the execution time of the heuristics is a small portion of
the total execution time, and the mining time does get
reduced due to the reduction of data size. The
total execution time for DCT-H was lower than the
total execution time over original data when less than
50 coefficients were selected.

5 Conclusions

This paper proposes a generalized integrated approach
using Fourier-related transforms to support privacy
preserving Euclidean distance-based mining algorithms
and to reduce the data size to save the resources for
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data transmission for distributed scenarios. Three algo-
rithms to select the most important transform coeffi-
cients are presented, one for centralized database case,
and the other two for horizontally and vertically parti-
tioned database cases. A random permutation protocol
is also suggested to be used to boost privacy. Experimen-
tal results demonstrate that the proposed approach leads
to much better mining quality than the existing random
perturbation and random projection approaches given
the same degree of privacy in both centralized and dis-
tributed cases. The worst case privacy, arising when the
random permutation protocol breaks, is also explored
and the method achieves appreciable degree of privacy
even there. The novelty of the approach is an attempt to
bring a number of privacy-preserving mining techniques
and scenarios sharing a common theme under the same
umbrella. In the future the plan is to investigate how
to provide probabilistic privacy and accuracy guaran-
tee using the approach. As an off-shoot of this, it will
be investigated if the problem is APX-hard. Further,
the use of Fuzzy programming and entropy-based parti-
tioning to refine the coefficient selection procedure will
be explored. Research is also conducted in (1) extending
the approach to a number of other mining tools that can
be linked to distance-based mining with minor tweaks
in the main algorithms and (2) extending to design of
probabilistic coefficient filters for noise-resistant clus-
tering and classification mining.
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