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A Probabilistic Model for Robust Localization Based
on a Binaural Auditory Front-End

Tobias May, Steven van de Par, and Armin Kohlrausch

Abstract—Although extensive research has been done in the field
of machine-based localization, the degrading effect of reverbera-
tion and the presence of multiple sources on localization perfor-
mance has remained a major problem. Motivated by the ability of
the human auditory system to robustly analyze complex acoustic
scenes, the associated peripheral stage is used in this paper as a
front-end to estimate the azimuth of sound sources based on bin-
aural signals. One classical approach to localize an acoustic source
in the horizontal plane is to estimate the interaural time differ-
ence (ITD) between both ears by searching for the maximum in the
cross-correlation function. Apart from ITDs, the interaural level
difference (ILD) can contribute to localization, especially at higher
frequencies where the wavelength becomes smaller than the diam-
eter of the head, leading to ambiguous ITD information. The inter-
dependency of ITD and ILD on azimuth is a complex pattern that
depends also on the room acoustics, and is therefore learned by az-
imuth-dependent Gaussian mixture models (GMMs). Multicondi-
tional training is performed to take into account the variability of
the binaural features which results from multiple sources and the
effect of reverberation. The proposed localization model outper-
forms state-of-the-art localization techniques in simulated adverse
acoustic conditions.

Index Terms—Localization, binaural, reverberation, auditory
scene analysis (ASA), interaural time difference (ITD), interaural
level difference (ILD).

I. INTRODUCTION

T
HE ABILITY to localize sound sources in adverse

acoustic environments is necessary for a wide range of

applications, e.g., communication devices and hearing aids.

Although extensive research has been done in the field of

localization, the localization of multiple sources in adverse

acoustic conditions has remained a challenging task. The

performance of microphone array localization depends on the

array configuration and generally increases with the number

of microphones [1]. In contrast to microphone-array-based

techniques, the performance of the human auditory system is

very robust against the presence of multiple competing sources

(cocktail party scenario) for tasks related to localization [2] and

speech recognition [3], despite only exploring the acoustic mix-

ture arriving at both ears. These remarkable capabilities of the
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human auditory system imply that in principle it is possible to

analyze complex acoustic scenes and to independently localize

and identify a desired source within an acoustic mixture based

on binaural signals. This human ability to analyze complex

acoustic mixtures is referred to as auditory scene analysis

(ASA) [4]. One influential view on ASA is that the underlying

mechanisms to retrieve information about a specific sound

source can be divided into two processes: first, the human

auditory system parses the acoustic scene into fragments

(regions in the time-frequency plane), and second, fragments

which may belong to the same acoustic object are grouped

together. Because of this ability of the human auditory system

to segment, group and integrate information of multiple sources

in adverse acoustic conditions, research dealing with models

of computational auditory scene analysis (CASA) is a growing

field. A comprehensive overview of CASA and its relevance

for applications in the field of automatic speaker recognition

(ASR) and speech segregation can be found in [5]. The reliable

estimation of the source position based on binaural signals is

relevant not only for CASA systems, e.g., as applied in the

area of robust speech recognition [6], [7], but further more is

required for hearing aids and systems related to wearable aug-

mented reality audio (WARA) [8]. Inspired by the robustness of

the human auditory system, several studies have incorporated

stages of human auditory processing to improve sound source

localization in adverse acoustic conditions [9]–[11].

The two major cues which are exploited by the human au-

ditory system to localize acoustic sources are interaural time

and level differences. One of the classical approaches to mea-

sure the interaural time difference is to search for the main

peak in the generalized cross-correlation (GCC) function [12],

which estimates the interaural time difference (ITD) between

the left and the right ears. The mathematical operation of the

uniformly-weighted GCC between binaural signals is equiva-

lent to the coincidence model suggested first in 1948 for de-

scribing human sound source localization [13]. Since then, sev-

eral modifications and extensions have been proposed to explain

the results obtained from psychoacoustic experiments. Another

important cue exploited by the human auditory system is the in-

teraural level difference (ILD), which is attributed to the head

shadowing effects. The ILD was taken into account by incorpo-

rating the mechanisms of contralateral and temporal inhibition

into the cross-correlation model [14]. In this way, several psy-

choacoustic phenomena related to the precedence effect could

be successfully predicted [15]. A comprehensive review of the

recent development of binaural models can be found in [16].

As indicated, the ILD cue plays an important role in local-

ization, especially at higher frequencies where the wavelength

1558-7916/$26.00 © 2010 IEEE
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becomes smaller than the diameter of the head, leading to am-

biguous ITD information. Nevertheless, there have been only a

few attempts to combine both cues in a model for binaural sound

localization. For example, the peak selection in the cross-corre-

lation analysis was steered by the ILD cue in order to select the

correct peak at higher frequencies where the cross-correlation

function becomes ambiguous [17]. Nonetheless, the presence of

reverberation has a stronger impact on the ILD cue than on the

ITD [18], thus making such a peak selection procedure less reli-

able in adverse acoustic conditions. In addition, the dependence

of ITD and ILD on azimuth is a complex, multimodal pattern

that also depends on the reverberation and the presence of com-

peting sources, and accordingly it can be best exploited by using

a probabilistic model.

A combined evaluation of binaural cues has been success-

fully applied as a front-end for sound source segregation [19],

where a joint feature space consisting of ITDs and ILDs was

trained in ideal acoustic conditions in order to segregate a target

source from interfering sources at different azimuth positions.

The modeling was performed by an adaptive kernel density

method, because the use of Gaussian mixture models (GMMs)

had been reported to lead to issues related to the initialization

process and to the problem of selecting the number of Gaussian

components [19].

In [20] and [7], the effect of reverberation was included in a

probabilistic model to predict a missing data mask for speaker

recognition. A histogram technique was utilized to model the

probability density function (pdf) of the binaural cues associ-

ated with the target source located at 0 azimuth. Although the

performance in reverberation was reported to be comparable to

the system established under anechoic acoustic conditions [19],

the performance was sensitive to the source/receiver configura-

tion which was used to train the model for the recognition of

the binaural cues [20]. In [21], pdfs of interaural cues based on

the fast Fourier transform (FFT), namely interaural phase differ-

ences (IPDs) and ILDs were measured by histograms in order

to perform localization in nonstationary noise conditions. Those

cues were integrated by combining their probabilities across fre-

quency.

In this paper, a sound source localization model is presented

that is robust against the presence of multiple sources, changes

in source positions, and the impact of reverberation. Based on

an auditory front-end, the complex interaction of ITDs and ILDs

is learned by a probabilistic model that is trained under various

acoustic conditions to obtain robustness. For single sound

source localization, long analysis windows between 100–200

ms length are commonly applied to increase the robustness of

localization in reverberation [22], [23]. To be able to resolve

the time-dependent azimuth position of the most salient source

in complex multi-source mixtures, which is required for many

relevant applications (e.g., beamforming, tracking and CASA

systems), a relatively short analysis window of 20 ms is used

in this study. GMMs are used to learn the azimuth-dependent

distribution of the binaural feature space consisting of both

ITDs and ILDs. This feature space, based on time-domain

analysis, is then compared to an FFT-based feature space

consisting of IPD and ILD as described in [21]. Furthermore,

the selection procedure for the number of Gaussian compo-

nents will also be addressed. The straightforward approach is a

manual selection by visual inspection, which will be compared

to an unsupervised learning of Gaussian mixtures [24], where

the model complexity is automatically determined. The perfor-

mance of the GMM-based localization method is evaluated and

compared with some state-of-the-art localization techniques in

multi-source reverberant conditions. Finally, the ability of the

model to generalize to unknown source/receiver configurations

is discussed.

The paper is organized as follows. The next section describes

the extraction of the binaural cues. Section III explains the de-

tails of the probabilistic model for sound source localization. In

Section IV, the evaluation procedure is described and the perfor-

mance in simulated echoic multisource scenarios is presented in

Section V. A summary of the main findings and concluding re-

marks will be given in Section VI.

II. BINAURAL CUE EXTRACTION

The two main cues enabling human sound source localiza-

tion in the horizontal plane are interaural time and level differ-

ences, ITDs and ILDs, respectively. The ITD cue is most ro-

bust at low frequencies, whereas the ILD cue is predominantly

used at higher frequencies [25]. The direction-dependent spec-

tral modifications largely associated with the complex pinna

shape are especially important for the elevation detection and

to resolve front/back ambiguities. Because the localization task

in this work is restricted to the frontal horizontal plane (zero ele-

vation), the ability to discriminate sources in the vertical domain

will not be investigated.

A. Auditory Front-End

The peripheral processing of the human auditory system is

simulated by an auditory front-end consisting of a gammatone

filterbank followed by inner hair cell-processing. This front-end

is adopted from [19]. In order to resemble the frequency selec-

tivity of the human cochlea, the signals arriving at the left and

the right ear are decomposed into auditory channels

using a fourth-order gammatone filterbank. More specifically,

phase-compensated gammatone filters are used to synchronize

the binaural cues across auditory channels at a common time in-

stance [26]. The gammatone channel responses are aligned by

compensating for the group delays of the gammatone filters at

their nominal center frequencies. According to [27], the channel

center frequencies are equally distributed on the equivalent rect-

angular bandwidth (ERB) scale between 80 Hz and 5 kHz. Sim-

ilar to the model described in [19], channel-dependent gains are

applied to simulate the middle-ear transfer function, as deter-

mined by [28]. The neural transduction process in the inner hair

cells is approximated by halfwave-rectification followed by a

square-root compression. The resulting binaural auditory sig-

nals of the th gammatone channel are represented by and

respectively. Binaural cues are estimated using a rectangular

window of 20 ms at a sampling frequency of kHz

(corresponding to samples). An overlap between suc-

cessive frames of 50% was applied, corresponding to a frame
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shift of 10 ms. This high temporal resolution was chosen to cap-

ture rapid changes in multi-source scenarios.

B. ITD

The time difference between the binaural auditory signals in

the th channel is estimated using the normalized cross-correla-

tion function, which is defined in (1), shown at the bottom of the

page, as a function of time lag and the frame number . and

denote the mean values of the left and right auditory signals

and these are estimated over the frame number . The cross-cor-

relation function is evaluated for time lags within the range of

ms, and its maximum corresponds to the estimated ITD

(in samples)

(2)

The resolution of the ITD cue is limited by the sampling interval,

whereas the actual time delay can lie between two successive

samples. In order to increase the ITD accuracy while keeping the

computational complexity moderate, exponential interpolation

can be applied, as defined in (3) at the bottom of the page, around

the estimated maximum of the cross-correlation function

[29]. The fractional part can be considered to describe the

interpolated peak position relative to the estimated integer peak

position , and the overall ITD estimate is then given

in seconds by the combination of the integer and the fractional

estimate

(4)

In addition to the exponential interpolation, another classical

approach was also tested, which describes the peak of the band-

limited cross-correlation function by a parabola [30]. The per-

formance of both interpolation methods were almost identical in

low gammatone channels up to 1.5 kHz, whereas the exponen-

tial interpolation gave better results at higher frequencies and

was therefore selected in the current study.

C. ILD

The interaural level difference is estimated by comparing the

energy integrated across the time interval between the left

and right ears. The ILD cue in the th gammatone channel ex-

pressed in dB is given by

(5)

Note that in (5), 20 instead of 10 is used to compensate for the

square-root compression of the neural transduction process. A

sound source positioned at the left-hand side will result in a

negative ILD, whereas a positive ILD will be caused by a source

lateralized to the right-hand side.

III. MODEL ARCHITECTURE

A probabilistic model is used to estimate the position of
a sound source from the set of binaural cues described in
Section II. Therefore, GMMs are trained to recognize the
azimuth-dependent pattern of the binaural cues. The training
and the architecture of the model is described in the following
sections.

A. Multi-Conditional Training

To achieve a robust localization performance, the model
is trained in various simulated acoustic conditions to account
for the variability of the binaural features caused by multiple
sources and the effect of additional reverberation. As analyzed
by [19], the distribution of binaural cues is dependent on the
presence of an interfering source and its strength relative to
the target source. To incorporate this effect into the model, the
training sequences consist of a target source within the azimuth
range of with an interfering source positioned at

, and relative to the target az-
imuth (see Fig. 2). All target-/interfering-source combinations
were presented at three different global signal-to-noise ratios
(SNRs) of 20, 10, and 0 dB, as defined prior to spatialization.
Moreover, the uncertainty of the binaural features attributed to
the room reverberation is taken into account by using binaural
room impulse responses (BRIRs). This approach is similar to
the training procedure described in [7] and [20], where mixtures
of multiple sources (target plus interfering source) were used
in reverberation to obtain a more reliable model for identifying
time-frequency elements (mask), which are associated with the
target source only. This mask was used in the context of missing
data speech recognition, where the recognition stage is based
on the reliable components, while excluding time-frequency
elements which are dominated by the interfering source. The
authors showed that their model is robust against changes in
the simulated room absorption which were not considered
in the training stage. However, their system was sensitive to
the relative placement of the source and the receiver within
the room (source/receiver configuration) [20]. To improve
the model performance in this respect, the training data in
the current study were created using multiple source/receiver

(1)

(3)
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configurations, where the BRIRs were synthesized by using
the room simulation package developed by [31]. This software
package combines a database of head-related transfer functions
(HRTFs) [32] measured in anechoic conditions, with room
reflections simulated according to the image source model [33].
To create the target and the interfering source signals, utter-
ances of male speakers which were randomly selected from
the TIMIT database [34] were convolved with the simulated
BRIRs. Throughout the multiconditional training phase, the
frequency-dependent absorption coefficients of the room were
chosen to yield a constant reverberation time s,
in order to introduce the same amount of uncertainty for all
gammatone channels. Note that only one level of reverberation
was used to train the localization model. To obtain a reliable
estimate of the target position, it is essential that the prob-
abilistic model is trained only with binaural features which
are associated with the target source. Thus, four criteria were
employed to select the frames where the binaural features
are dominated by the target source. Note that the last three
criteria are monitored in all gammatone channels indepen-
dently, whereas the first criterion is based on the signal prior
to gammatone analysis. Firstly, an energy-based voice activity
detector (VAD) was used to monitor the activity of the target
source, and, a frame was considered to be silent and excluded
if the energy level drops by more than 40 dB below the global
maximum. Second, frames were considered for training only
if the target source was stronger than the interfering source.
This analysis compared the energy of the target source to
the energy of the interfering source after spatialization. The
signals of the left and the right ear were added prior to energy
computation. Third, frames were removed when the height of
the primary peak in the cross-correlation function was less then
a threshold , assuming that the associated binaural cues are
dominated by the room reflections. This third criterion was
motivated by the fact that the amplitude of the cross-correlation
reveals information about the ratio between the direct sound
and the room reflections, which becomes low when the signals
at the left and the right ear are dominated by reflections. The
threshold was set to by inspection, which still con-
siders frames with low correlation between the binaural signals
to incorporate the uncertainty of binaural cues resulting from
adverse acoustic conditions into the training procedure. The
fourth criterion removed frames from the training set, if the
maximum of the cross-correlation function corresponded to
one of the most lateral time lags .1 For those time
lags, it is assumed that the corresponding ITD of ms is
outside the plausible range for the human head. Based on these
four criteria, about 50% of the frames were removed.

B. Binaural Feature Space

As already pointed out, the ITD and the ILD cues contain
complementary information about the source position, and can
therefore be combined in a two-dimensional binaural feature
space

(6)

1Valid for a sampling frequency of 44.1 kHz.

Fig. 1. Binaural feature space computed for a target source at 0 azimuth at
different gammatone filter center frequencies under reverberation condition
(� � ��� s). The number of clusters increases along the ITD feature
dimension due to the ambiguous nature of the cross-correlation function at
high frequencies.

where represents the number of observations for gammatone
channel . This joint feature space of ITDs and ILDs is shown
in Fig. 1 for a speech source at 0 azimuth using the multicon-
ditional training. Each dot represents an observation of the bin-
aural feature space for a single frame within a specific gamma-
tone channel. The receiver (KEMAR head) was placed in the
middle of the room, whereas the source was positioned at a ra-
dial distance of 1.5 m with respect to the receiver. The binaural
cues were simulated in a room measuring 5.1 7.1 3 m with
a reverberation time of s.

It can be observed in Fig. 1 that the interdependency of ITDs
and ILDs results in complex patterns. At higher frequencies,
where the wavelength is smaller than the diameter of the head,
the ITD information becomes ambiguous. This effect is re-
flected by the number of distinct clusters in the binaural feature
space, which systematically increases with the gammatone
center frequency. The spread of the clusters can be related to
the reverberation and the presence of an interfering source.
Considering a target source at 0 azimuth in anechoic condi-
tions without an interfering source, the distribution of ITDs and
ILDs would be very narrow and hardly any side peaks would
be observed.

To estimate the position of a sound source from a set of bin-
aural cues, the complex pattern of the binaural feature space is
learned by a probabilistic model. In [20], the pdf of the binaural
feature space depending on the sound source azimuth was mod-
eled by a histogram technique. In that study, two histograms
were computed: one analyzing the binaural feature space for
both target and interfering sources, and the second for the ob-
servations related to the target source only. The relation be-
tween these two histograms was used to derive the probability
of a region which is dominated by the target source. The bin
size of the histogram is the result of a tradeoff between the
pdf resolution and the amount of data required for a sufficient
training of the model. Furthermore, a threshold needs to be set
for the histogram in order to control the potential effect of insuf-
ficient training on the pdf, which may occur for certain binaural
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feature combinations. Hence, ITD-ILD combinations were re-
moved from the histogram if the number of counts was below
a certain threshold, producing better estimates. It was also re-
ported in [20] that the performance was sensitive to the his-
togram threshold and, more importantly, to the source/receiver
configuration used for the simulation of the training data.

In order to overcome these limitations, Gaussian mixtures are
chosen in the current study to model the probability density of
the binaural cues for all azimuth positions. Because the binaural
features tend to cluster in the feature space, the azimuth-depen-
dent pdf can be modeled by the sum of superimposed Gaussian
components. Also, the use of GMMs results in a smoother de-
cision area than the histogram technique, which is expected to
reduce the sensitivity of the model to unknown source/receiver
configurations.

C. Gaussian Mixture Modeling

Gaussian mixture models are used to describe the direction-
dependent distribution of the binaural feature space. Consid-
ering one specific sound source direction , a Gaussian mixture
density for a -dimensional feature vector is the weighted
sum of Gaussian components [35]

(7)

where corresponds to the output of one specific gammatone
channel. Each mixture component is characterized by the com-
ponent weight , its mean vector and the covariance matrix

. The variable represents the sound source properties. Fur-

thermore, the mixture weights satisfy . Each
of the components is a -variate Gaussian function given by

(8)
The parameters required to uniquely describe the GMM can be
summarized by the following notation:

(9)

Diagonal covariance matrices are used to describe the depen-
dency between the ITD and the ILD features, since the clus-
ters are orientated perpendicularly with respect to the ILD di-
mension (see Fig. 1). Moreover, the correlation between fea-
ture vector elements can be modeled, in principle, by a larger
number of diagonal covariance matrices than the full covariance
matrices, which are computationally more expensive [35].

Let be a set of observations of the
-dimensional feature vector . The log likelihood of the sound

source for a single observation can be computed as follows:

(10)

One GMM was chosen to model the pattern of the binaural
feature space within each gammatone channel for each sound
source direction independently. Extending the log likelihood
computation to gammatone channels indicated by the index

and to equally likely sound source directions represented by

, the estimated sound source location
is found by maximizing the log likelihood of the current obser-
vation

(11)

This azimuth decision is made on a frame-by-frame basis
in order to capture the time-dependent characteristics of mul-
tiple acoustic sources. In contrast to summing the binaural cues
across frequency [36], the evidence about a sound source loca-
tion is accumulated by combining the log likelihood function
across all gammatone channels. In this way, the uncertainty
associated with the azimuth estimate of a particular gamma-
tone channel is taken into account, making an optimal use of
the available information. This probabilistic integration of cues
was also proposed by [21]. Gaussian mixtures are trained to rec-
ognize the binaural feature space in steps of 5 . To increase the
localization accuracy, an exponential interpolation [29] is ap-
plied around the maximum of the log likelihood function accu-
mulated across frequency in (11).

D. GMM Parameter Estimation

The most common approach to estimating the set of GMM
parameters is to use the iterative Expectation–Maxi-
mization (EM) algorithm [37]. After initializing the GMM
parameters, each EM iteration consists of two steps, namely
the E-step and the M-step, respectively. First, the E-step
determines the membership of each training sample by as-
signing it to the Gaussian cluster which is most likely to have
generated it. Based on the new membership estimation, the
GMM parameters are recalculated in the M-step. This iterative
procedure continues until the difference in likelihood between
two successive iterations is less than a predefined threshold .
Although Gaussian mixture models can, in theory, be estab-
lished to approximate arbitrarily complex probability density
functions, the quality and the robustness of the estimated GMM
parameters depend on the number of Gaussian components and
the way they are initialized prior to using the EM algorithm.

It is difficult to select the optimal number of Gaussian com-
ponents , because the “true” number is usually unknown. An
extensive number of Gaussian components reduces the ability
of the GMM model to generalize to observations which were
not included in the training data. By choosing too few compo-
nents, however, the essential characteristics of the feature space
cannot be properly represented. One straightforward approach
to choosing the number of GMM components is to visually iden-
tify the number of clusters, assuming that these clusters would
also be recognized by the initialization procedure. Recently,
an algorithm for unsupervised learning of Gaussian mixtures
was presented, which automatically selects the optimal number
of Gaussian components by minimizing a cost function based
on the minimum description length (MDL) criterion [24]. Fur-
thermore, the algorithm was reported to reduce the sensitivity
of the EM algorithm to the initialization procedure by starting
with significantly more components than required, and succes-
sively removing the unnecessary components using the MDL



6 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 1, JANUARY 2011

selection criterion. In this paper, both manual and automatic ap-
proaches were used to approximate the binaural feature space,
of which the effect on localization performance will be com-
pared in Section V.

The set of Gaussian parameters listed in (9) needs to be ini-
tialized prior to running the EM algorithm. A random initial-
ization or the use of clustering algorithms is one of the common
approaches [38]. In this paper, the -means clustering algorithm
[39] is used to find the initial parameters of the Gaussian com-
ponents. As the ITD and the ILD features have different scales,
a variance normalization is performed prior to equalize both di-
mensions.

IV. EVALUATION SETUP

A. Baseline Systems

The proposed localization model is compared with three

baseline systems by using the performance evaluation described

in Section IV-D. All baseline algorithms were implemented to

perform localization by using the same framing parameters as

the proposed model: analysis window of 20 ms with a frame

shift of 10 ms. The ITD estimates of all baseline systems were

also refined by exponential interpolation [29].

GCC Gammatone: The first baseline system is based solely

on the ITD analysis (1) with the same auditory front-end as the

GMM-based localization model. Each local peak in the cross-

correlation function is replaced by an impulse of the same height

and convolved with a Gaussian kernel [6], [19]. The same pa-

rameters were used as suggested in [6]. This process sharpens

the peaks in the cross-correlation function, and therefore is ben-

eficial especially when there are multiple sources spatially close

to one another. The final azimuth estimate is given by trans-

forming the ITD according to a frequency-dependent mapping

function, which takes into account the diffraction effects of the

head and shoulders [6], [9], [19], and integrating the informa-

tion across gammatone channels.

FFT PHAT and FFT SCOTM: The FFT-based generalized

cross-correlation (GCC) technique is also used for comparison

[12]. More specifically, two commonly used weighting func-

tions for the GCC are explored: the phase transform (PHAT)

[12] and a modified2 version of the smoothed coherence trans-

form (SCOTM) [40]. Let and be the auto power

spectrum of a 20-ms time segment of the left and the right ear

signal, respectively. Prior to spectral analysis, the time segments

were multiplied by a Hamming window and padded with zeros

to reach a window length corresponding to the next highest

power of two. Furthermore, let denote the cross power

spectrum between the two signals. The frequency-specific

weighting functions are given by

and . Channel-dependent

pre-whitening is applied to the binaural signal in the spectral

domain prior to the GCC analysis, to reduce the dependence of

localization on the structure of the source signal [23]. Similarly

to the GCC Gammatone, a mapping function was employed

to relate the broadband ITD estimate to the corresponding

2The square-root operator in the denominator of the conventional SCOT
weighting was changed to cube-root compression. This modification was found
to improve localization performance in reverberation.

azimuth. The corresponding mapping functions were derived

by learning the responses of the localization models to a speech

source that was presented systematically at locations in the

azimuth range of .

B. GMM Settings

As discussed before, the GMMs were trained with the number

of Gaussian components selected either manually [41] or au-

tomatically [24]. The automatic selection was constrained be-

tween and Gaussian components. In ad-

dition, the stopping criterion of the EM algorithm was set to

for both training methods with a maximum of 300

iteration steps.

C. Acoustic Conditions

Binaural cues were simulated at various locations in a room

of dimensions 5.1 7.1 3 m, as depicted in Fig. 2. The circles

correspond to all possible receiver positions (KEMAR head) in

the training phase. The diamonds represent the positions of the

receiver at which the localization model was evaluated for var-

ious reverberation times. Note that only the receiver position 5

was used for both training and evaluation in order to study the in-

fluence of known/unknown receiver positions. The receiver was

always oriented towards 90 and placed at 1.75 m above the

ground, where the source azimuth was varied, at a radial dis-

tance of 1.5 m, with respect to receiver position. The positioning

of sound sources (filled triangles) is sketched for one training

and one evaluation scenario. The black triangle shows the place-

ment of a target source at with respect to receiver position

15, and the positions of an interfering source (crosses) placed at

and relative to the target source,

which were systematically processed in the multi-conditional

training. As can be seen from Fig. 2, the maximum lateral sound

source position had to be limited between since some re-

ceiver positions were too close to the room boundary (e.g., re-

ceiver position 11). On the other hand, the placement of the in-

terfering source required an spatial offset of with respect

to the target source position. Therefore, the GMM localization

models were trained and evaluated for a narrower range of target

azimuths between at every 5 , which resulted in 21 pos-

sible sound source locations. The gray triangles represent all 21

target positions with respect to receiver position 5 which were

used for evaluation.

For evaluation, the surface Acoustic plaster was selected to

characterize the reverberation of the room within the room simu-

lation software [31], where the frequency-dependent absorption

characteristic was applied for all room boundaries. In order to

take into account mild-to-strong reverberation, several different

sets of absorption coefficients were used for the room simula-

tions and the frequency-dependent and the average reverbera-

tion time for all experimental conditions are listed in Table I.

Each row represents one experimental condition. Note that this

reverberation characteristic is different from the one which was

used to perform the multi-conditional training.

D. Performance Evaluation

The localization performance was evaluated on a frame-by-

frame basis where an absolute error threshold was
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Fig. 2. Diagram showing the room dimension with all receiver positions used
for training (circles) and for evaluation (diamonds). The triangles show exem-
plarily the positioning of sound sources for one training and one evaluation sce-
nario. See text for details.

TABLE I
REVERBERATION TIMES � IN SECONDS FOR ALL EXPERIMENTAL CONDITIONS

considered to classify the estimated source azimuth as either

correct or anomalous [22], [42]. Correct estimates were fur-

ther analyzed by means of the bias and the standard deviation.

The performance of all the localization techniques was analyzed

given the results of a series of Monte Carlo simulation experi-

ments which were carried out for four sets of acoustic scenarios

with 1, 2, 3, and 4 sources. Reference azimuth tracks were ob-

tained from the anechoic speech files by using an energy-based

VAD. Acoustic sources were represented by male speech se-

lected from the TIMIT database [34], which were different from

those used in the training stage. The average sentence length was

2.86 s. Regardless of the number of active sources in the acoustic

mixture, each localization method produced one azimuth esti-

mate per frame associated with the primary peak, while sec-

ondary peaks were ignored for a robust localization. In the case

of a multisource mixture, the localization estimate was consid-

ered to be correct, only if the error was within the threshold

relative to one of the reference azimuth positions. Localiza-

tion performance was evaluated at all 21 sound source positions

within the azimuth range of . The sound sources in a mul-

tisource mixture were positioned randomly, but the distance be-

tween nearby sources was constrained to at least 10 . The en-

ergy of each source was adjusted prior to spatialization to main-

tain a global SNR of 0 dB. All four scenarios, each consisting

of 21 mixtures, were presented three times at all eight receiver

positions selected for evaluation (see Fig. 2). Therefore, a total

of 2016 (4 21 3 8) acoustic mixtures were tested for each

reverberation time.

TABLE II
EXPERIMENT 1: PERCENTAGE OF ANOMALOUS LOCALIZATION ESTIMATES

DEPENDING ON THE NUMBER OF GAUSSIAN COMPONENTS

V. LOCALIZATION EXPERIMENTS

A. Experiment 1: Influence of GMM Model Complexity

The first experiment investigated the influence of the GMM

model complexity on localization performance. As described

before, two different methods were used to determine the

number of Gaussian components. First, the binaural feature

space was approximated by a manually determined number

of components, which was fixed across all azimuth angles

and gammatone channels. The second method automatically

selected the optimal model complexity for each azimuth angle

and each gammatone channel independently, resulting in a

variable model complexity.

The percentage of anomalies per frame is listed in Table II

as a function of the GMM model complexity, where the perfor-

mance was averaged across all four acoustic scenarios. With in-

creasing number of Gaussian components, the model performed

better in all reverberation conditions. In particular, the improve-

ment was significant from 5 to 11 Gaussian components, but the

performance gain started to saturate as the model complexity

was further increased. For example, the average percentage of

anomalies changed only by 0.09% between the order 15 and 21.

In addition, the models with an extensive amount of Gaussian

components (e.g., 25 or 31) performed slightly worse, which

may indicate that the model was overtrained with the limited

set of training data.

The last row in Table II shows the performance of the GMM

model with variable model complexity. The average number of

automatically determined Gaussian components was 17 across

azimuth angle and gammatone channel and the performance

was similar to the fixed GMM model with 21 components. How-

ever, the training procedure for this method takes significantly

longer because the model is fitted for the whole complexity

range between and Gaussian components. Further-

more, the similar performance of both procedures suggests that

the requirement for learning the binaural feature space does not

change across azimuth directions or gammatone channels. Thus,

it seems to be no advantage in individualizing the training of

the model for each azimuth direction and gammatone channel.

Considering the performance saturation and the computational

costs, the number of the GMM components was set to 15, con-

stant across gammatone channels for the simulations presented

in this study.



8 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 1, JANUARY 2011

Fig. 3. Experiment 2: Effect of binaural cue selection on localization perfor-
mance. Cues were extracted using either the gammatone-based front-end (solid
lines) or the FFT-based representation (dashed lines). See text for details.

B. Experiment 2: Selection of Binaural Cues

The second experiment analyzed the impact of either using

ITD or ILD only, or performing localization based on a joint

two-dimensional binaural feature space. In Fig. 3, the per-

centage of anomalies averaged across four acoustic scenarios

is shown as a function of the reverberation time. Also, the

performance of the gammatone-based feature extraction (solid

lines) defined in (6) is compared with a feature space obtained

by an FFT-based auditory front-end (dashed lines), consisting

of IPD and ILD, according to [21]. The same parameters were

used to simulate the auditory periphery for the two implemen-

tations (see Section II-A), where no temporal smoothing was

performed across frames.

The results show that the exclusive use of the interaural

level cue (GMM ILD) is not sufficient to reliably determine

the location of acoustic sources. Because the GMM models

were trained for the reverberant environment, the localization

performance slightly improved as the reverberation time in-

creased up to s, but overall, the error rate of GMM

ILD was, in general above 50%. In contrast to GMM ILD, a

reasonable localization performance could be achieved with the

ITD model (GMM ITD). For example, even for a relatively long

reverberation time of s, the average percentage of

anomalies was only about 28.39%.

It is apparent in Fig. 3 that the joint evaluation of both ITD

and ILD produced the best result (GMM ITD & ILD). Although

the isolated ILD cue does not allow for robust localization, it

can significantly improve the localization performance by dis-

ambiguating the ITD information especially in acoustic condi-

tions with strong reverberation.

Comparing the gammatone-based (solid lines) and the FFT-

based auditory front-end (dashed lines), the GMM model using

ITD performed noticeably better compared to the GMM using

IPD only. The performance gap between the GMM ITD and the

GMM IPD increased with the reverberation time, which may in-

dicate that the azimuth-dependent IPD pattern is not so system-

atically modified by the reverberation time as the ITD pattern,

and therefore, the GMM classifier cannot utilize it effectively.

Using the joint feature space, the performance gap between the

Fig. 4. Experiment 3: Percentage of anomalies evaluated at various receiver
positions under reverberation condition (� � ���� s). The GMM localization
model was trained using either one specific training position (Pos 5, Pos 7) or
all eight training positions.

gammatone-based (GMM ITD & ILD) and FFT-based front-end

(GMM IPD & ILD) was reduced, but the gammatone-based

front-end performed consistently better than its counterpart.

So far, a basic neural transduction model for the inner hair

cells was used for the simulation where the signals are half-wave

rectified and square-root compressed. However, more detailed

models typically employ a high-order low-pass filter to simu-

late the loss of phase-locking in the auditory nerve at higher

frequencies [43], [44], as was used in this study for the model

denoted GMM ITD & ILD HCM. Compared to the performance

of the basic hair cell model (GMM ITD & ILD), that localiza-

tion accuracy is significantly worse, which clearly reflects the

importance of the ITD fine structure at higher frequencies for

a better localization performance. Therefore, the basic hair cell

model excluding the low-pass filter is used for the following ex-

periments.

C. Experiment 3: Dependency on Source/Receiver

Configuration

In the third experiment, the localization model was evalu-

ated for the unknown source/receiver combinations. Two GMM

models, denoted as GMM Pos 5 and GMM Pos 7, were trained

with binaural cues simulated at one specific receiver position

(position 5 and 7, respectively), and compared to a model, GMM

All, which was trained for all eight positions (1, 3, 5, 7, 9, 11, 13,

and 15). The average percentage of anomalies for the receiver

position considered for the evaluation is shown in Fig. 4, where

the performance was averaged across all four acoustic scenarios

(from one to four sources). To maximize the influence of re-

ceiver position on the binaural cues, long reverberation times

(on average s) were used in this experiment, but the

performance was found to be similar regardless of the reverber-

ation condition.

The model GMM All performed best among all three models,

as shown in Fig. 4. Only at receiver position 5, the GMM Pos

5 achieved a lower percentage of anomalies but the difference

was rather small (4.19%) considering that the model had been

trained for this very position. Indeed, the average performance

was best with the GMM All, implying that the model is robust
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and can localize acoustic sources even from untrained receiver

positions.

Overall, the GMM Pos 5 produced the highest percentage

of anomalies. The receiver position 5 is located in the center

of the room, farthest from any room boundary. On the other

hand, all the evaluation positions are relatively close to the room

boundaries, where the pattern of the binaural cues can easily be

modified or shifted by the acoustic reflection. For example, the

performance is particularly low at receiver positions 6 and 12,

which are close to the room boundary (see Fig. 2). Indeed, the

model is quite sensitive to the placement of the receiver (the

performance difference between position 5 and 12 is 17.58%),

which obviously resulted in large variances shown by the error

bars.

Compared to the receiver position 5 (see Fig. 2), position 7 is

closer to the evaluation positions, and therefore the GMM Pos

7 performed better than the GMM Pos 5. Especially at receiver

position 6, 8, and 10, which are close to the model training po-

sition 7, the overall percentage of anomalies is almost as low as

that for the GMM All. Nevertheless, the performance is, in gen-

eral, better with the GMM model trained with multiple receiver

positions than with one specific position.

So far, the radial distance between the acoustic sources and

the receiver was kept constant at 1.5 m for both the training

and the evaluation conditions. To analyze the effect of the radial

distance on localization performance, the proposed localization

model trained with binaural cues at a radial distance of 1.5 m

was evaluated at receiver position 2 for five different radial dis-

tances.3 The effect of distance is incorporated in the room sim-

ulation software [31] by simulating the distance-dependent cir-

cular wave attenuation and by modeling the air absorption with

a low-pass filter.

The direct-to-reverberant ratio decreases with increasing ra-

dial distance, which may reduce the reliability of the measured

binaural cues. The percentage of anomalies is presented in Fig. 5

averaged over all four acoustic scenarios. As shown in Fig. 5,

the localization prediction of the model becomes less reliable

with increasing source-receiver distance. With longer reverber-

ation time, the localization error is more frequent, and the dif-

ference in performance is quite noticeable when going from 1.5

to 2.0 m. This result shows that the GMM model trained at a

certain fixed distance may not successfully be applied for the lo-

calization prediction of more distant sources. However, the fact

that the model performance improves at a shorter distance indi-

cates that the model is capable to generalize to distances which

have not been included in the training phase. The poorer per-

formance at larger distances seems to be mainly determined by

the reduced reliability of the binaural cues, resulting from the

larger distance between the source and the receiver. This is in

line with the expectation that the direct-to-reverberant ratio de-

creases with increasing radial distance and consequently affects

the reliability of the binaural cues.

3Whereas ITDs can be considered to be fairly independent of the distance
between the source and the receiver, ILDs can change considerably with distance
in the proximal region, in particular for nearby sources at distances below 0.5
m [45]. However, for distances larger then 1 m, the distance-dependent changes
of binaural cues are assumed to be negligible [46].

Fig. 5. Experiment 3: Percentage of anomalies depending on reverberation
time evaluated at various distances between the source and receiver position
2. The GMM localization model was trained with binaural cues at a radial dis-
tance of 1.5 m using all eight training positions.

D. Experiment 4: Effect of the Number of Active Sources

Experiment 4 compared the performance of the GMM-based

localization model to the baseline systems described in

Section IV-A, where the effect of the number of active sources

was also analyzed in terms of the localization performance.

The localization results are presented in Fig. 6 for all evaluated

systems as a function of the reverberation time . While

panels 6(a)–(d) show the results for all four acoustic scenarios,

the percentage of anomalies and the standard deviation of the

correct estimates are shown in panels 6(e) and (f), respectively.

As expected, the average percentage of anomalies increased

with reverberation time for all localization methods. For the

single source scenario shown in panel (a), the FFT-based model

gave more accurate predictions than the gammatone-based GCC

method, where the SCOTM weighting performed consistently

better than the PHAT weighting. However, the performance of

both FFT-based methods, SCOTM and PHAT, significantly de-

teriorated, when the number of sources increased.

The cross-correlation analysis based on the auditory front-

end, GCC Gammatone, outperformed the FFT-based methods

in all multisource conditions, which implies that the frequency

selective cue extraction effectively resolved the dominant local-

ization information of multiple sources. Nevertheless, the per-

centage of anomalies increased quite rapidly with the reverber-

ation time.

The localization error was significantly reduced, when the

ITD cue was employed in combination with Gaussian mixtures.

Although the same information is available as in the case of

GCC Gammatone, the presence of reverberation affected the

performance less due to the multiconditional training and the

probabilistic integration of source evidence across channels.

In addition, localization performance was more robust in

multisource scenarios because the binaural cues modified by

competing sources were also considered in the multiconditional

training phase.

As Fig. 6 clearly shows, the joint evaluation of ITD and ILD

by Gaussian mixtures performed best in all acoustic scenarios,

where the additional ILD information was especially important
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Fig. 6. Experiment 4: Percentage of anomalies depending on reverberation time � of all baseline methods and GMM-based localization algorithms evaluated
in four acoustic scenarios (a)–(d), consisting of 1, 2, 3, and 4 sources. Moreover, the percentage of anomalies and the standard deviation of the correct estimates
summarized across all four acoustic scenarios are given in (e) and (f), respectively. Results are shown for all three categories of localization methods, namely the
FFT-based methods (dashed line), the gammatone-based GCC (dash-dotted lines) and the GMM-based models (solid lines).

to cope with strong reverberation. Indeed, the performance of

the FFT-based methods was strongly affected by the number of

active sources, for which the GMM model using both ITD and

ILD cues was almost independent.

E. Experiment 5: Blind Estimation of the Number of Acoustic

Sources

The number of active sources in an acoustic mixture can be

a valuable information, which might be used for blind source

separation algorithms, to control and steer the beams of a mi-

crophone array, or to post-process the frame-by-frame localiza-

tion estimates. In Experiment 5, the capability of the proposed

localization method to predict the number of active sources in

an acoustic mixture was explored. Therefore, a histogram based

on the frame-by-frame azimuth estimates is computed with a

resolution of 5 by pooling the azimuth estimates of all frames

over the entire acoustic mixture. After normalization, all local

peaks in the histogram which fall below a predefined threshold

are discarded. The remaining histogram peaks are assumed to

be caused by active sources and are therefore selected as source

candidates. The following performance measure is used to take

into account errors which are caused by either selecting more or

fewer source candidates than the true number of active sources.

Let be a set of reference source po-
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Fig. 7. Experiment 5: Performance of estimating the number of active sources in mixtures consisting of 1, 2, 3, and 4 sources as a function of reverberation time
� . In (a), the average performance is presented for all baseline methods and GMM-based localization algorithms. In (b), the dependence of performance on the
number of sources is shown for the GMM-based evaluation of both ITD and ILD.

sitions which were present simultaneously in the acoustic mix-

ture, and let be a set of estimated source

candidates. The percentage of correctly identified number of

sources is given by

(12)

The intersection of the reference source positions and the

estimated source candidates is related to the union of the

two. The operator represents the cardinality of a set, which

is a measure of the number of elements of a set. In this way,

performance decreases if more than the true number of sources

are selected, although all reference positions might have been

correctly identified.

Performance was evaluated for various histogram thresholds

, and results are reported for the threshold which gave the

overall best result for each localization method independently.

The percentage of correctly identified number of sources

is shown in Fig. 7(a). Performance was averaged over four

acoustic scenarios, containing between one and four sources

and over all eight evaluation positions. As already shown

in experiment 4, the presence of multiple sources has a se-

vere effect on the performance of the FFT-based localization

methods. Even under anechoic conditions, the performance

of estimating the number of active sources was below 85%.

With increasing reverberation time, performance decreased to

about 55%. Again, the SCOTM filtering performed consistently

better than the PHAT weighting. Up to a reverberation time of

s, the gammatone-based GCC method is slightly

superior to the GMM-based models, but with stronger rever-

beration, the performance of the GCC-based method rapidly

decreased to 53% at a reverberation time of s.

Due to the multiconditional training of the Gaussian mixtures,

localization performance is robust against the impact of rever-

beration. As a consequence, the GMM based models led to

a cleaner histogram of source positions, which allowed for a

more reliable identification of the number of active sources.

Even at a reverberation time of s, about 86% of the

multisource mixtures were correctly classified using the GMM

ITD & ILD. In Fig. 7(b), the performance of GMM ITD &

ILD is presented depending on the number of acoustic sources.

Whereas classification was quite robust for 1,2, and 3 sources,

performance significantly decreased for mixtures consisting of

four sources.

VI. DISCUSSION AND CONCLUSION

A robust acoustic localization model was presented, which is
based on the supervised learning of azimuth-dependent binaural
feature maps consisting of ITD and ILD. The model was evalu-
ated in simulated adverse acoustic scenarios and outperformed
state-of-the-art localization techniques. Furthermore, the model
was capable of generalizing to unknown source/receiver con-
figurations which were not included in the training stage. Based
on the frame-by-frame localization estimates, an efficient his-
togram technique allowed to robustly estimate the number of
active sources in acoustic multi-source mixtures.

The robustness of the model against reverberation and the
presence of multiple sources is attributed to three factors. First,
due to the auditory front-end, the frequency-dependent, domi-
nant localization information of multiple sources can be spec-
trally resolved, allowing for a robust estimation of the binaural
cues. Second, GMMs are used to evaluate the joint binaural fea-
ture space and to accumulate evidence of possible source loca-
tions across frequency in a probabilistic way, taking into account
the available information in an optimum way. Third, the multi-
conditional training incorporates the uncertainty of the binaural
cues caused by room effects, reverberation, the presence of mul-
tiple sources, and changes in the source/receiver configurations.

It was shown that integrating the probabilities of possible
sound source locations across frequency is superior to accumu-
lating the localization cues directly. Moreover, the joint eval-
uation of ITD and ILD disambiguates the information derived
from the ITD cue, especially in strong reverberation, increasing
the robustness of the localization model.

Although the concept of using either IPD or ITD might pro-
vide similar information, the localization performance using the
ITD cue was superior to the IPD cue. This comparison is based
on the assumption that the distribution of both ITD and IPD can
be modeled equally well using a sum of Gaussian distributions.
One possible explanation might be that the multiple clusters in



12 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 1, JANUARY 2011

the ITD feature space, which reflect the ambiguous ITD infor-
mation, are warped to the interval between in the IPD rep-
resentation. Since the centered ITD clusters are more sharp and
the more lateral clusters are more broad, this differentiated anal-
ysis is lost in the IPD representation, presumably decreasing the
localization performance. Furthermore, it is worthwhile to note
that the GMM localization model using a basic hair cell model
outperformed the more detailed hair cell model including higher
order low-pass filtering. Thus, the probabilistic model is capable
of exploiting the ITD in the fine structure at higher frequencies,
which is generally accepted not to be accessible by the human
auditory system [47], [48]. Thus, the model is not strictly lim-
ited by the processing which is believed to be performed by the
human auditory system.

The broadband FFT localization (PHAT and SCOTM) is
prone to errors in multisource scenarios, because it actually
averages the directional cues of all sources over a short time
segment, which can lead to a phantom source that does not
necessarily reflect the source position of the most dominant
source. This is especially likely to happen if the energetic con-
tribution of sources is equally strong and the sources are located
symmetrically but in opposite directions with respect to the
receiver (e.g., 40 and 40 ). Furthermore, a noticeably longer
analysis window than 20 ms is commonly used to increase the
robustness in adverse conditions [23]. However, this is only
reasonable for single-source localization.

The current analysis of the localization model was restricted
to the frontal horizontal plane, whereas front-back discrimina-
tion and localization in the elevation domain are tasks for fur-
ther investigations. Using the framework of Gaussian mixtures,
the binaural feature space could be readily extended by addi-
tional descriptive features which are depending on the position
of sound sources. For example, in order to extend the model to
the elevation domain, the use of spectral cues might be benefi-
cial [49].

The radial distance between the source and the receiver,
which determines the relation between the direct and the re-
verberated sound, was a sensitive parameter. Similar to the
reverberation time, the radial distance is a source of uncer-
tainties which modifies the distribution of the binaural cues.
Localization performance significantly decreased at larger
radial distances, which is in line with behavioral data observed
for humans [50]. In order to improve the working range of
the model, it might be beneficial to train the model either
with binaural cues simulated at a larger radial distance or with
binaural cues corresponding to various radial distances.

The reported localization performance was achieved by ap-
plying the probabilistic model on a frame-by-frame basis, ac-
cumulating evidence over frequency channels. However, accu-
mulating evidence of sound source locations across a larger
time span could further increase localization performance. In-
tegrating the localization cues over patches across time and fre-
quency, which are believed to belong to a single source was re-
ported to significantly improve ITD-based localization perfor-
mance [51]–[53]. Instead of integrating the localization cues di-
rectly, the proposed probabilistic localization model could com-
bine likelihoods of sound source locations across patches.

Due to its robustness and high temporal resolution, the local-
ization model presented in this study might be very suitable as

a front-end for CASA algorithms that segregate and recognize
sound sources in complex acoustic mixtures.
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