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Abstract. The user requires personalized information
that depends on his/her current profile information
(needs, interests, preferences, etc.). Interests are
the most important information of the user’s profile.
There are many sources which may provide beneficial
information to model the user’s interests, such as
social neighbors’ profiles. However, the latter may
provide conflicting interests (erroneous, duplicated, out
of date, ambiguous, etc.) and consequently they can be
considered as non-reliable sources. In this paper, we
propose a probabilistic approach to handle conflicts by
detecting reliable profiles so as to improve the richness
of user’s interests. Our approach is different from those
that are previously proposed as it takes into account
the organizational aspects of interests in terms of their
evolutionary aspect (freshness and popularity) as well
as their semantic relationships. Our experiment was
conducted in a social-learning context in order to take the
case of the improvement of the learner’s profile content
based on his/her social network. The experiment led to
satisfactory results.

Keywords. User’s profile, interests, reliability, conflict
resolution, probability.

1 Introduction

For years, taking into account the user’s profile
information, particularly the user’s interests, has
been significant in different systems (adaptive [2],

recommender [27], etc.), in terms of returning
adapted results to the user according to his/her
information.

There are many sources which may stand as
beneficial information to improve the richness of
the user’s interests such as the social behavior
(tagging behavior), the social network (neighbors)
or the distributed profiles (e.g. his/her profiles
in e-learning systems). For example, in an
e-learning system, the user’s (learner’s) profile may
contain incomplete interests. Therefore, no learner
adaptation can be fulfilled. As a consequence,
there is a strong need to improve the learner’s
profile content based on different sources. On
the one hand, this improvement can be performed
based on the learner’s profiles existing in other
e-learning systems [18, 9]. On the other hand,
it can be performed based on the learner’s social
behavior as a rich source of information [19, 7].

However, the user may be influenced in a
negative way by his/her neighbors. In fact, the
neighbors’ profiles may contain conflicting interests
(erroneous, duplicated, out-of-date, ambiguous,
etc.) and consequently they can be considered
as non-reliable sources. In fact, the spread of
conflicting interests over the profiles enable to
provide irrelevant results to the user. For this
reason, conflicting interests should be resolved.
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Conflict resolution is still a critical problem in
different fields such as health-care, crowd-sourcing
and information extraction.

In literature, two main methods [16] for conflict
resolution are distinguished, which are majority
voting and source reliability. These methods
are based on non-organized information in terms
of their evolutionary aspect as well as their
semantic relationships. In fact, the user’s profile
as a source is organized either by deleting
the out-of-date interests (by using the machine
learning techniques [33]) or keeping some interests
relative to a specific period of time (by using the
notion of temperature which includes the freshness
and popularity of interests [17, 19, 31]) without
taking into account the semantic relationship
between interests.

In this paper, we propose a probabilistic
approach to detect reliable neighbors’ profiles of a
user resting on organized profiles. Each profile is
organized by taking into account the evolutionary
aspect of interests as well as their semantic
relationships.
This approach was validated, in social-learning
context, based on learners who are members of
Moodle e-learning system and Delicious social
network. Results show that our probabilistic
approach based on organized profiles improves
the results of conflict resolution by detecting the
reliability weights of profiles.

In the remaining part of this paper, some existing
studies about profile reliability and conflict reso-
lution are presented. Afterwards, our approach
is established before it is evaluated. Finally,
the closing section concludes the manuscript and
offers some prospects for further works.

2 Related Works

Generally, improving the richness of a profile
information (interests, preferences, etc.), based
on other profiles, depends on the reliability of
the sources (profiles) where the information is
stored [26, 14]. This information should be
evacuated from conflicts. These latter mean
that information in different sources may be: i)
semantically similar (having different values) and
ii) up-to-date in a source and out-of date in

another one. For this reason, conflict resolution
approaches appear to detect the reliability of
sources and trustworthy information (data value) in
these sources [16].Conflict resolution is performed
through two methods which are the majority voting
and source reliability [16].

The majority voting method consists in merging
in the corresponding source information with the
highest number of occurrences existing into the
other sources (profiles). The major shortcoming
of this method is that it assumes that all sources
providing information are equally reliable [16]. As
a matter of fact, the second method emerged in
order to estimate the source reliability degrees and
infer true information. The sources providing true
information will be assigned higher reliability, and
information supported by reliable sources will be
regarded as true information.

Source reliability method has emerged as a
powerful tool to resolve conflicts. In literature, we
find three main categories of the latter method [16]
that distinguish between reliable and non-reliable
sources by inferring their reliability degrees and
derive true information [5, 20, 15, 35, 13].

In the first category, the source weight reliability
is calculated iteratively until convergence. Then,
the true information can be inferred through
weighted aggregation, such as weighted voting in
[20, 8, 5, 13]. The second category is based
on an optimization formulation which is based on
a distance function that measures the distance
between a source and the identified truth [15]. The
third category is based on a probabilistic graphical
model [12] as a relay between the source weight
and the identified truth [34, 35, 23].

Authors in [16] claimed that the first category
is easier to understand and interpret, while the
optimization and the probabilistic graphical model
based categories (the second and the third
categories) are interpretable but complex and need
more explanation. These categories of source
reliability method adopt some characteristics
that are summarized in three aspects: input
information, source reliability and output.

The input aspect describes the pre-processing
of the input information which can be duplicated.
The freshness value stands for a crucial criterion
to solve this problem [22]. Moreover, the input
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information can be structured [5, 20, 4, 26]
or unstructured [30, 3], categorical [8, 11] or
continuous [20].

The source reliability aspect describes the used
assumptions the most popular of which are related
to the source dependency. Some studies assume
that sources are independent as they do not copy
information from one another [28, 8, 20, 15, 29].

Other studies assume that sources are depen-
dent [5, 24, 6, 10, 14]. The authors adjust
the weight of each source based on the copying
relationship between sources. In fact, a source
can copy information from a non-reliable source
(direct copying) and this information can be copied
to another source (co-copying, transitive copying).

As for the output aspect, these approaches use
either the labeling technique [20] which assigns
a label (true or false) to each information or the
scoring technique which assigns a score to each
information in the form of a probability [5].

A deeper look in literature reveals that most
of popular approaches rely on the probabilistic
source reliability method leading to accurate
results. However, these approaches do not take
into account the semantic relationship between
information which can be structured [5, 20, 4]. In
fact, information can be semantically dependent
from one source to another, which affects the
reliability results. In addition, some approaches
have ignored information evolution over time in
each source [20, 6, 15, 4, 10], which improves the
result of source reliability in [29, 30, 11, 26, 14].

In fact, the user’s profile as a source contains
different values, especially those of interests which
are semantically dependent on each other in the
same period of time. The user’s interests can
be characterized by their temperature values [17]
including their freshness and popularity values that
change over time.

Thus, we need to know how far these interests
are up-to-date (freshness) and popular and decide
whether some of them will improve the richness
of the profile content. As a consequence,
the organization of the user’s profile by taking
into account the semantic relationship between
interests and their temperature values is required.

Moreover, we notice that the majority of
approaches that are based on source dependency

assumption assign scores to sources [29, 6,
10, 14]. These approaches are motivated to
choose the scoring technique because sources
have a certain probability (score) to be reliable.
However, with the labeling techniques [20, 26] this
information is lost.

In this paper, we propose a probabilistic profile
reliability approach to improve the richness of
user’s interests based on his/her social information
that are stored in the profiles of his/her friends or
neighbors.

The originality of this approach resides in the
fact that it detects reliable neighbors’ profiles of
a user by applying some aspects of the source
reliability method based on organized profiles.
A user’s profile is organized by generating a
semantic and hierarchical structure of the user’s
interests based on our previous study [32].
In this study, we have generated a semantic
and hierarchical interest structure based on the
K-means machine learning algorithm by using two
features: i) the temperature of interests (freshness
and popularity), which deals with the evolutionary
aspect of the interests over time and ii) the
semantic relationship between interests, which
deals with the interest dependency, duplication
and so on. With the semantic and hierarchical
structure, the processing of interests becomes
easier and more meaningful.

3 Proposed Approach

In this section, the principle of the proposed
approach is described. Afterwards, the proposed
probabilistic approach is detailed.

3.1 Principle of the Proposed Approach

The proposed approach attempts to detect the
reliability weights of neighbors’ profiles in order to
extract interests for user’s profile improvement. In
fact, a neighbor’s profile may be non-reliable as
it may provide conflicting interests, namely false
interests.

We consider P a set of
neighbors’ profiles relative to a user:
P = {p1, p2, ....., pp}. Each profile contains a
set of interests each of which is represented by
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three elements: a word (name), its freshness and
its popularity.

The proposed approach takes into account the
following aspects (cf. Section 2):

— Input information: most of the proposed
approach used only structured information
for conflict resolution [5, 20, 4]. However,
we consider in the proposed approach the
temperature values (freshness and popularity)
and semantic similarity measures in order to
represent interests in a semantic and hierar-
chical structure based on the hierarchization
process that is proposed in our previous
work[32].

— Profile dependency: assuming that profiles
are dependent. In fact, a profile can
contain a copy of false interests coming
from a non-reliable profile. The dependency
between two profiles is computed based
on our probabilistic approach which takes
into account the semantic and hierarchical
structure of interests of each profile.

— Output: assigning a weight (score) to each
interest in the form of probability. The
weight is calculated on the basis of the
profile dependency result and the temperature
values. Therefore, the weights of interests are
aggregated to compute the reliability weight of
each profile.

The proposed probabilistic approach takes into
account three assumptions that we have inspired
from the proposed approaches [6, 24, 10, 14]. We
have adapted these assumptions for our approach
as follows:

Assumption 1 : A profile is reliable for a user only
if it contains his/her interest true values. In
fact, a profile may contain two interest types:
i) local (true) interests, which are not provided
(e.g. interests related to the keywords of the
visited resources) and ii) provided (copied)
interests from other profiles. A copied interest
may be considered false because a false value
can be spread through copying, which reduces
the reliability weight. However, a copied
interest may be considered true with the

Fig. 1. An extract of the semantic and hierarchical
structure of user’s interests

increase of its temperature values (freshness
and popularity) or if there are other interests
that are semantically close to this copied
interest and have better temperature values.
Figure 1 shows an extract of a semantic
and hierarchical structure of user’s interests.
These latter are local (eg. computer, learning,
etc.) or provided (eg. web, science, etc.)

Assumption 2 : the profiles are dependent
through the copying relationship. In other
terms, the dependence of p1 on p2 is relative
to the number of false interests that are copied
from p2 to p1.

Assumption 3 : the dependence relationship be-
tween profiles is acyclic (i.e. the dependence
of p1 on p2 is different from the dependence of
p2 on p1)

3.2 Probabilistic Profile Dependency

The dependency of p1 on p2 is the probability
P (p1 → p2) of having a number of false interests
in p1. Denoting P1 = {I11, I12, ....., I1n1} and
P2 = {I21, I22, ....., I2n2} are the sets of n1 and
n2 interests respectively in p1 and p2. An interest in
p1 is false if one of these conditions is satisfied:

— It figures with the same name in p2, it is
provided (copied) in p1 and local in p2 or it is
provided in p1 and p2 and its freshness value
in p1 is lower than that in p2.

— Its parent in the hierarchy is false.
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Thus, the probability P (p1 → p2) varies according
to the number of false interests in p1.

As a matter of fact, a discrete random variable
X is characterized by a set of values k∈{0, 1, 2,
..., n1} and by a mathematical expression of the
probability of these values. This expression is
called the probability distribution of the X random
variable [12].

This X variable satisfies the required conditions
[12] to follow a Binomial distribution B with
parameters n1 and p. Probability p is the discrete
probability distribution of the amount of success
in a sequence of n1 independent experiments.
The amount of success expresses the number
of having k false interests in p1. For example,
p(X=5) is the probability of having 5 false interests
(successes) in p1. In order to compute the
probability of success p, a tree of probability
is constructed as illustrated in figure 2. The
probability symbols that figure in the tree are
described in table 1.

The illustrated probabilities depend on the
probability of existence of an interest I in P2
denoted p(E). The mathematical expression of this
probability is also determined through a discrete
random variable, which is characterized by a set of
values α ∈ {0, 1, 2, ...,n1}. These values constitute
the number of interests existing in P1 and P2.
Thus, the equality of p(E) is as follows:

p(E) =

(
α

n1

)
∗ (1

2
)n1 .

Based on probability tree, probability p repre-
sents the intersection of different probabilities. It
is detailed in the following equality:

p =10 ∗ (1 ∗ 1

2
∗ 1

2
∗ 1

2
∗ 1

4
∗

(
α

n1

)
∗ (

1

2
)n1)

+ 1 ∗ 1

2
∗ 1

2
∗ (1−

(
α

n1

)
∗ (

1

2
)n1)

=
3

2n1+4

(
α

n1

)
+

1

4
.

As a consequence, the Binomial distribution B is
defined by:

Table 1. Probabilities description

Probability
symbols

Description

E I exists in p2

Ē I does not exist in p2

A I is provided in p1 and is local in p2

B I is provided in p1 and p2

C I is local in p1 and is provided in p2

D I is local in p1 and p2

H I has a parent in p1

H̄ I is the parent in p1

R The parent of I in the hierarchy of p1
has a false value

R̄ The parent of I in the hierarchy of p1
has a true value

F1 The freshness value of I in p1 is
lower than its freshness value in p2

F̄1 The freshness value of I in p1 is
higher than its freshness value in p2

F I has a false value

T I has a true value

X ∼ B(n1,
3

2n1+4

(
α
n1

)
+ 1

4 ) and

p(X = k) =

(
k

n1

)
∗ (

3

2n1+4

(
α

n1

)
+

1

4
)k∗

(
3

4
− 3

2n1+4

(
α

n1

)
)n1−k.

The profile p1 depends on p2 in cases where the
number of false interests in p1 exceeds half of the
overall interests in i) p2 if n1 > n2 or ii) p1 if n1 < n2.
Thus, the probability of dependency of p1 on p2 is
the sum of the probabilities for having more than
min(n1,n2)

2 false interests until n1 (p(min(n1,n2)
2 <
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Fig. 2. Probability tree

X ≤ n1)). This probability is defined in equation 1:

p(
min(n1,n2)

2
< X 6 n1) = p(p1 → p2)

=

n1∑
k=E(

min(n1,n2)
2

)+1

p(X = k),

(1)

when n1 exceeds 30, the computation of
pr(min(n1,n2)

2 < X 6 n1) is more complex [12].

In this case, an approximation of this Binomial
distribution by a normal distribution should be

achieved. This approximation is detailed below:

X ∼ B(n1, p) ≈ X ∼ N (n1p,
√
n1p(1− p))

≈ X ∼ N (n1(
3

2n1+4

(
α

n1

)
+

1

4
)√√√√n1(

3

2n1+4

(
α

n1

)
+

1

4
)

∗

√√√√(
3

4
− 3

2n1+4

(
α

n1

)
)).

The X random variable is transformed into T which
follows the centered reduced normal distribution
N (0, 1). This transformation is portrayed in the
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following equality:

T =
X − n1p√
n1p(1− p)

,

p(
min(n1,n2)

2
6 Y 6 n1) ≈p(

min(n1,n2)
2

− n1 ∗ p√
n1p(1− p)

< T

6
n1 − n1 ∗ p√
n1p(1− p)

).

Consequently, the probability of dependency of
p1 on p2 defined in equation 1 is approximated in
equation 2:

p(p1 → p2) = Φ(
n1 − n1 ∗ p√
n1p(1− p)

)− Φ(
min(n1,n2)

2
− n1 ∗ p√

n1p(1− p)
).

(2)

3.3 Profile Reliability Weight

In order to compute the profile reliability weight,
an algorithm (cf. algorithm 1) is proposed. This
algorithm browses the semantic and hierarchical
structure of each profile pi ∈ P. Therefore, it
assigns a weight to each interest I in pi by taking
into account the temperature values and the result
of the probabilistic dependency of pi on the other
profiles in P (cf. equation 3). Thus, the weight
of each interest is calculated as the sum of the
products of these two main values relative to each
profile ∈P. The first value represents the product
of the freshness and popularity of the interest in pj .

The second value is the probability of non-
dependency (1-p(pi → pj)) which is proposed
by source reliability approaches that assume the
dependency between sources [29, 6, 10, 14].
Through this probability, the weight of dependency
is subtracted from the first value (product of the
freshness and popularity).

Therefore, the weight of the interest decreases
which implies also the decrease of the reliability
weight:

Weight(I[pi]) =

j=SizeOf(p))∑
j=0

Temperature(I[pj ]) ∗ (1-p(pi → pj))

SizeOf(p)
. (3)

Finally, the algorithm aggregates the weights of
interests in pi in order to compute its reliability
weight (cf. equation 4). This weight is the quotient
of the sum of its interest weights by the total
number of interests in pi (P[i]):

Reliability(pi) =

ni∑
n=1

Weight(In[pi])

ni
. (4)

Algorithm 1 Profile reliability

Require: P arraylist of profiles related to a user :
tree

Ensure: reliability weight arraylist of size of P :
Real

1: for (i = 0, i < P .length, i+ +) do
2: reliability weight[i] = reliability(i,P );
3: end for
4: Function reliability(i,P )
5: begin
6: for each Interest inP [i] do
7: update itsweight based on equation 3;
8: update the reliability weight of p[i] based
on equation 4;

9: end for
10: End Reliability
11: End

end

4 Evaluation

In this section, datasets and metrics used for the
evaluation are described. Then, the obtained
results are presented.

4.1 Datasets and Metrics

Our experiment was conducted in a social-learning
context in order to take the case of the
improvement of the learner’s profile content based
on his/her social network. For this reason, we
are based on learners who are at the same time
members of the e-learning system Moodle1 and
the social network Delicious2. Moodle contains
the learner’s interests which are explicitly provided

1https://Moodle.org
2https://del.icio.us/
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Fig. 3. Profile reliability evaluations with MAE and RMSE

by the learner or implicitly based on the visited
and learned courses or lessons belonging to
various domains. Delicious dataset contains social
networking, bookmarking, and tagging information.
Besides, it provides information about the user’s
friend relationships and the tagging behaviors
(< user, tag, resource >). Tagging behavior is
provided according to time (day, month, year, hour,
minute and second). A tag reflects a user’s
interest, which is described in terms of its name,
freshness and popularity. It can be related to an
educational resource and can improve the richness
the user’s interests in Moodle.

As far as the evaluation is concerned, we
extracted from Delicious the profiles of friends
(explicit neighbors of each user) of a set of learners
in Moodle. We applied the proposed approach in
order to detect the profile reliability weights so as to
improve the richness of interests of each learner in
Moodle. Afterwards, we assessed our probabilistic
approach to detect the reliability weight for each
profile of a learner’s friend.

Table 2 presents some characteristics of our
dataset.

In order to check the accuracy of the detected
profile reliability weights, we calculated, firstly, the
Mean Absolute Error (MAE) and the Root Mean
Square Error (RMSE) [1, 25].

Table 2. Description of the dataset

Description Number
Learners 100
Generated hierarchies 545
Average of neighbors (profiles)
per learner

6

Average of interests in a profile 79

To calculate these metrics, each learner in
Moodle was provided with the profile of his/her
friends in Delicious for manual ranking based on
their reliability. Then, these profiles were ranked
based on their reliability weights. Therefore, MAE
(cf. equation 5) was computed with the deviation
between predicted rank (pi) and manual rank (ri)
which constitutes the sound truth of a profile:

MAE =
1

n

n∑
i=1

|pi − ri| . (5)

RMSE (cf. equation 6) is similar to MAE. What
differs is that much more emphasis is put on
larger deviation. Smaller MAE or RMSE indicates
better accuracy:

RMSE =

√√√√ 1

n

n∑
i=1

(pi − ri)2. (6)
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Fig. 4. Boxplots of MAE and RMSE values for:
(i) majority voting, (ii) reliability without hierarchization,
and (iii) reliability with hierarchization

4.2 Evaluation of the Profile Reliability Result

Through this evaluation, we attempt to validate the
impact of our probabilistic approach based on the
semantic and hierarchical structure of interests and
the temperature values for profile reliability weight
detection.

For this reason, the potential and superiority
of our approach is checked compared to some
existing approaches. For each user, 3 values
of MAE and RMSE are computed. At a first
stage, the accuracy of the majority voting approach
is evaluated, which assigns the highest weight
to the profiles having the highest number of
interests that figure in the majority of other profiles.
This approach does not require computing the
dependency weight between profiles.

At the second stage, the accuracy of reliability
results is assessed based on the dependency
aspect without taking into account the semantic
and hierarchical structure of interests (hierarchiza-
tion). Finally, the accuracy of reliability results
is assessed based on our probabilistic profile
reliability approach.

Figure 3 demonstrates the evaluation results
relative to a sample of 20 learners. The results
illustrated in figure 3.a show a clear improvement

of MAE in our approach for all learners. We notice
that the results from the majority voting (3.16) as
well as those from dependency-based approach
without hierarchization of interests (2.64) are not
very satisfactory. One possible reason to account
for these results is that interests are regarded as
separate (there is no relationship between interests
either in semantic or in temperature). However,
considering the semantic and hierarchical interest
structure, the results have largely improved and
remain always the best with the lowest MAE
average value (2.28).

Figure 3.b illustrates RMSE results which
confirm that our approach remains the best with
the lowest RMSE average value (2.67). This value
indicates that there is a little deviation between the
detected ranks and the manual ranks compared
to other approaches in which an RMSE average
values of 3.54 and 3.23 is recorded. For more
clarification about the results relative to all learners
(100), we represent, in figure 4, the MAE and
RMSE values in box plots.

Each box plot summarize the MAE or RMSE
values, for each approach of comparison, through
visualizing five values which consists of the
minimum value, first quartile (Q1), median (Q2),
third quartile (Q3), and maximum value. The
rectangle exhibits all the values situated between
Q1 and Q3, which are 25 % of the values situated
below Q1, and 25% of the values situated above
Q3. Thus, the inter-quartile range corresponds to
50% of the values situated in the central part.

Figure 4 shows that the median of MAE (RMSE)
values of our approach is lower than the medians of
the majority voting and profile reliability approach
that do not take into account the hierarchization of
interests. The inter-quartile ranges are reasonably
similar, though the overall range of the MAE
(RMSE) values of our approach is lower than that in
the other approaches (as shown by the distances
between the minimum and the maximum values
for each box plot). The overall conclusion is
that the proposed approach does vary with MAE
(RMSE) values, with the other approaches having,
on average, larger MAE (RMSE) values.

Having proved the effectiveness and feasibility of
our approach compared to others, we attempt to
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Fig. 5. Accuracy of the proposed approaches by the variation of the number of interests

evaluate the impact of the number of interests on
the accuracy of the reliability results.

Figure 5 illustrates the result of the average of
the reliability weights of a set of profiles having a
number of interests varying between 25 and 200.
This result is further evidence proving the efficiency
of our approach regardless of the evolving number
of interests.

5 Conclusion

In this paper, we have detailed our probabilistic
profile reliability approach which leads to improve
the richness of user’s interests based on the
profiles of his/her neighbors in social networks.
This approach attempts to resolve conflicts which
may occur in the neighbors’ profiles based on
a semantic and hierarchical structure of each
neighbor’s interests. It consists in detecting
the profile reliability weights which rely on the
probability of dependency between profiles.

We have validated the proposed approach, in
a social/learning context, based on learners/users
in Moodle and Delicious. Results show the

effectiveness of our approach and prove that it
can improve the learner’s interests by resolving
conflicts. However, these results should be
improved by the variation of the reliability weight
computation way.

For example, we can fix a threshold relative to
the level of the semantic and hierarchical structure
of interests and aggregate the weights of interests
that exist in the higher levels compared to this
threshold. This way shed more light on the
effectiveness of the use of the semantic and
hierarchical structure of user’s interests within a
profile reliability approach.

In future works, we aspire to apply our
approach based on other social networks so
as to improve the user’s interests from different
profiles. Therefore, a great number of profiles
which may disturb the user’s satisfaction need
to be reconsidered for conflict resolution. In
order to respond to the user’s satisfaction, some
approaches have inserted to the concept of
intrusion detection [21] which is meant to detect
and react to the presence of unauthorized users
of a network. Likewise, we tend to detect
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unauthorized users (profiles) as a first step before
applying the proposed approach.
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