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Description. One of the earliest and best distribution free tests
for differences in location is that of Pitman (1937). Most
empirical studies have employed a less desirable test, such as the
Mann-Whitney U test, for which tables of critical points exist.
The present program applies Pitman's procedure to compute
significance levels for an arbitrary set of data. Pitman's test is
based upon the principle, enunciated by Fisher (1935), that the
conditional probability, given the order statistic, of any
permutation of n independent observations is (n!)-'. The
adaptation of this principle to the two-sample test proceeds as
follows. Let x = (x" x2 ", .,xm ' xm+ I ' ••• 'xm+n) be m + n
observations, where the first m observations come from Sample I
and the last n observations come from Sample 2; and let t
= [X(I)'" "x(m+n)l be the combined order statistic. Let s =
x\ - X2 , where XI and x2 are the means in the first and second
samples, respectively. The conditional distribution of s given t
under the hypothesis that Sample I and Sample 2 eomc from
identical populations is obtained by examining every (equally
likely) permutation of the observations, computing s for each
ordering. The (conditional) probability of any particular value of
s, say so, is then given by k(so )/(m+n)', where k(so) is the
number of permutations of the observations for which s = so'
Actually, since permutations within Sample I and Sample 2
leave s unchanged, it is sufficient to examine the
C(m+n,m) = (m+n)!/(m!n!) different partitions of the obser·
vations into two groups of sizes Oland n.

While this permutation test has many desirable properties
(e.g., Kendall & Stuart, 1973). its use has been limited by tht

fact that the distribution of s is conditional on t, which will
change from one occasion to the next, and therefore cannot, in
practice, be tabled. One method of avoiding this problem has
been to replace the observations by conventional numbers such
as rank numbers (the Wilcoxon-Mann-Whitney test), usually
s:Jcrificing de~;irable properties. The present program computes s
and assigns a probability level to it by directly examining all
partitions of the observations into two groups of sizes m and n.

Input. (1) Title card. (2) Sample sizes. (3) Variable format for
data. (4) Observations from first group. (5) Observations from
second group.

Output. Output includes the value of s together with one- and
two-tailed significance levels.

Limitations. As the program is currently dimensioned, m + n
must not exceed 100.

Running time. Running time depends mainly on C(m+n,m)
and on min(m,n) By way of illustration, a study with m = 4 and
n -~ 4 required .1 sec while a study with m = 6 and n = 10
required 2.0 sec on the CDC-6400.

Computer and language. This FORTRAN IV program runs in
14 K core on the CDC-6400 operating under SCOPE 3.4.1. No
attempt has been made to run the program on other machines,
but only standard FORTRAN features have been used. No
difficulties in conversion to other machines are anticipated.

Availability. Documentation, source list, and sample output
arc available without charge from James Arbuckle, Department
of Psychology. Temple University, Philadelphia, Pennsy Ivania
19122.
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