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Abstract. Researchers who investigate in any field related to computa-
tional algorithms (defining new algorithms or improving existing ones)
find large difficulties when evaluating their work. Comparisons among
different scientific works in this area is often difficult, due to the ambigu-
ity or lack of detail in the presentation of the work or its results. In many
cases, a replication of the work done by others is required, which means
a waste of time and a delay in the research advances. After suffering this
problem in many occasions, a simple procedure has been developed to
use in the presentation of techniques and its results in the field of rout-
ing problems. In this paper this procedure is described in detail, and all
the good practices to follow are introduced step by step. Although these
good practices can be applied for any type of combinatorial optimization
problem, the literature of this study is focused in routing problems. This
field has been chosen due to its importance in the real world, and its
great relevance in the literature.
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1 Introduction

Nowadays, the combinatorial optimization is a widely studied field in artificial
intelligence and operations research, which is subject of a large number of articles
and works every year [1, 2]. There are a lot of problems of this type, such as the
Traveling Salesman Problem (TSP) [3] or the Vehicle Routing Problem (VRP)
[4]. These problems have a great interest, thanks to their complexity, simple
formulation and easiness of application to real world. Being NP-Hard [5], the
scientific interest of the problems arising in combinatorial optimization make
that many studies focus on their resolution, using a wide variety of algorithms.

The techniques used to solve this kind of problems can be divided into two
groups: heuristics and meta-heuristics. A heuristic is an optimization technique
that solves a problem using specific information and knowledge of that problem.
This way, heuristics explore the space of feasible solutions intensifying the



search in the most promising areas in order to achieve good optimization results
quickly. However, they are only used to solve well-known problems of very simple
formulation, such as standard TSP or the basic VRP, due to the difficulty of
finding appropriate heuristics to real problems with complex objective functions
and constraints.

On the other hand, a meta-heuristic is an optimization technique that solves
a specific problem using only general information and knowledge common to
all optimization problems. Meta-heuristics explore a larger area of the solution
space in order to achieve good optimization results with independence of the
problem. Thus, meta-heuristics are more appropriate to solve real problems
with complex formulation, since they do not use any specific information of
the problem in the exploration of the space of feasible solutions. Meta-heuristics
can be applied in a wide range of fields, such as transport [6–9], medicine [10],
or industry [11, 12]. Some of these algorithms are based on a single search, such
as Simulated Annealing [13] and Tabu Search [14], and some others are based on
a multiple search (population based algorithms), such as genetic algorithm [15,
16], ant colony systems [17], particle swarm optimization [18, 19], or imperialist
methods [20]. Besides these, in the last years many new population techniques,
and strategies, have been proposed [21–24]. Meta-heuristics also can be classified
in trajectory algorithms and constructive algorithms. Trajectory algorithms start
from an initial complete solution or an initial set of complete solutions that are
modified until reaching a final optimal solution, while constructive algorithms
start from a partial solution or a set of partial solutions that are built until
reaching an optimal complete solution.

Using the TSP as example, many specific heuristics applied to it and its
variants can be found in the literature. In [25], for example, three different
contructive heuristics for the problem can be found. An example of a meta-
heuristic for this problem can be found in [26]. In this work many variants of the
genetic algorithm (GA) are explained, with many different crossover operators
and mutation operators. Furthermore, in [27], a variable neighborhood heuristic
for one variant of the TSP, the Traveling Deliveryman Problem, is presented.

Thus, heuristics focus on the resolution of problems of simple formulation,
trying to reach its optimal solution. Meta-heuristics, however, can be applied to a
wide variety of real problems whose complexity prevents developing appropriate
heuristics. In this sense, the comparison among heuristics is more simple than
the comparison among meta-heuristics, since they are implemented for a specific
problem. No matter which the nature of heuristics is, or the parameters and
features utilized, the best heuristic will be the one that obtains the best results in
a reasonable time. Despite this, some problems arise when comparing heuristics,
if the results are not displayed properly. This fact can be seen in [28].

The comparison between meta-heuristics is more complex, as many factors
must be taken into account. This fact creates a lot of controversy and can lead to
much confusion and bad practices. Despite this, there is still no methodology or
procedure that helps researchers to describe and compare their meta-heuristics
in a reliable manner. This way, the aim of this paper is to propose a procedure



to facilitate an accurate comparison between different meta-heuristics. Although
good practices proposed can be used for any type of combinatorial optimization
problem, the literature of this study is focused in routing problems. This field
has been chosen due to its importance in the real world, and its great relevance
in the literature.

The structure of this paper is as follows. In the following section, the steps
to follow in the description of the meta-heuristics in comparison are explained.
In section 3, how the results should be accurately presented is explained. This
paper ends with the conclusions of the study and its utility (section 4).

2 Good practices about the implementation and
presentation of the meta-heuristic

In relation to the implementation of a meta-heuristic, a good practice would be
as follows:

– A detailed specification of the problem constraints, classified in hard
constraints and soft constraints.

– A detailed specification of the objective function, which should include the
soft constraints if necessary.

– In the presentation of the work, the type of meta-heuristic technique being
used must be precisely specified in the title or abstract of the paper,
mentioning also heuristics, if used.

– A detailed description of all the operators used in the implementation. If
they have been developed by the author, they have to be explained. If they
are not originally developed by the author, they have to be correspondingly
referenced. If the used operators are not described or referenced, the
replicability of the results displayed is impossible.

The first step in the design of a technique for the resolution of routing
problems is to define clearly the constraints and the objective function of the
problem. Specifically, the objective function is an important issue related to the
implementation of a technique. In problems like the TSP, this is not a problem,
since the objective function is the distance of the route and the aim is to minimize
it. For more complex problems, such as the Capacitated Vehicle Routing Problem
(CVRP) [4] or Vehicle Routing Problem with Time Windows (VRPTW) [29], the
function may vary depending on the objectives to be achieved. For the CVRP,
for example, there are studies that prioritize the minimization of vehicles used
[30], while others are focused on reducing the distance traveled [31]. For this
reason, to avoid confusion, a good practice is to describe in detail the objective
function. Otherwise, it is considered a bad practice.

When the problem and its characteristics have already been introduced, it
is important to present adequately the meta-heuristic. One practice that should
be avoided would be the confusing denomination of the techniques. An example
of this confusing naming can be found in [32]. In this work, the authors present



their approach to solve the heterogeneous fleet vehicle routing problems with
two-dimensional loading constraints as a meta-heuristic, but the technique used
is a simulated annealing based in a heuristic local search. This approach should
have been described more precisely as a meta-heuristic in combination with a
heuristic specific of the problem.

When the problem and its objective function is already defined and the type
of meta-heuristic to develop is decided, the next step is to decide how it will
be implemented and what kind of operators will be used. Although it seems
simple, this fact could be controversial. As known, meta-heuristics use different
types of operators to modify and transform the available solutions, in order to
improve them. Thereby, the first point to be considered is the following: To
test the optimization hability of a meta-heuristic to solve a routing problem,
it is necessary to use neutral operators throughout the implementation. In
other words, operators that use characteristics of the problem and optimize by
themselves have to be avoided.

As an example of this fact, the initialization process of a GA can be
mentioned. The most appropriate way to prove the optimization quality of
a meta-heuristic is to use a random initialization process, instead of using
optimizing initialization functions to create individuals, such as those proposed
in [33] for the VRPTW. If any of these initialization functions is used, the
individuals will pass through an optimization process before the execution of
the core of the GA. Therefore, it may not be known exactly what the capacity of
optimization of a meta-heuristic is when final results are obtained. In this case, it
has to say that a heuristic has being implemented, because specific information
of the problem is used.

Continuing with the GA and using the TSP as example, a heuristic crossover
operator would be the Very Greddy Crossover (VGX) [34]. The VGX is an
operator for the TSP that uses the distances between cities to generate the
children. It is logical to think that using this operator the GA will get good results
for the TSP, as the VGX makes by itself a small optimization on the resulting
individuals. To implement a meta-heuristic, operators like Order Crossover [35],
Half Crossover [36], Order Based Crossover [37] or Modified Order Crossover
[38] should be chosen as the crossover function, since they are neutral operators.
These operators only care to meet the constraints of the problem and they do
not use any kind of information related to the problem.

Regarding this matter, the next point to consider is introduced. It should
be avoided the comparisons in any work between meta-heuristic techniques with
neutral operators and heuristic techniques with optimizing functions. Otherwise,
the comparison would be unreliable, because of the different nature of the
techniques. One example of this bad practice is shown in [39], where three
techniques are compared solving the problem of clustering rectangles. In this
work two of them are meta-heuristics, while the other one is a heuristic. Another
example of this type of bad practice can be found in [40], which introduces
a new heuristic crossover operator for the GA applied to the TSP, called
Sequential Constructive Crossover (SCX). To check the quality of the new



crossover operator, the results obtained by the SCX are compared with the
results obtained by two GA, which use neutral crossover functions. Logically, the
SCX gets much better results, but the comparison is not fair and valid. This same
bad practice is performed in [41]. In that work, a new greedy mutation operator
to solve the TSP is presented. To prove the quality of the new operator, the
authors compare its performance with the one of 7 different mutation functions,
being 6 of them neutral and only one greedy. In relation to the said above, the
comparison with the 6 neutral function provides no relevant information, and it
could be considered a bad practice.

It should be borne in mind that to make a completely reliable comparison
between two meta-heuristics, is mandatory the use the same operators and
parameters for both, as long as possible. If it is not possible, operators used
in both techniques must have similar characteristics. For this reason, the points
explained above are of vital importance, both to make the results easily reusable
in other studies, and to give credibility to a comparison performed in a work.

3 Good practices showing of the results

Having described properly the characteristics of a meta-heuristic, it is appro-
priate to show the results it can get. This is a very important step, because
according to the form that the results are presented, their replicability can in-
crease, and other researchers can use them to compare their techniques. This is
a very important issue for the relevance and impact of the study. In terms of
showing of results, a good practice would be as follows:

– As long as the problem allows, the tests have to be performed with instances
obtained in a benchmark. Obviously, the more instances are tested, the richer
the study. Each instance that is used must be referenced, with its name and
the benchmark it belongs to.

– It is vital to show the execution time, accompanied by its time unit and an
explanation of the characteristics of the computer on which the tests were
carried out.

– Apart of showing the runtime, to make a fair comparison between different
techniques presented in different studies, it is highly recommended to show
the number of iterations needed by the meta-heuristics to obtain the result
of each execution.

– The more data displayed, the richer work. Thus, comparisons made with
the meta-heuristic will be more reliable. For every instance of the problem
in study, this information should include at least the number of executions
carried out, and, both for objective and runtime, best and worst results, the
average and the standard deviation.

The quality of a new technique must be checked applying the technique to
several instances of the problem in study. The best option is to perform the tests
with one of the benchmarks that can be found in the literature. Benchmarks
are composed of instances of a particular problem, which researchers can try



to solve to validate their new techniques [42]. Many of these instances have a
known optimal solution. The effectiveness and efficiency of a meta-heuristic can
be known by comparing its results with those offered by benchmarks. Taking
into account this fact, it is much easier to contrast the quality of a technique
if its results are compared with the results obtained by other techniques that
have used the same benchmarks. Focusing on routing problems, there are a lot
of benchmarks for a large number of problems, such as TSPLIB [43] or VRPWeb
(http://neo.lcc.uma.es/vrp). Therefore, it has to be avoided, as far as possible,
to do tests with unknown instances, as can be seen in [44], or [45].

At the time of showing results, one important point is the execution time. It
can be considered a bad practice to show the results of a meta-heuristic without
showing the execution times, as happens, for example, in [46] or [47]. Although
it may be logical, it also must be specified in which unit the runtime is displayed,
i.e., seconds, minutes, . . . Avoid this fact is considered a bad practice, as happens
in [48]. Apart from showing in detail the runtimes of the technique, it is also
important to note the characteristics of the computer used for the tests.

Although the runtime is helpful for comparing two techniques shown in
the same study, for the comparison between techniques of different works the
use of another parameter is more reasonable. This fact is given because it
could be not fair to compare the runtime of different algorithms if they have
been developed in different computers. It is logical that the more powerful the
computer, the less time is needed to execute a meta-heuristic. Thus, a good
measure to compare techniques is showing the number of iterations needed to
obtain the resulting solution. This value will vary depending on the technique
being used. For example, for a Tabu Search or Simulated Annealing, this value
will be the number of iterations performed to reach the solution. For a GA, it
could be the number of generations executed. Even though it is considered a
good practice, nowadays very few studies show this parameter. [49] and [50] are
two examples of this good practice. Besides this, a good practice to perform a
more strict comparison of the results is the utilization of statistical tests. The
well-known student’s t-test, or the normal distribution z-test can be some of
these statistical tests. In the literature, few articles perform an exam of this
type, although it is a good practice [51, 52].

To provide richness and replicability to a study, it is highly recommended to
display a complete set of results, showing important data as the mean, the best
result or the standard deviation. As it is mentioned in [28], where several tips to
compare heuristics are introduced, display only the best results of a heuristic, as
is often done in the literature [53, 46], may create a false picture of the quality of
the technique. This statement may be also applicable to the meta-heuristics, that
is, to display only the best results in a comparison of techniques is considered
a bad practice. Therefore, the average result based on multiple executions is
considered the best basis for the comparison.



4 Conclusions and further work

Routing problems and meta-heuristics for their resolution are subject of a large
number of studies annually. Every year, many novel techniques or modifications
of existing ones are developed by researchers. For this reason, comparisons
between techniques are widely used in many studies, since they are appropriate to
check the quality of new proposed techniques. Despite this, there is no a specific
methodology or procedure that helps researchers to compare different techniques,
either within the same or different works. That is why in the literature can be
found a lot of studies in which have been done bad practices presenting the
results of their techniques, or comparing them with other works. This is what
prompted us to do this work, in which a procedure of good practice to facilitate
the comparison between meta-heuristics oriented to solve routing problems has
been defined. With this procedure, researchers will be able to make comparisons
easily and reliably.

The utility of this study could be very high. The future work related to this
research can be very large, and is in the hands of all researchers working in the
area of combinatorial optimization and routing problems. One of our proposals,
is to modify the different benchmarks in the literature, so that not only the best
results have to be shown for each instance. The details of the technique that
has been used to achieve the best result should also be shown, mentioning the
runtimes, iterations needed and details of implementation. This would facilitate
the comparison between techniques and the replicability of the results.

In [42] we defined a methodological proposal in the showing of results
in benchmarks to eliminate ambiguities in the comparison of VRP solving
techniques. Now, in this paper, we extend that proposal introducing a procedure
of good practice to present a meta-heuristic and its results properly, with the aim
of facilitating the comparisons between different techniques. We have published
some other papers related to good practices [54, 55]. As future work, we plan
to perform a methodology to help the researchers to realize proper, detailed
and objective analysis of the studies made. This way, we aim to facilitate the
comprehension of the results and its capacity to be replicated and discussed. In
addition, we want to extend our study to other fields inside the soft computing,
where several interesting papers are published annually [56, 57].
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