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A proposed framework for the description of plant 
metabolomics experiments and their results
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The study of the metabolite complement of biological samples, 
known as metabolomics, is creating large amounts of data, and 
support for handling these data sets is required to facilitate 
meaningful analyses that will answer biological questions. 
We present a data model for plant metabolomics known as 
ArMet (architecture for metabolomics). It encompasses the 
entire experimental time line from experiment definition and 
description of biological source material, through sample 
growth and preparation to the results of chemical analysis. 
Such formal data descriptions, which specify the full 
experimental context, enable principled comparison of data 
sets, allow proper interpretation of experimental results, permit 
the repetition of experiments and provide a basis for the design 
of systems for data storage and transmission. The current 

design and example implementations are freely available 
(http://www.armet.org/). We seek to advance discussion and 
community adoption of a standard for metabolomics, which 
would promote principled collection, storage and transmission 
of experiment data.

Functional genomic research is generating large amounts of data. These 
must be transmitted, stored safely with adequate curation and made 
available in convenient and supportive ways for statistical analyses and 
data mining. To do this, well-designed data standards1 are required.

The DNA microarray community has developed MIAME2 (mini-
mum information about a microarray experiment) as a definition 
of what should be recorded for a transcriptome experiment. MAGE3 
(microarray gene expression) is an associated data exchange format. 
Relational database (RDB) implementations of MIAME/MAGE are 
in operation4,5. The structure has been widely accepted and MIAME 
compliance is now required by many journals6–8.

PEDRo9 (proteomics experiment data repository) is a UML10 (unified 
modeling language) model, with both RDB and XML (extensible mark-
up language; http://www.w3.org/TR/xml11/) implementations, which 
seeks to meet the requirements of the proteomics field. PEDRo was 
adopted by the Human Proteome Organization’s (HUPO) Proteomics 
Standards Initiative (PSI)11 as the basis for their own object model 
(PSI-OM12; http://psidev.sourceforge.net/gps/).

‘Metabolomics’ seeks to estimate the complement of metabolites 
present in a sample (for a more detailed explanation, see refs. 13–24). 
Several factors, including the dynamic nature of metabolites and the 
range and complexity of estimation techniques, mean that metabo-
lomics (in common with transcriptomics and proteomics) requires 
significant data handling support18,25,26. Although reference databases 
of chemical information (e.g., refs. 27–29) and ontologies (e.g., ref. 30 
and http://www.plantontology.org/) exist to support metabolomics, 
a metabolomics-specific standard equivalent to MIAME, PEDRo or 
PSI-OM, for describing metabolite complements in their experimental 
context is not currently available18. Such a description is needed to 
facilitate proper interpretation of experiment results, data set transfer, 
laboratory interoperability, meaningful comparison of data sets and 
replication of experiments.

The need for metabolomics data standards is evident. Currently, the 
Metabolomics Society (a group founded from academia, government 
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and industry, which was announced in March 2004) aims to address 
this issue (http://metabolomicssociety.org/). A standard metabonomics 
reporting structure (SMRS) is also being developed by a group headed 
by Imperial College, London (J. Lindon, personal communication). 
‘Metabonomics’ is defined as “the quantitative measurement of the 
dynamic multiparametric metabolic response of living systems to 
pathophysiological stimuli or genetic modification”31 These groups 

have yet to publish. The need for data standards for plant metabolomics 
is also discussed regularly at congresses organized by the International 
Committee for Plant Metabolomics (http://www.metabolomics.nl/) 
and recently, Bino et al32. have suggested a checklist of the informa-
tion necessary to provide context for metabolomics data that is to be 
published, which they have called MIAMET (minimum information 
on a metabolomics experiment). MIAMET represents a first positive 
step in the direction of a standard, but does not provide the complete 
formal data description of the specific required data items necessary 
for the development of supportive data handling systems.

In this article, we present ArMet as a contribution to the establish-
ment of standards in the field. ArMet is a complete formal data descrip-
tion for plant metabolomics that supports not only data sets but also 
the necessary metadata (data about the data) to provide experimental 
context. The structure provides a framework that may be used to orga-
nize the community-driven process of development and enhancement 
to produce a widely accepted standard.

To encourage discussion and community adoption of a data stan-
dard for metabolomics, the ArMet data model is freely available (see 
Supplementary Notes ‘ArMet design’ online). We welcome feedback 
and will coordinate future development and dissemination (see http://
www.armet.org/).

ArMet
To capture the required metadata, ArMet encompasses the entire 
experiment time line and organizes it into nine subunits termed ‘com-

A UML class is a model element that represents a concept from 
the domain being modeled. Classes can be viewed as templates, 
for example, a ‘Genotype’ class provides a template for describing 
plant genotypes; a system may then use multiple instances of this 
class to describe different genotypes. Classes are depicted using 
segmented boxes (Fig. 2). Individual data items (attributes), 
used to describe a concept, are listed inside the box. The class 
‘Environment’ contains attributes ‘growthLocation,’ ‘dateTime’ 
and ‘protocolName’ (Fig. 2a).

A UML package is a collection of related model elements. 
Packages are depicted using the notation in Figure 1. For 
example, ‘BiologicalSource’ contains ‘Genotype’ and ‘Source.’ 
Dashed arrows between packages indicate dependencies between 
model elements. For example, there is a model element in 
package ‘BiologicalSource’ that is dependent on an element in 
‘Growth.’ This implies that if data in the element in ‘Growth’ were 
altered, data in the dependent element in ‘BiologicalSource’ may 
also require alteration.

Lines between classes represent associations between them. 
Annotations to these associations represent multiplicity and 
participation constraints. The annotation ‘1..*’ beside ‘Explant’ 
(Fig. 2b) indicates that each instance of a ‘Sample’ should be 
associated with at least one and possibly many (*) instances 
of ‘Explant.’ Examples of other constraints are ‘0..1’ (a single, 

optional association), ‘1..1’ (a single, required association), ‘0..*’ 
(zero or many associations) and ‘1..20’ (a minimum of 1 to a 
maximum of 20 associations). Associations may be annotated 
with association classes, for example ‘BulkExplant’ (Fig. 2d), to 
describe an association more fully.

ArMet employs two special types of association: containment 
and specialization. A containment association exists between 
‘Treatment’ and ‘Environment’ (Fig. 2a). The class at the 
diamond end of the association is the container, that is, a 
‘Treatment’ contains (comprises) one (or more) ‘Environment’ 
class(es).

Specialization describes class inheritance. ‘ControlledGrowth’ 
and ‘FieldGrowth’ are specializations (subclasses) of the 
more general ‘Environment’ class (the superclass) (Fig. 2c). A 
subclass inherits the attributes of its superclass and may include 
additional attributes to describe the specialization. Figures 2c,d 
extend the core data definitions (superclasses) in Figures 2a,b. 
To indicate this relationship the names of the classes that they 
extend are included.

Specializations may be constrained to describe more fully 
the relationship between superclass and subclasses. All of the 
specializations used in this paper are ‘mandatory-or,’ meaning 
that each instance of the superclass must be associated with 
precisely one instance of a subclass.

Box 1  A brief UML tutorial

+User

+Experiment

+Genotype

+Source

+Treatment

+Environment

Admin BiologicalSource Growth

+Explant

+Sample

+Collection

+Event

SampleHandling Collection

+Machine

+Run

InstrumentalAnalysis

+Preparation method

+Procedure

AnalysisSpecificSamplePreparation

+Output

+DataPoint

MetabolomeEstimate

+Aliquot

+Analysis material

SamplePreparation

Figure 1  The nine ArMet components and their interdependencies describing 
the key concepts of a metabolomics experiment modeled using standard 
UML packages. For explanation of the notation see Box 1. Each component 
contains core data items (modeled as attributes of the classes listed within 
the packages), which serve as a minimal description for each component.B
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ponents.’ We have used the widely adopted modeling standard UML to 
represent ArMet. ArMet’s components are modeled as the UML pack-
ages (see Box 1) shown in Figure 1. UML classes are used to model the 
key concepts for each component and are listed within the packages. 
Table 1 provides a brief description of the data that each component 
is designed to support.

The experiment data (data about an experiment) are specified by 
way of a core set of data items for each component. These core items 
(modeled as attributes of the classes within the packages) are relevant to 
all plant metabolomics experiments and serve as a minimal description 
for each component. Figure 2a,b depicts two components as examples 
(see Supplementary Notes ‘ArMet design’ online for the full model). 
These core data provide a basis for cross-laboratory data exchange and 
data mining. However, as the examples show, the number of experiment 
details contained in the core is currently quite limited.

Metabolomics is a young discipline and the methodologies employed 
are varied and rapidly evolving. The specification of a more detailed core 
would be presumptuous at this stage. The component-based approach 
adopted for ArMet provides a basis for the definition of extensions 
to the core data to support the detailed requirements of the range of 
methodologies employed by different projects, experiments and labo-
ratories. The core data have been designed to provide an abstraction 
of these detailed requirements by modeling only key concepts for each 
experiment area and relying on references to externally documented 
protocols. Therefore, although sparse, it is useful, coherent and logi-
cally complete.

Several extensions (termed ‘subcomponents’) to the core data will 
be required for each component to describe, in detail, the range of 
experiment methodologies. As examples, Figure 2c shows a subcom-
ponent of the ‘Growth’ component to support a project that involves 
pre-treatment of seeds before sowing in either a field or controlled 
growth environment, whereas Figure 2d shows a subcomponent of 

the ‘SampleHandling’ component to sup-
port an experiment in which four ‘Explants’ 
(pieces of plant material taken during a har-
vest) are bulked and then divided to produce 
two ‘Samples,’ which are then transported and 
stored before preparation for analysis.

Any application-specific data model that can 
demonstrate support for the core data model, 
and any system that can export the same, may 
be viewed as a subcomponent of ArMet. For 
specific subcomponent design and implemen-
tation this support could be effected through 
the use of class inheritance or any other imple-
mentation-specific paradigm.

As with the core definition, we ask develop-
ers to make their subcomponents freely avail-
able for reuse by other parties. Thereby, any 
data set that conforms to ArMet will be com-
parable with any other conforming data set at 
the core level and will be further compatible, 
at a greater level of detail, with other data sets 
created using the same experimental methods 
and described using a readily available sub-

component. This approach is designed to yield the following benefits:
• movement towards community standardization of experiment 

methodologies and their description;
•  the ability to assess and make a decision about the comparability 

of a data set against preexisting ones;

Table 1  The components of ArMet
Component Data supported by component

‘Admin’ Experiment description and contact details

‘BiologicalSource’ Genotype, provenance and identification data for items of 
biological material

‘Growth’ Description of the environments in which the biological 
material developed

‘Collection’ Procedures followed for gathering samples from items of 
biological material

‘SampleHandling’ Handling and storage procedures following collection

‘SamplePreparation’ Protocols for preparing samples for presentation to analyti-
cal instruments

‘AnalysisSpecificSamplePreparation’ Protocols specific to particular analytical technologies

‘InstrumentalAnalysis’ Process description of the chemical analysis of samples, 
including descriptions of analytical instruments and their 
operational parameters, quality control protocols and refer-
ences to archive copies of raw results

‘MetabolomeEstimate’ The output from the analytical instruments after it has 
been processed from raw data to produce a metabolome 
description and metadata about the processing

Figure 2  ArMet core components and detailed subcomponents. (a) The 
core definition of the ‘Growth’ component. (b) The core definition of the 
‘SampleHandling’ component. (c) An example subcomponent of the ‘Growth’ 
component. (d) An example subcomponent of the ‘SampleHandling’ 
component. For explanation of the notation, see Box 1.
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• a basis for future enhancement of the core data to include detail that 
is common to all of the subcomponents of a component.

A parallel activity to the development of subcomponents is the devel-
opment and enhancement of publicly available controlled vocabularies 
to provide control over the values of attributes. Managed, community-
led development of such vocabularies will lead to global use, which will 
in turn result in enhanced data set comparability.

ArMet requires the use of controlled vocabularies but does not 
specify which vocabularies should be used. Instead, the attributes that 
are controlled by vocabularies are designed to support not just data 
values, but also authorities that describe their provenance, for example, 
a recognized ontology (e.g., ref. 30 and http://www.plantontology.org/) 
or the local list of terms for a laboratory (e.g., Supplementary Notes 
‘Controlled vocabulary examples’ online). Thus, the authorities also 
imply the status of a particular value.

Of the nine ArMet components, the first eight define the metadata 
required to place metabolomics data sets in context. The ninth com-
ponent, ‘MetabolomeEstimate,’ is designed to support the data sets 
themselves as metabolome descriptions produced by processing the 
raw output from analytical instruments. Such descriptions support 
detailed analysis and comparison of experiment results. The structure 
of these descriptions is not only dependent on the type of question 
being asked and, therefore, the analytical approach that is being taken, 
but also on the nature of the metabolome descriptions produced from 
the output of the many analytical technologies used in metabolomics. 
For ArMet, we have adopted the characterization of four different 
analytical approaches (targeted analysis, metabolite profiling, metabo-
lomics and fingerprinting) described by Fiehn14. Subcomponents of 
the ‘MetabolomeEstimate’ component will therefore be required to 
support these four descriptions.

As an example, Figure 3 depicts a subcomponent to support metabo-
lomics (q.v.) data sets produced from gas chromatography mass spec-
trometry (GC-MS) output. Following the principle of public availability, 
the current version of its design is freely available (see Supplementary 
Notes ‘ArMet subcomponent design: GC-MS’ online).

To produce a quantified list of detected compounds from raw GC-
MS output noise removal, detection of chromatographic peaks, peak 
deconvolution and peak quantification are performed, details of which 
must be provided as metadata. In Figure 3b, this is modeled as a named 
‘ProcessingProtocol’ that comprises a number of ‘ProcessingStages’. 
Complete data sets, with their processing, are described by the exten-
sions to the core ‘Output’ attributes, whereas the detected compounds 
they contain are modeled by the extensions to the core ‘DataPoint’ 
attributes and the ‘ChemicalID,’ ‘MZValue’ and ‘Identification’ classes. 
The process of chemical identification involves mass spectral com-
parison of experimental GC-MS spectra with those of authentic stan-
dards contained in mass spectral libraries. Stein et al33. evaluated three 
algorithms and two distance measures used to perform mass spectral 
comparison and reported a best accuracy of 74.9% correct identifica-
tions. A follow-up study by McLafferty et al34. achieved a best accuracy 
of 77%. These levels of accuracy show that the identifications that result 
from automatic mass spectral comparison are tentative at best. Figure 
3b, therefore, supports multiple candidate chemical identities for each 
peak, each annotated with metadata describing the process of spectral 
comparison. Note that the ‘ChemicalID’ class contains an ‘identify’ 
‘reference’ pair. The ‘identity’ is a chemical name or other identifier, 

such as an International Union of Pure and Applied Chemistry (IUPAC, 
Research Triangle Park, NC, USA)–National Institute of Standards and 
Technology (NIST, Bethesda, MD, US) Chemical Identifier (INChI) 
(http://www.iupac.org/projects/2000/2000-025-1-800.html), or a 
chemical ontology class in the case of partially identified components, 
whereas the ‘reference’ provides a link to an entry in an external library 
of structure information for the chemical or chemical ontology class 
(e.g., refs. 27–29 and http://www.ebi.ac.uk/chebi/).

As a compound in a metabolomics data set may be associated with 
zero or more chemical identities, this information cannot be used as its 
unique label. Therefore, this subcomponent includes quantity, reten-
tion and spectral data for each peak as modeled by the ‘DataPoint’ and 
‘MZValue’ classes. A recent study34 has looked at the number of mass 
spectral peaks required for successful comparison of spectra in the con-
text of library identifications, finding that 15 peaks were 87% as effective 
as 150 peaks, whereas 18 peaks were 97% as effective. On this basis, and 
to yield the benefit of reduced data storage requirements in database 
implementations, the subcomponent supports a representative mass 
spectrum with a maximum of 20 peaks for each compound.

In practice, different personnel working in different contexts will 
provide and retrieve data. A benefit of the component-based approach 
is that it lends itself to the development of customizations to support 
particular functions, that is, selections of components implemented 
as independent systems. Screenshots from an example customization 
may be found in the Supplementary Notes ‘ArMet example custom-
ization’ online.

ArMet and other standards
ArMet and MIAMET can be viewed as complementary proposals. Where 
MIAMET provides a checklist of information that should be described 
in metabolomics publications, ArMet provides a formal data definition 
to support automatic data set comparison and mining and the devel-
opment of systems for data storage and exchange. Collaborative future 
development will further ensure that a MIAMET compliant experiment 
description would imply ArMet compliance and vice versa.

MIAME, PEDRo, PSI-OM and ArMet have been developed inde-
pendently to accommodate the specific requirements of their fields. 
Metabolomics analyses will be performed in conjunction with those on 

1..*

1..*

0..*

0..*

1..20 0..*

Contains

DescribedBy
0..*

0..*

1..*

1

Involves

AppliedTo DescribedBy

dataPointID 

DataPoint

outputID
dataTimeProcessed
runID
user

1..* 0..*
Output

a

Contains

dataProcComments
quantityType
retentionTimeType

MetabolomeEstimate.Output
Output

quantity
retentionTime

MetabolomeEstimate.DataPoint
DataPoint 

b

identification

protocolName

ProcessingProtocol

stageID
swareAlgs
parameters
manualProc

ProcessingStage

mzRatio
absAbundance

MZValue

identity
reference

ChemicalID

swareAlgs
parameters
library
confidence

Identification

Figure 3  The ‘MetabolomeEstimate’ component. (a) The core definition. (b) 
An example subcomponent to support metabolomics data, as produced by 
GC-MS. For explanation of the notation, see Box 1.
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the transcriptome and proteome in integrative experiments and there-
fore there is a urgent need to create a common standard for experiment 
descriptions. However, it is imperative that this common description 
contains the metadata necessary to fully evaluate the different ‘omic’ 
analyses that are performed on samples from a single experiment. A 
recent initiative in this area has created SysBio-OM35, a model that 
integrates MAGE-OM and PEDRo and provides support for descrip-
tion of metabolomics experiments in toxicogenomics.

ArMet works in synergy with laboratory information management 
systems (LIMS) and other existing standards. In appropriate circum-
stances, ArMet could provide a design for customization of a LIMS to 
support the metabolomics process, which, therefore, would become 
an implementation vehicle for ArMet. Similarly existing standards for 
analytical data storage and transmission—for example, the IUPAC 
Working Party on Spectroscopic Data Standards standard JCAMP-
DX36, the American Society for Testing Materials’ (Conshohocken, 
PA, USA) Analytical Data Interchange format (ANDI, http://pubs.acs.
org/hotartcl/tcaw/98/may/stan.html), the climate data format standard 
(netCDF, http://www.unidata.ucar.edu/packages/netcdf/) and analyti-
cal information markup language (AnIML, http://animl.sourceforge.
net/)—could be viewed as part of the definition of subcomponents for 
the ‘InstrumentalAnalysis’ component to satisfy the requirement for 
access to the analytical machine output.

Application, current status and future development
We present ArMet, a freely available data model for describing plant 
metabolomics experiments. An XMI (XML metadata interchange) 
version of the UML model is available (Supplementary Notes ‘ArMet 
design XMI’ online) together with example implementations in SQL 
(structured query language) and XML (Supplementary Notes ‘ArMet 
core SQL’ and ‘ArMet core XML’ online). Multiple implementation 
structures for use in different settings are derived from models, such 
as ArMet. Presentation to users can be varied and targeted. Web-based 
forms as front ends to remote database access (RDB) implementations 
may be appropriate for low-volume data input and simple querying (see 
Supplementary Notes ‘ArMet on-line forms access’ online). Open data-
base connectivity (ODBC, http://msdn.microsoft.com/library/) and 
related standards support programmatic access to RDB implementa-
tions for producing specialized programs. Offline database implemen-
tations (typically with a well recognized ‘look-and-feel’) can support 
workplace use (see Supplementary Notes ‘ArMet example customiza-
tion’ online). Microsoft Excel (Version 2003, Microsoft, Seattle, WA, 
USA) supports XML schema mapping, permitting its use as an ArMet 
compliant data entry tool, whereas the PEDRo data capture tool9 is an 
example of a more specialized XML schema-driven application.

ArMet compliant databases and data handling systems are in use on 
two major projects involving a complete set of subcomponents to sup-
port experiments with Arabidopsis thaliana and Solanum tuberosum. 
Work is ongoing to design additional metadata subcomponents for 
alternative experimental methodologies and ‘Fingerprinting’ subcom-
ponents for Fourier transform-infrared (FT-IR) spectrometry37 and 
mass profiling by direct-injection electrospray ionization-mass spec-
trometry (ESI-MS)38–40. Also in progress is adaptation of ArMet for 
use in microbial metabolomics.

We are not aware of any existing system or data definition that is 
being used as an agreed and freely available standard by the plant 
metabolomics community. We intend that ArMet will provide input 
to the community discussion leading to an agreed upon standard. 
We welcome feedback on the current design and suggestions for 
new subcomponents, coordination of which will be carried out via 
our website (http://www.armet.org/). As a first step, we plan to hold 

a workshop to discuss data standards for metabolomics in general 
and ArMet development in particular (see the website for further 
information and contact details).

Note: Supplementary information is available on the Nature Biotechnology website.
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