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Abstract. The ability to gauge the quality of a service is critical if we
are to achieve the service oriented computing paradigm. Many techniques
have been proposed and most of them attempt to calculate the quality
of a service by collecting quality ratings from the users of the service,
then combining them in one way or another. We argue that collecting
quality ratings alone from the users is not sufficient for deriving a reli-
able or accurate quality measure for a service. This is because different
users often have different expectations on the quality of a service and
their ratings tend to be closely related to their expectations, i.e. how
their expectations are met. In this paper, we propose a quality of service
management framework based on user expectations. That is, we collect
expectations as well as ratings from the users of a service, then calculate
the quality of the service only at the time a request for the service is
made and only using the ratings that have similar expectations. We give
examples to show that our approach can result in a more accurate and
meaningful measure for quality of service.

1 Introduction

There is a growing interest in service oriented computing (SOC) in recent years
[1,2,3,4]. Central to SOC is the notion of service which can broadly be consid-
ered as a software component that represents some computational or business
capability. By allowing services to be advertised declaratively, discovered dynam-
ically and invoked remotely, SOC makes it possible for users to locate, select and
execute services without having to know how and where they are implemented.
This new computing paradigm offers great potential for agent-based e-commerce
applications [5,6,7]. For example, vendors may wish to identify suitable partners
from time to time to form a virtual organisation [8] so that they together can
compete better in the market, and consumers would always want to select the
services that best serve their interests. All such “match-making” tasks can po-
tentially be performed by the agents automatically in an SOC environment.

In this paper, we consider the problem of quality of service (QoS) manage-
ment in SOC. This is an important problem to consider because, just like in any
other business environment, it is possible to have several service providers (SP)
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offering the same service but with different qualities in an SOC environment.
It is essential, therefore, that an agent should select a service that meets not
only the required capability with the lowest possible price, but also the quality
requirement. Various methods for modelling, calculating and monitoring QoS
have been proposed in the literature [9,10,11,12], especially for web services and
multi-agent systems [13,14,15]. A common approach is to collect quality ratings
from the users of a service and then aggregate them in one way or another to
derive the quality of the service. The following example explains this.

Suppose that we have three SPs who offer a multimedia news service to PDA
or mobile phone users. Suppose also that there are six users (or their agents) who
have used the services, and each of them has been asked to rate the quality of
the service he or she has used in terms of news update frequency. Table 1 below
shows the quality ratings collected from the users, where ratings are expressed
as real numbers in [0, 1] with 0 representing the most unsatisfactory quality and
1 the most satisfactory.

Table 1. Collected Quality Ratings

SP1 SP2 SP3
Users update frequency update frequency update frequency
A1 0.3 0.3
A2 0.8 0.9
A3 0.3 1.0
A4 0.8
A5 0.5 0.1
A6 0.6 0.3
Aggregate rating 0.50 0.67 0.47

For simplicity of presentation, we assume that the aggregate quality rating for
each SP is derived by combining the individual ratings using a simple arithmetic
average. So according to Table 1, SP2 offers the best service with respect to news
update frequency.

While various methods may be employed to aggregate the collected ratings
more rationally, for example, using a weighted average so that the reputation
or trust of the user may be taken into account [16,14], this approach to quality
rating calculation suffers from two fundamental weaknesses:

– First, users are invited to rate a service in “absolute” terms, e.g. 0.3 or 0.8
out of 1.0 in our example. Such quality ratings may not be very meaningful or
can even be misleading in some cases, because the context within which the
ratings are derived is not known. For example, A1 rated SP1 low perhaps
because SP1’s news update was not frequent enough for him or her, but
this does not necessarily mean that the same frequency is not good enough
quality for someone else, e.g. for A2.
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– Second, the aggregate quality rating for a service is derived “statically” using
all the ratings collected from the users. This does not take into account the
fact that some of the ratings may not be relevant to a particular quality
assessment request. For example, if the request was to assess the quality of
SP1, SP2 and SP3 in terms of their ability to update news at least 4 times
a day, then A6’s rating should not be included in the quality calculation if
A6 had expected a minimum of 8 updates per day from SP2.

In this paper, we address the above two problems by introducing a new model
for collecting and monitoring QoS “relatively”. That is, we attempt to collect
from service users QoS ratings as well as their expectations on QoS, so that
we can measure QoS in relative terms, i.e., how well a delivered service meets
users’ expectations. Based on user expectations, we also propose to calculate
the quality of a service dynamically at the time a request for QoS assessment
is made, and use only the ratings that have similar expectations. We show that
our approach can result in a more accurate and meaningful measure for quality
of service.

The rest of the paper is organised as follows. Section 2 introduces our frame-
work for managing QoS information. Section 3 discusses how we calculate QoS
based on user expectations and gives examples to show how our approach works.
Related work is considered in Section 4, and finally Section 5 presents conclusions
and discusses future work.

2 The QoS Model

To develop a QoS management model, it is essential to understand what the
term quality actually entails. Unfortunately, what defines quality is vague, and
different views exist in different studies and from different perspectives [10,11,
17,12]. The following three views are, however, most common.

– Quality as Functionality. This view considers quality in terms of the amount
of functionality that a service can offer to its users. For example, if SP1
allows you to select different positions of cameras from which you may watch
a football game, and if this functionality is not provided by SP2 or SP3, then
SP1 can be considered as offering a better quality than SP2 and SP3 do.

– Quality as Conformance. This view sees quality as being synonymous with
meeting specifications. For example, if SP1 specified in its service agreement
that it would provide 1 Mb/s bandwidth for its news service and SP1 did
provide users with 1 Mb/s bandwidth (or more) at all times in its operation,
then SP1 is usually considered as offering good quality of service.

– Quality as Reputation. This view links quality to users’ perception of a
service in general. It is worth noting that this perception is typically built
over the time of the service’s existence. For example, the BBC news service
is generally considered to be offering good quality to its users, due to its
reputation built over many years as a news service provider.
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These different views of quality require QoS to be monitored and measured
differently. Quality as functionality characterizes the design of a service and can
only be measured by comparing the service against other services offering similar
functionalities. Quality as conformance, on the other hand, can be monitored for
each service individually, and usually requires the user’s experience of the service
in order to measure the “promise” against the “delivery”. Finally, reputation can
be regarded as a reference to a service’s consistency over time in offering both
functionality and conformance qualities, and can therefore be measured through
the other two types of quality over time.

While it is possible to establish all three types of quality for a service in an
SOC environment, it is perhaps most interesting and relevant to understand how
quality as conformance may be monitored. In this paper, therefore, we adopt the
conformance view and define QoS to be a degree of satisfaction that the user
has experienced after using a service. More specifically,

Definition 1. let S be a service and A1, A2, . . . , An be a set of attributes that
describe S and upon which we wish to monitor the quality for S. Assume that
for each Ai, Aa

i is the advertised quality (or the quality that the service provider
promised to offer), and Ad

i is the delivered quality (or the actual quality that the
service provider delivered). Then the QoS for Ai is given by

QAi = f(Aa
i , Ad

i )

where f is a function that calculates the conformance between Aa
i and Ad

i .

The above definition captures the notion of conformance generically, but does
not specify how Aa

i and Ad
i may be obtained and QAi may be calculated. In

practice, it may not be realistic to expect every Ai to have an Aa
i value specified

by the service provider, and its Ad
i value monitored and QAi

calculated by the
system automatically. Often, we need user feedback to help assess the quality of
a service.

While the need for involving users in QoS assessment is well recognised,
existing methods tend to collect quality ratings only from the users. This is in-
adequate if we wish to measure quality as conformance according to Definition 1.
In this paper, we propose to collect “fuller” ratings from the users and then to
use such ratings to assess QoS.

Definition 2. Let U be a user and A be an attribute of a service S. A quality
rating on A by U is a triple

〈Eu(A), Pu(A), Ru(A)〉
where Eu(A) represents the quality that U expects from A, Pu(A) the actual
quality of A perceived or experienced by U after using S, and Ru(A) the quality
rating that U gives to A.

Collecting 〈Eu(A), Pu(A), Ru(A)〉 from users can perhaps be considered as
a way of “materialising” the conformance calculation function introduced in
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Definition 1. Instead of relying on the system for monitoring Ad
i and calculating

QAi , we obtain Pu(Ai) and Ru(Ai) from the user. The use of Eu(Ai) represents
a shift from using SP advertised values to user expectations on quality in QoS
calculation. This is significant. While some correlation between Aa

i and Eu(Ai)
can be expected - users are likely to be influenced by advertisement in forming
their expectations, expectations are not solely based on advertisement. Other
factors, such as the user’s past experience with the service, the price the user is
paying for the service, or the recommendation by a friend for the service can all
influence the user in forming his or her expectation on the quality of the service.
Thus, by including user expectations as part of user rating on a service, we can
hope to interpret such ratings more accurately and meaningfully.

To explain how the proposed QoS model works, consider the example we gave
in the Introduction again. Suppose that we still ask the six users to rate the new
services in terms of update frequency, fr, but this time use the expectation model
we introduced here. Assuming that we represent Eu(fr), Pu(fr) and Ru(fr) all as
real numbers in [0, 1], Table 2 below shows the ratings collected from the users.

Table 2. Expectation based Quality Ratings

SP1 SP2 SP3
Users 〈E(fr), P (fr), R(fr)〉 〈E(fr), P (fr), R(fr)〉 〈E(fr), P (fr), R(fr)〉
A1 < 0.9, 0.7, 0.3 > < 0.7, 0.5, 0.3 >

A2 < 0.4, 0.4, 0.8 > < 0.5, 0.5, 0.9 >

A3 < 0.8, 0.6, 0.3 > < 0.4, 0.5, 1.0 >

A4 < 0.6, 0.6, 0.8 >

A5 < 0.9, 0.7, 0.5 > < 0.9, 0.5, 0.1 >

A6 < 0.9, 0.7, 0.6 > < 0.7, 0.5, 0.3 >

How a user arrived at a particular rating may never be known to us, but it
is interesting to speculate what the ratings shown in Table 2 might suggest. The
majority of the users of SP1 and SP3 seem to have high expectations (probably
as the result of some effective recommendations or advertising effort), but do not
seem to get what they expect (perhaps due to the unexpected level of business
that SP1 and SP3 have got themselves into). SP2, on the other hand, is the
opposite: users do not have high expectations but are generally satisfied with
the service. In the following section, we show how this difference in expectation
is taken into account when assessing QoS for services.

3 Collection and Calculation of QoS Ratings

In this section, we consider how the QoS ratings may be collected from the
users and be used in the calculation of QoS by the Quality Assessment (QA)
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agent that we are currently constructing as part of the CONOISE project
(www.conoise.org). The basic system architecture is outlined in Figure 1 below.

Fig. 1. The system architecture of the QA agent

The QA agent consists of two main components. The Rating Collector is
responsible for soliciting quality ratings from the users. In this paper, we have
assumed that the users are willing, when asked, to return quality ratings on the
services they have used and their ratings can be trusted. We have also assumed
that all three elements of a user rating, Eu(A), Pu(A) and Ru(A), are expressed
as real numbers in [0, 1]. These simplification assumptions have resulted in a
fairly straightforward process for collecting ratings from the users, but they
may not be particularly realistic for many practical applications. To relax these
assumptions, it is possible to incorporate some more advanced techniques into
our QA agent, so that issues such as how to collect quality ratings from users or
agents whom we can not fully trust may be addressed [18,16,19,14].

The Rating Calculator is responsible for calculating QoS from the collected
ratings. To aggregate individual ratings into an overall assessment of quality for
a given service S, two calculations are necessary:

1. combining individual ratings for each Ai of S into an aggregate rating for
Ai, and

2. combining the ratings for individual Ai’s into an overall rating for S.

Currently, we treat all quality attributes of a service to be of equal importance
and the overall rating for S is derived by a simple average of the individual
ratings for its attributes. But it is possible to consider a weighted average so
that the fact that some attributes are more significant than others may be taken
into account [20].

How to combine individual ratings for each Ai into an aggregate one, how-
ever, needs some explanation. In contrast to many existing methods which simply
aggregate all the collected ratings on Ai, our approach is to selectively aggre-
gate only the ratings that have similar expectations. That is, we allow a quality
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assessment request R to specify a quality expectation, ER(Ai), on Ai, and de-
rive an aggregate quality rating for Ai by using only the ratings in the Rating
Repository that have similar expectations to ER(Ai). More specifically,

– If R does not specify any quality expectation on Ai, then Q(Ai), the quality
rating for Ai, is

Q(Ai) =
k∑

j=1

wj × Rj(Ai)

where Rj(Ai) is user j’s rating on Ai and w is a weight. This is equivalent to
the majority of existing approaches to quality calculation: the overall rating
for Ai is a weighted sum of individual ratings, and the weights are used to
allow factors such as reputation or trust to be taken into account [16,14].

– If R specifies a quality expectation ER(Ai) = α ∈ [0, 1] on Ai, i.e. the quality
expectation on Ai is α, then

Q(Ai) =
m∑

j=1

wj × R′
j(Ai)

where R′
j(Ai) is the element of the rating 〈E′

j(A), P ′
j(A), R′

j(A)〉 in the Rat-
ing Repository whose corresponding expectation element E′

j(Ai) is similar
to ER(Ai) = α. In this paper, we use a simple criteria for determining
whether the two are similar: E′

j(Ai) and ER(Ai) = α are compatible if
|E′

j(Ai) − α| ≤ δ, where δ is a constant. However, more complex forms of
similarity test are possible, for example, by specifying quality expectations
as “ranges” over [0, 1] (instead of points) and by allowing fuzzy matching
between E′

j(Ai) and ER(Ai) = α.

By aggregating individual quality ratings dynamically at the time when a QoS
assessment request is made and by comparing the raters’ and the requester’s
expectations on qualities, our approach is able to calculate QoS in “context”,
that is, to use the ratings which are actually relevant to the context within which
the QoS assessment request is made.

Now consider our example and Table 2 again. Suppose that the QA agent has
been asked to assess QoS for all three SPs in terms of news update frequency,
given ER(fr) = unspecified, ER(fr) = 0.5 and ER(fr) = 0.8, respectively. Assum-
ing that we have δ = 0.1, the result of calculation by the QA agent is given in
Table 3.

As can be seen from Table 3, the quality ratings for SPs can vary with re-
spect to expectations. For example, when the expectation is ER(fr) = 0.5, SP3
emerges to be the best service provider, whereas when the expectation is changed
to ER(fr) = 0.8, we have SP1 as the winner. This is in contrast to conventional
approaches to quality calculation that do not consider user expectations (equiv-
alent to setting ER(fr) = unspecified, resulting in SP2 being the best provider
for all cases), our method gives a more meaningful rating for a service on a
case-by-case basis.
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Table 3. Calculated quality ratings for SPs

SP1 SP2 SP3
Expectation aggregate rating aggregate rating aggregate rating
ER(fr) = unspecified 0.50 0.67 0.47
ER(fr) = 0.5 0.80 0.85 1.00
ER(fr) = 0.8 0.43 0.30 0.20

Finally, it is worth mentioning that although Pu(Ai), the quality perceived
by the user, is not used in quality calculation in this paper, it can play an
important role in deriving more accurate quality assessment. For example, by
monitoring the relationship between Ru(Ai) (the verdict) and |Eu(Ai)−Pu(Ai)|
(the basis for the verdict) over a period of time with sufficient rating data, we
can determine whether a particular user has been harsh or lenient in rating the
services. By factoring such knowledge into quality calculations, we can deliver
more accurate QoS assessment of services.

4 Related Work

There exist a large number of proposals in the literature for managing QoS as
reputation or trust for service providers. These approaches, e.g. [21,16,19,14],
typically seek to establish the quality of a service by gathering ratings from
the users who have used the service, but do not consider the context within
which the ratings are derived. The need for having some contextual information
alongside the ratings themselves has been identified only recently. For example,
Maximilien and Singh [20] suggest that some attributes be used to describe the
ratings and users be allowed to define their preferences on the importance of
individual ratings. While this work is similar to the method proposed here in
principle, it does not include user expectations as part of the context, and thus
does not help to identify the reasons behind the ratings given by users.

Our approach to include expectations as part of QoS management was in-
spired by work done in the area of marketing, where user expectations are com-
monly collected as a way of understanding quality. For example, the SERVQUAL
system [12] uses the difference between what consumers expect and what they
perceive to determine product/service quality, so that quality may be improved
to meet users’ expectations better. Our approach however differs from marketing-
based ones in that we do not directly use expectations to calculate the actual
quality of a product or service, but as a basis for determining which ratings are
relevant to a given QoS assessment request.

The idea of using similar expectations in assessing QoS is also akin to the
concept of collaborative filtering [22]. In collaborative filtering, users are cate-
gorised into several groups and the users in the same group are considered to
have the same “likes” and “dislikes”, or expectations. This common expectation
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is then used to determine or predict if a given item (e.g. a book) would be of
any interest to a particular user. We also use similar expectations to determine
the quality of a service for a given quality assessment request in our QoS man-
agement framework, but there is a fundamental difference between our work
and that in collaborative filtering: we do not attempt to classify users (raters
and requesters). The groups of users who have similar expectations are formed
dynamically in our model, based on the given QoS assessment request and the
criteria for similarity measures.

It is worth noting that quality management has also been considered in other
research areas [9,10,17,23,24]. For example, Mecella et al. [17] have designed a
broker which can select the best available data from a number of different service
providers based on a specified set of data quality dimensions such as accuracy,
completeness, currency and consistency. In [9,10], QoS management for network
resources has been considered. These studies aim to identify and establish suit-
able quality matrices for specific services in specific application areas, so that
the quality of these services can be meaningfully gauged. In contrast, the quality
management model proposed in this paper assumes the availability of appropri-
ate quality attributes (or matrices), and is designed to address the problem of
how qualities of similar services may be compared based on user ratings and
expectations.

5 Conclusion

In this paper, we have introduced a user expectation based framework for mod-
elling and calculating QoS in an SOC environment. This framework is founded
on the following basic observation: if A rates the quality of S as x, then this
rating is only meaningful to B if A and B have similar expectations on S. So
instead of aggregating all the quality ratings collected from the users of services,
we propose to calculate QoS dynamically at the time a QoS assessment request
is made, and use only the ratings that have similar expectations to that of the
request. This, as we have shown in the paper, can lead to more accurate and
meaningful rating in QoS assessment.

The work reported in this paper is still at an early stage, and a number of
issues still need to be investigated. First, there is a need to consider how user
expectation may be best represented. The current real-number based represen-
tation is rather limited, and does not allow the user to specify, for example, the
minimum and maximum expectations. Second, better techniques for matching
expectations need to be developed, particularly for expectations that are not
expressed as simple real numbers. We envisage that some reasoning mechanisms
will be required. Finally, there is a need to consider what happens when there
are no matching expectations when assessing QoS, or the so-called “cold start”
problem [25]. This is particularly interesting to consider in our quality model, as
tightening or relaxing similarity measures in the model can have a direct impact
on matchable expectations.
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