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Abstract—This paper quantitatively analyzes anonymous com-
munication systems (ACS) with regard to anonymity properties.
Various ACS have been designed & implemented. However, there
are few formal & quantitative analyzes on how these systems per-
form. System developers argue the security goals which their sys-
tems can achieve. Such results are vague & not persuasive. This
paper uses a probabilistic method to investigate the anonymity be-
havior of ACS.

In particular, this paper studies the probability that the true
identity of a sender can be discovered in an ACS, given that some
nodes have been compromised. It is through this analysis that
design guidelines can be identified for systems aimed at providing
communication anonymity. For example, contrary to what one
would intuitively expect, these analytic results show that the proba-
bility that the true identity of a sender can be discovered might not
always decrease as the length of communication path increases.

Index Terms—Anonymous communication, network security,
rerouting, sender/receiver anonymity.

I. ACRONYMS & NAMES1

ACS anonymous communication system
Anonymizer a web proxy to achieve web-

browsing anonymity
Anonymous Remailer anonymous e-mail service
DARPA USA Defense Advanced Research

Projects Agency
DC-net an approach to achieve anonymity
L1 strategy of selecting paths with

fixed length
L2 strategy of selecting paths with vari-

able length of geometric distribu-
tion

L3 strategy of selecting paths with vari-
able length of uniform distribution

LPWA Lucent Personalized Web Assistant
Mix an approach to achieve anonymity
PipeNet an anonymous protocol
T1 strategy of selecting paths without

cycles
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T3 strategy of selecting paths with dis-
joint cycles

T3 strategy of selecting paths with ar-
bitrary nonreflective cycles

NOTATION

number of nodes in the system
: set of nodes in the

system
number of compromised nodes, for

path length
guessed by the adversary
number of compromised nodes on
the rerouting path,

true sender of the message
receiver of the message
immediate predecessor of the re-
ceiver
set of nodes which are definitely not
the true sender
set of nodes which are likely to be
the true sender
set of compromised nodes on the
rerouting path
set of compromised nodes which
are not on the rerouting path
information reported from the com-
promised node,
time instant when the message tra-
verses
immediate predecessor of
immediate successor of
all possible event, , that the adver-
sary may observe
forwarding probability

completely identified path-frag-
ments

the true sender can be identi-
fied for instance that there are

compromised nodes on the path
with length
the fact that the adversary col-
lected, including path segments

and the order thereof
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II. INTRODUCTION

THIS paper quantitatively analyzes ACS with regard to
anonymity properties. With the rapid growth and public

acceptance of the Internet as a means of communication and in-
formation dissemination, concerns about privacy & security on
the Internet have grown. Anonymity becomes a basic require-
ment for many on-line Internet applications, such as E-Voting,
E-Banking, E-Commerce, and E-Auctions. Anonymity protects
the identity of a participant in a networked application. Many
ACS have been developed, which protect the identity of the
participants in various forms; sender anonymity protects the
identity of the sender, while receiver anonymity does this for
the receiver. Mutual anonymity guarantees that both parties of a
communication remain anonymous to each other. Finally, some
systems provide unlinkability-of-sender-and-receiver. In such
systems, no one can infer the communication relation between
the sender & receiver, except the sender & receiver themselves.

Among these various forms of anonymity, sender anonymity
is most demanded in the current Internet applications. In
E-Voting, for example, a cast vote should not be traceable
back to the voter. Similarly, payments using E-Cash should be
nontraceable. Finally, users may generally not want to disclose
their identities when visiting web sites. Thus, this paper focuses
primarily on sender anonymity.

Sender anonymity is most commonly achieved by transmit-
ting the message to its destination through one or more interme-
diate nodes, to hide the true identity of the sender. The message
is effectively rerouted along what is called the rerouting path.
This paper studies rerouting-based anonymous communication
systems in terms of their ability to provide sender anonymity.
The selection of rerouting paths is critical for this kind of ACS.
The 2 key issues in path selection are:

1) how to choose the path length, and
2) how to choose the path topology.

This paper studies how different ‘path selection strategies’ affect
the ability to provide sender anonymity. For a given anonymous
communication system, this ability is measured as the proba-
bility that the true identity of a sender can be discovered.

This investigation assumes a passive adversary model. An ad-
versary can compromise one or more nodes in the system. An
adversary agent at such a compromised node can gather infor-
mation about messages that traverse the node. If the compro-
mised node is involved in the message rerouting, it might be
able to discover and report the immediate predecessor and suc-
cessor node for each message traversing the compromised node.
The adversary is assumed to collect all the information from the
compromised nodes, and to attempt to derive the identity of the
sender of a message.

The following sections describe several insightful results
based on a quantitative analysis of ACS.

• Contrary to intuition, the probability that the true identity
of a sender can be discovered might not always decrease
as the path length increases.

• The complexity of the path topology does not have an im-
portant impact on this probability. While paths with com-
plicated topology perform better than simple ones, the dif-
ference is relatively small.

• As anticipated, the probability that the true identity of a
sender can be discovered increases when the number of
compromised nodes in the system increases. In particular,
the deterioration of the system behavior goes sublinearly
as the number of compromised nodes increases.

This study showed that several well-known ACS are not using
the best path selection strategies. Therefore these results are
very helpful for the current & future development of ACS.

Section 2 gives an overview of the ACS. Section 3 presents
the system model, and discusses the key issues in path selection
for ACS. Section 4 describes the threat model, and discusses
how the adversary determines the identity of the sender of a mes-
sage under this model. Section 5 reports the analytic & numeric
results. Section 6 presents several remarks.

III. OVERVIEW OF ANONYMOUS COMMUNICATION SYSTEMS

This section surveys the past work related to anonymity, in-
cluding DC-Net [5], [39], Mixes [4], [18], [20], Anonymizer
[1], Anonymous Remailer [2], LPWA [10], Onion Routing [13],
[31], [33], [34], Crowds [26], Hordes [28], Freedom [12], and
PipeNet [8].

Many ACS have been designed & implemented to provide
various types of anonymity, such as sender anonymity, re-
ceiver anonymity, mutual anonymity, unlinkability of sender
& receiver, or combinations thereof. As mentioned in the
Introduction, sender anonymity is typically most demanded in
current Internet applications.

Systems providing sender anonymity can be categorized into
two classes:

1) rerouting-based systems, and
2) nonrerouting-based systems.

To the best of our knowledge, DC-Net [5] is the only non-
rerouting-based ACS. In DC-Net, each participant shares se-
cret coin flips with other pairs, and announces the parity of the
observed flips to all other participants and to the receiver. The
total parity should be an even number, because each flip is an-
nounced twice. By incorrectly stating the parity that the sender
has seen, this causes the total parity to be an odd number. Thus
the sender can send a message to the receiver. The receiver gets
the message if it finds that the total parity is odd. No-one, except
the sender, knows who sends it. The advantage of DC-Net over
rerouting-based systems, is that it does not introduce extra over-
head in terms of longer rerouting delays & an extra amount of
rerouting traffic. It relies, however, on an underlying broadcast
medium, which comes at great expense as the number of partic-
ipants increases. Due to its lack of scalability in practice (e.g.,
the number of participants), none of the current on-line appli-
cations use this method. The remainder of this paper therefore
focuses on rerouting-based systems.

Most widely-used ACS use rerouting of a message through
a number of intermediate nodes. The sender sends the message
to such an intermediate node first. This node then forward the
message either to the receiver, or to another intermediate node,
which then forward the message again. After the message tra-
verses the first intermediate node, the sender cannot be identi-
fied through the information kept in the header of the message.
Even though rerouting introduces extra delay and typically in-
creases the amount of traffic due to longer routes, this approach
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is scalable & practical when such overheads are within tolerable
limits.

The remainder of this section briefly overviews several such
communication systems, categorizing them according to their
path selection strategies.

Anonymizer [1] provides fast, anonymous, interactive com-
munication services. Anonymizer in this approach is essentially
a web proxy that filters out the identifying headers and source
addresses from web client requests. Instead of a user’s true iden-
tity, a web server can only learn the identity of the Anonymizer-
Server. In this approach, all rerouting paths have a single inter-
mediate node, which is the Anonymizer-Server.

Anonymous Remailer [2] is mainly used for e-mail
anonymity. It uses rerouting of an e-mail through a sequence
of mail remailers, and then to the recipient such that the true
origin of the e-mail can be hidden.

Onion-routing [13], [31], [34] provides anonymous Internet
connection services. It builds a rerouting path within a network
of onion-routers, which in turn are similar to real-time Chaum
Mixes [4]. The basic idea of the mix approach is that each mes-
sage is sent over a series of independent stations (mixes). A
mix is a store-and-forward device which accepts a number of
fixed-length messages from different sources, discards repeats,
performs a cryptographic transformation on the messages, and
then outputs the message to the next destination in an order not
predictable from the order of inputs.

Onion Routing I [31], [33], [34] uses a network of 5 Onion
Routing nodes operating at the Naval Research Laboratory. It
forces a fixed length (5 hops) for all routes.

Onion Routing II [33] can support a network of up to 50 core
Onion Routers. For each rerouting path through an onion routing
network, each hop is chosen at random. The rerouting path may
contain cycles. Its path selection approach is borrowed from
Crowds [26]. The anticipated route length is completely deter-
mined by the weight of a Bernoulli trial.

Crowds [20] aims at protecting the users’ web-browsing
anonymity. Like Onion Routing, the Crowds protocol uses
a series of cooperating proxies (called jondos) to maintain
anonymity within the group. Unlike Onion Routing, the sender
does not determine the entire path. Instead, the path is chosen
randomly on a hop-by-hop basis. Cycles are allowed on the
path. Once a path is chosen, it is used for all the anonymous
communication from the sender to the receiver within a 24-hour
period. At some specific time instant, new members can join
the crowd and new paths can be formed.

Freedom Network [12] also aims at providing anonymity for
web browsing. Freedom is similar to Onion Routing. It con-
sists of a set of proxies which run on top of the existing In-
ternet infrastructure. To communicate with a web server, the
user first selects a sequence of proxies to form a rerouting path,
and then uses this path to forward the requests to its destina-
tion. The Freedom Route Creation Protocol allows the sender
to randomly-choose the path, but the path length is fixed at 3 in-
termediate nodes [35]. The Freedom client user interface does
not allow the user to specify a path containing cycles.

Hordes [28] uses multiple jondos similar to those used in
the Crowds protocol to anonymously route a packet toward the
receiver. It uses multicast services, however, to anonymously-

route the reply back to the sender instead of using the reverse
path of the request. Similar to Crowds, Hordes also allows cy-
cles on the forwarding path.

Lucent Personalized Web Assistant [10] uses a single proxy
server which accepts connections from the sender of an anony-
mous connection, and forward them on to the host that the
sender wishes to contact anonymously. Obviously, this system
uses the rerouting path with only 1 intermediate node, similar
to Anonymizer.

PipeNet [8] is a simple anonymous protocol, based on the idea
of virtual link encryption. Before the sender starts to send the
data, it establishes a rerouting path. PipeNet always generates a
rerouting path with 3 or 4 intermediate nodes.

IV. SYSTEM MODEL AND KEY ISSUES IN PATH SELECTION

The system model used in the following discussion is an ab-
straction of the systems mentioned in Section 2. It therefore
lends itself well to discussing the key issues in rerouting-based
ACS.

A. System Model

A rerouting-based ACS consists of a set of nodes
, which collaborate with each other to

achieve anonymity. Following general practice, assume that the
receiver is always compromised, and therefore is not included
as part of the nodes. For this paper, the network is modeled at
the transport layer, and every host can communicate with every
other host. The network therefore can be modeled as a clique.
An edge in this graph represents a direct path (with no interme-
diate nodes) from a source host to a destination host (possibly
through some routers in the network). To hide the true identity
of the sender, the message is transmitted from source to destina-
tion through one or more intermediate nodes. The path traversed
by the message is a rerouting-path, and is described as follows

(1)

is the sender, is the intermediate
node on the path, is the receiver, and .

Fig. 1 shows a system of 16 nodes; Node 0 is the sender of
a message. The message is transmitted along the rerouting path

determined by the anonymous commu-
nication system, and finally arrives at Node . In this example,
the message has traversed 5 intermediate nodes. Path-length is
defined as the number of intermediate nodes on the path; there-
fore the path length is 5.

B. Path Selection

Either before or during the transmission of a message, the
rerouting-based ACS must construct a rerouting path from the
source to the destination. Fig. 2 shows a framework for how this
can be done. (The steps in Fig. 2 are often made only implicitly
in real systems; e.g., the protocol might impose a path length
of a given fixed size, and a limited number of rerouting nodes
might make a selection of a rerouting sequence irrelevant.)

From Fig. 2, it is clear that the key steps in path selection are:

1) choose the length of the rerouting path (path length), and
2) choose the sequence of intermediate nodes on the path.
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Fig. 1. System Model.

Fig. 2. Rerouting Path Selection Algorithm.

1) Choosing Path Length: Two kinds of strategies can be
used: fixed-length and variable-length. For variable-length, the
path length is a r.v. conforming to a specific probability distri-
bution. Onion-Routing I & Freedom use fixed-length strategies,
whereas Crowds & Onion-Routing II use variable-length strate-
gies. The system developer must decide the type of path length
selection (fixed or variable) and its parameters. To study the ef-
fect of path length strategy, consider the 3 typical path-length
strategies:

• Strategy L1: Fixed Length. Whenever a sender wants to
send a message to some receiver, the ACS chooses a fixed
number of intermediate nodes to form the rerouting path
to transfer the message.

• Strategy L2: Variable Length with geometric path-length
distribution. The path length is randomly chosen as a non-
negative number conforming to the distribution, for

(2)

the forwarding probability which controls the -ex-
pected length of the rerouting path.

• Strategy L3: Variable Length with uniform path-length
distribution. The path length is randomly chosen as a non-
negative number between 2 values, & , following a uni-
form distribution

2) Choosing Path Topology: Once the path length is
defined, the rerouting path is chosen by randomly selecting
intermediate nodes. Depending on whether a node can be
chosen on a rerouting path more than once, classify paths either
as:

• simple paths: no cycle is allowed, or
• complicated paths: cycles are allowed.

Fig. 3. Threat Model.

To study the effect of path topology, consider the following 3
strategies:

• Strategy T1: the rerouting path does not allow cycles. No
intermediate node can show up in more than one different
place on the rerouting path.

• Strategy T2: the rerouting path allows disjoint cycles,
which are cycles that do not share common nodes. Cycles
must be nonreflective. Only the intermediate node, as the
starting & ending point of a cycle, can show up exactly 2
times.

• Strategy T3: the rerouting path allows arbitrary nonreflec-
tive cycles. This is a path which ends at the node where
it begins, and the immediate successor of a node on this
path cannot be this node itself. Any intermediate node can
show up arbitrary times at any place. Reflective cycles (a
loop which is an edge that connects a node to itself) are
not considered because they have no effect on the adver-
sary’s ability to infer the sender identity. To the adversary,
the reflective cycle can be regarded as the node itself.

Clearly, Strategy T1 can be used to construct the simple path.
Strategy T2 & Strategy T3 are for the complicated path.

V. THREAT MODEL AND ADVERSARY ALGORITHM

Section 4.1 defines the adversary’s capabilities in term of a
threat-model. Section 4.2 describes how the adversary can take
advantage of these capabilities to monitor the network activities,
and use collected information to determine the identity of the
sender of a message.

A. Threat Model

This paper considers a passive adversary model. By passively
monitoring messages in transit, the adversary collects informa-
tion and detects the identity of senders. To have access to mes-
sages, the adversary has previously compromised a number of
nodes . The receiver is as-
sumed to be compromised as well2 . An agent of the adversary
at a compromised node observes & collects all the information

2This assumption proves true in many realistic situations: For example, an
e-mail author might want to hide its identity from the recipient. Similarly, a
visitor to a web page might want to hide its identity from the web server.
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TABLE I
SPECIAL NOTATION.

in the message, and thus reports the immediate predecessor &
successor node for each message traversing the compromised
node. Assume also that the adversary collects this information
from all the compromised nodes, and uses it to derive the iden-
tity of the sender of a message. In Fig. 3, nodes ,
and are compromised. A message is transmitted along the
rerouting path , determined by a path se-
lection algorithm (assuming that Strategies L1 & T1 are used)
of the anonymous communication system from its source 0, to
its destination . In this case, the true sender 0 can definitely
be determined by the adversary, because the adversary can con-
struct the path completely based on the
information collected from the compromised nodes.

This analysis is based on the worst-case assumption in the
following sense:

• The sender has no information about the number or iden-
tity of compromised nodes. The route selection therefore
does not rely on any knowledge about which nodes are
compromised. Thus, some compromised nodes might be
on the rerouting path.

• The adversary has full knowledge of the path selection
algorithm.

• The adversary collects all the information from the agents
on the compromised nodes, and attempts to derive the true
identity of the sender.

• To simplify this discussion, without loss of much gener-
ality, assume that messages which traverse these compro-
mised (malicious) nodes on the path can be correlated; i.e.,
one can determine whether a message received by a com-
promised node is the same one received by another com-
promised node on the path at an earlier time. For many
anonymous communication systems, e.g., Crowds, this is
possible by comparing the payload no matter whether it is
encrypted or not (Neither end-to-end payload encryption
nor link-by-link payload encryption can prevent such type
of correlation). For future work, we leave more compli-

Fig. 4. Framework for Adversary Algorithm (Fixed Path Length).

cated cases, such as MIX-type systems, or any case where
the messages cannot be completely correlated.

In previous evaluations of ACS, various attack models were
assumed [26], [28], [33]. Many of these models are special cases
of the model described here.

• Attack by observing-respondent [28] and end-server [26]:
These 2 cases correspond to the case where the receiver is
compromised.

• Attack by active & passive path traceback [28], and collab-
orating-jondos [26]: These 2 examples correspond to the
case in the model in this paper where the rerouting path
can be reconstructed by the attacker using the routing in-
formation, or other monitoring information from at least

nodes on the rerouting path compromised.
• Attack by local eavesdropper [26], [28]: This corresponds

to the case in the model in this paper where the sender of
the message is compromised.

To formally discuss how the adversary derives the identity of
the sender, Table I introduces a special list of notations.

Section 4.2 discusses how the adversary derives the identity
of the sender for fixed & variable path lengths.

B. Overview of Adversary Algorithm for Fixed Path Length

The Adversary Algorithm derives the true identity of the mes-
sage sender. Fig. 4 shows the framework for the adversary algo-
rithm for fixed path lengths. In the first 2 steps, the adversary
collects the information about the path selection algorithm and
its parameters, and all the information from those compromised
nodes. Following this, the adversary tries to eliminate the nodes
which could not be the sender. Finally, the adversary algorithm
returns a node from the remaining nodes as the source of a
message.

Define the detection-probability as the probability that the
true sender can be discovered: . This measure is
used to evaluate the anonymity behavior of anonymous commu-
nication systems.

C. Details of the Adversary Algorithm for Fixed Path-Lengths

This section discusses the details of each step in the adversary
algorithm in Fig. 4.
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First, the adversary collects the information about the path
selection algorithm & its parameters, and all the information
about network activities from those compromised nodes. The
information collected by the adversary can be classified into 2
types:

• static (off-line) information, and
• dynamic (on-line) information.

Static information includes the knowledge about the path selec-
tion algorithm & its parameters, especially the path-length dis-
tribution. Dynamic information is collected at run-time, and is
based on network activities, e.g., when & where messages come
from and go to.

Step 1) Collect information about the path
selection algorithm & its parame-
ters. The adversary might already have full or
partial knowledge of the path selection algorithm,
and its parameters for the anonymous communica-
tion system under attack. Steps 2 & 3 assume that
the adversary has all the necessary knowledge about
the path-selection algorithm, with the exception of
seed values for any random-number generators used
by the path-selection algorithm. This assumption
follows common practice in all security-related
areas, because it makes little sense, for example, to
assume that encryption algorithms are not known to
the adversary.

Step 2) Collect information from the agents
residing on compromised nodes. As
discussed in Section 4.1, an adversary agent at a
compromised node can discover & report the imme-
diate predecessor & successor node for each message
traversing the compromised node. Dynamic infor-
mation is collected by the compromised nodes in the
system as follows: Every compromised node on the
path, say Node , reports the tuple

(3)

is the time instant when the message traverses
Node is the immediate predecessor of Node

, and is the immediate successor of Node .
The compromised nodes not on the path
implicitly report that they saw no message. After
collecting information from all compromised nodes,
the adversary can sort these tuples collected by time

in ascending order. Let the ordered tuples be:

These collected tuples are , the fact the adversary
can learn by the observation of the system. In the
remainder of this paper, is used to represent all
the information obtained by the adversary in Steps 1
& 2.

Following this, the adversary attempts to derive
the probability that the true sender can be identified

(4)

TABLE II
ELIMINATION RULES FOR SIMPLE PATHS.

represents the event that the adversary col-
lected is exactly the fact (those tuples).

Step 3) Determine a set of potential
senders. Based on the information collected
in the first 2 steps, the adversary eliminates nodes
from the set of possible senders of the message by
applying the following rules. The node set can be
classified into 3 subsets:

i) ,
ii) Node : Node is the immediate pre-

decessor of the first compromised node on
the path ,

iii) .
The NS represents the set of nodes excluded from
being the true sender. The remaining nodes, except
Node , form the set of potential senders, PS.

contains the nodes likely to be the true
sender.

It follows that

(5)

(6)

For each node .
For each node ,

. Node can also be the sender if
. It follows that the true sender

must be a node in the set .
Now construct node set NS. The set of non-

senders, NS, is determined with an elimination
algorithm. Initially, NS is the empty set , and PS is
the system-node set . Following this, a sequence
of nodes is eliminated from PS (and so added to
NS) by applying a set of elimination-rules.

For simple paths, Table II lists a set of elimination
rules.

In the remainder of this Section 4.3, the partial
path between 2 compromised nodes on the rerouting
path has been completely identified when all the
nodes on the rerouting path have been identified be-
tween the 2 compromised nodes. For simple paths,
this means that all the nodes on the partial path are
either compromised nodes, or the immediate pre-
decessors or immediate successors of compromised
nodes; For 2 “adjacent” compromised nodes (there
is no compromised node between them), the imme-
diate successor of the first compromised node is ei-
ther the immediate predecessor of the second com-
promised node, or the second compromised node.
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If the sender itself is compromised , then
the sender can be trivially identified. All remaining
nodes are therefore nonsenders. (Rule R1)

If the adversary can construct the whole rerouting
path, and the predecessor of the first compromised
node is the head of the path, then the sender again
is identified. All remaining nodes are therefore non-
senders. (Rule R2)

Compromised nodes not on the path do not see a
message. Therefore they cannot be the true sender,
and so can safely be added to NS. (Rule R3)

Whenever , i.e., there is at least 1 inter-
mediate node, the immediate predecessor of the re-
ceiver cannot be the true sender. Otherwise, the path
length would be 0. (Rule R4)

Except for the immediate predecessor of the first
compromised node, none of the compromised nodes
themselves, and their immediate predecessors & im-
mediate successors can be the true sender. (Rules R5
& R6)

The immediate predecessor of the first compro-
mised node, , could not be the true sender if the
path from this first compromised node to the receiver

can be completely identified, and the length of
this identified path is less than . Otherwise, the
path length would be less than . Thus, is not the
sender. (Rule R7)

So far, NS is constructed.
For complicated paths, the elimination rules are

more complicated, but similar to that for simple
paths.

Step 4) Among all possible senders, se-
lect the one most likely to be the
sender. The adversary determines which node is
most likely to be the true sender among the set of
potential senders , and returns this node
as the sender of the message.

First, calculate . We can
definitely determine if
Elimination Rules or have been applied, or

if Elimination Rule
has been applied.

Otherwise, by law of total probability,
is derived as follows

(7)

where represents the th intermediate node on the
path.

Calculation of is in [17].
If , then

Otherwise, calculate as follows.
In some cases, the physical location of the sender

& of the compromised nodes, or some other infor-

mation, can give rise to an a priori probability for
Node to be the true sender. Thus calculate the prob-
ability that the true sender can be discovered as

(8)

In most cases, the adversary does not have such
knowledge. So in the remainder of this paper,
without loss of generality, it is assumed that any
node in PS can be the sender of a message with
equal probability. Thus, the probability that the
identity of the sender can be discovered is

(9)

D. Correctness & Completeness of Elimination Rules

For an elimination algorithm to be effective, it must eliminate
as many nonsenders as possible, without ever eliminating the
true sender. This section shows that the elimination-algorithm
defined by rules through satisfies these requirements.

For an elimination algorithm to never mistakenly-eliminate
the true sender, the elimination rules must be correct.

Definition 1: Correctness of elimination rules: A set of
elimination rules is correct if these rules do not mistakenly elim-
inate the true sender. A correct elimination algorithm uses a cor-
rect set of elimination rules.

For an elimination algorithm to output the node most likely
to be the true sender, the elimination rules must be complete.

Definition 2: Completeness of elimination rules: A set of
elimination rules is complete if no other node can be correctly
eliminated after this set of rules is applied. A complete elimina-
tion algorithm uses a complete set of elimination rules.

For a simple path, it can be shown that rules to are
correct & complete.

Theorem 1: Correctness of Elimination Rules—Rules to
never mistakenly eliminate the true sender.

Theorem 2: Completeness of Elimination Rules—No other
nodes can be eliminated (added into NS) after rules to
are applied.

The proofs of Theorems 1 & 2 are in [17].
Similarly, the correctness & completeness of elimination

rules for the case of complicated paths can be proved.
All the elimination algorithms partition the set of nodes into

potential senders and nonsenders. Without further information
available, all potential senders have the same probability of being
the true sender. It therefore follows that a correct & complete
elimination algorithm performs best among all elimination al-
gorithms; i.e., it finds the true sender with highest probability.

E. Extension to Variable Path-Length

Section 3 discussed how randomized re-routing decisions at
the intermediate nodes give rise to path lengths which follow a
probability distribution. The adversary algorithm for fixed path-
lengths in Fig. 4 is extended to this case.
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Let the path-length follow the distribution

(10)

To calculate , the path length must be de-
rived. For fixed-length paths, the length is known to the adver-
sary. However, for variable-length paths, given the fact that
the adversary learns from the observation of the system, the ad-
versary first derives the lower & upper bounds of possible path
length, and then derives the probability that each node can be
identified as the true sender.

As discussed in Section 4.1, the adversary collects informa-
tion from the compromised nodes in the system.
compromised nodes, not on the path, report that no message tra-
versed them, and that each of compromised nodes on the path
reports a tuple of information about when & where the message
came from & went to:

In general, these tuples can be concatenated. Formally, 1 tuples
and can

be concatenated if and only if

(11)

(12)

(13)

or if

(14)

(15)

Thus, an adversary at some time instant can observe a sequence
of fragments of a path, which the message traverses

(16)

where is the th completely-identified partial-path fragment,
and any 2 fragments can not be combined; i.e., each fragment
contains the maximum possible tuples. The partial path be-
tween 2 compromised nodes on the re-routing path has been
completely identified when all the nodes on the re-routing
path have been identified between the 2 compromised nodes.
This means that all the nodes on the partial path are either
compromised nodes, or the immediate predecessors or imme-
diate successors of compromised nodes; and for 2 “adjacent”
compromised nodes (there is no compromised node between
them), the immediate successor of the first compromised node
is either the immediate predecessor of the second compromised
node, or is the second compromised node. The adversary knows
the number of these completely identified path fragments, and
the length of each path fragment.

Now derive the lower & upper bounds of possible path
lengths. For example, the lower bound is the sum of the
lengths of each completely identified path fragments, because

all the constructed path fragments can be adjacent (i.e., there
is no intermediate node between any 2 time-adjacent path
fragments). The upper bound can also be defined to be

, where is the maximum path-length defined
in the path-length distribution for .

Unless the path from the sender to the receiver has been com-
pletely identified, every node except the compromised
nodes reporting no message traversed are always possible to be
on the rerouting path. As Theorem 3 shows, there are no better
bounds than & .

Theorem 3: The lower & upper bounds ( & ) derived above
are tight, i.e., there do not exist bounds & satisfying

.
Theorem 3 can be easily proved by contradiction.
As assumed, the adversary knows the path-length distribu-

tion of the variable path-length strategy, i.e., , where
; by law of total probability, the adversary can

calculate by:

(17)

where

(18)

can be calculated by the algo-
rithm for the fixed path-lengths discussed in Section 4.3, for any
given fixed path-length .

From the law of total probability,

(19)

is the set of all possible events which the adversary might
observe. As discussed in Section 4.2, this measure is used to
evaluate the anonymity behavior of ACS.

VI. SECURITY ANALYSIS

This section analyzes the impact of path selection strategies
on the probability that the true identity of the sender can be
discovered . The analytic results are presented
first; then the numerical results are presented.

A. Analytic Results

Derive the conditional probability that the identity of the true
sender is discovered, given that there are exactly compromised
nodes on a randomly selected simple path. This provides the
basis for deriving general formulas for the probability that the
true sender can be discovered. Then, derive closed-form solu-
tions for special cases.
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There are instances of simple paths which have length
, and contain exactly compromised nodes3 . For example, let

& ; then there are instances:

represents intermediate node on the path; is the sender;
and is the receiver. The indicates that a node is compro-
mised.

Let be the detection probability for instance

(20)

The value for is calculated by applying the elimination
rules to the instance. For example, for Instance 3, it is known
that , & cannot be the sender (per rules R1, R2, & R3,
respectively). Thus, for this instance, the nonsender set is

(21)

Then, by (9),

(22)

But for Instance 1, because the true sender is the immediate
predecessor of the compromised node , according to (7):

.
Formally, a procedure for computing can easily be

established by using the elimination rules as operators. The de-
tails of the procedure are not given here due to space limitation.
With , one can obtain the probability that the sender’s
identity can be discovered for a given number of compromised
nodes, as illustrated in lemma 1:

Lemma 1: For a simple path of length , and compromised
nodes, the conditional probability that the identity of the true
sender is discovered is

(23)

The lemma follows directly from the law of total probability,
and the definition of .

1) General Formula: Based on lemma 1, derive the general
results on the probability that the sender can be identified. First,
deal with the case of simple paths with fixed length.

3The receiver is always compromised. Thus the i compromised nodes here
do not include the receiver.

Theorem 4: For a system with compromised nodes, and
a simple path of length , the probability that the true sender
can be discovered is

(24)

(25)

(26)

Proof: Recall that the path-selection algorithm constructs
the rerouting path by randomly choosing the intermediate nodes.
All the nodes are chosen as intermediate nodes on the path with
equal probability. Also recall that the path-selection algorithm
does not know which nodes are compromised.

The number of compromised nodes on the path can be any
integer between & . By the law of total probability,

(27)

represents the probability that a simple path of
length contains exactly compromised nodes. Because both
the nodes on the rerouting path & the compromised nodes are
randomly chosen, we have

(28)

Substitute (23) & (28) into (27); the result is (24).
Next, consider the case of simple paths with variable length.

Formally, let r.v. be the path length chosen by the sender, r.v.
be the number of compromised nodes on the selected path,
be the path length considered by the adversary, and be

an index marking instances of paths that have length and
compromised nodes.

Theorem 5: Assume that, in a system with compromised
nodes, simple paths with variable-length are used, and that the
path length conforms to the probability distribution

, where . The probability that the true sender can
be discovered is

(29)
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and is the minimum path length that the adversary can
derive for case when the true path length is , and nodes on
the path are compromised.

Like , the functions & can be computed by
applying operators related to the rules used in the Adversary
Algorithm in Section 4.5.

Sketch of Proof: By the law of total probability,

(30)

can be further computed by applying the
law of total probability; (27) follows.

So far, the general analytic results for the case of simple paths
have been obtained. A similar approach can be taken to deal with
the case of complicated paths. The only difference is that for the
latter, the construction of the instance list for a path of length
with compromised nodes is appreciably more complicated [17].

2) Special Cases: Section 5.1.1 derived the general results
for computing the probability that the true sender can be
discovered. This section analyzes 2 special cases to obtain
closed-form formulas. While these 2 special cases are simple,
their closed-form formulas help to analytically verify certain
properties observed in the numerical analysis in Section 5.2.

In special case #1, consider a system using a fixed-length
simple path with exactly 1 compromised node. The probability
that the true sender can be discovered can be easily determined
as follows.

Theorem 6: For a system having exactly 1 compromised
node & using a fixed-length path, and for

(31)

When

L=1 L=2;
L=3.

(32)

When see (33) at the bottom of the page. In special
case #2, consider a system that uses variable-length paths con-
forming to the distribution

x=0;
x=1.

(34)

For this case, Theorem 7 can be obtained.
Theorem 7: For a system using variable-length paths with a

length distribution conforming to (34),

(35)

The proofs of these 2 theorems are in [17].

Fig. 5. PrfS = sg vs. path length. (N = 10, and fixed length).

B. Observations

This section numerically computes the values of
of several anonymous communication systems; and analyzes
how path length, path topology, and the number of compromised
nodes impact the values of .

Throughout this section, & represents
a system which uses Strategy for path-length selection,
Strategy for path-topology selection, and has nodes
compromised.

1) Impact of Path Length:
a) Case of Fixed-Length Paths: Fig. 5 compares the de-

tection probability of the sender for various systems with fixed
path-length selection. Consider the following observations:

• In many cases, the value of decreases as the
path-length increases. This coincides with general intu-
ition; the more a message gets rerouted, the more difficult
it is for the adversary to infer the sender.

• However, is not always monotonically de-
creasing as the path-length increases. For example, for the
systems & reaches its
minimum at . After that, becomes an
increasing function of .

The second observation is against intuition. One would an-
ticipate that anonymity would be better with longer paths. The
results here show that this is not always true. This phenomenon

(33)
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Fig. 6. PrfS = sg vs. s-Expected Path-Length. (N = 100, Simple Path, and
Variable Length).

can be explained: As the path-length increases, the possibility
increases that compromised nodes are chosen as intermediate
nodes. In this way, the adversary would gain better information
about the path, improving its chance to identify the sender.

This observation can be confirmed analytically. From (33),

(36)

When , then achieves its
minimum value. In this case, it follows that achieves
its minimum value when the path length is 7 (the extreme point
is 6.657) for & . Also, consider (33); by
applying classical calculus techniques, it is easy to show that

reaches its maximum at . That is, in this
kind of system, increasing the path length does not necessarily
improve the performance. It is best to choose ; and it is
worst to use .

b) Case of Variable-Length Paths: Here, the path-length
is a r.v. Consider the following distributions of path length.
Some of them are used in existing anonymous communication
systems:

• Fixed path length

x = c;
.

(37)

• Variable path-length conforming to geometric distribution

(38)

• Variable path-length conforming to uniform distribution

(39)

Fig. 6 shows the numerical results about detection probability
under different path-length distributions. Fig. 6 suggests the fol-
lowing observations:

• When the -expected path length is sufficiently large (e.g.,
larger than 15), the detection probability under various
path-length distributions becomes very close, indicating
that the length-distribution here is not critical.

• When the -expected path length is small, is
sensitive to the -expected path length. Generally, when
the -expected path-length increases, de-

Fig. 7. PrfS = sg vs. s-Expected path length. (N = 11;M = 2,
Variable-Length Distribution (43).

creases in most cases. Again, in some special cases, this
may not be true.

• When the -expected length is small (e.g., less than 10),
the uniform distribution performs the best.

The nonmonotonicity of can again be verified
with a closed-form formula. Consider the simple case where the
variable path-length conforms to the distribution defined in (34);

is the -expected path length.
From (35),

(40)

When , i.e.,
, then achieves its

minimum value. There might be 2 values for here; choose the
one in . Fig. 7 illustrates the impact of on .
In this case, achieves its minimum value 0.395
when the -expected path length is 0.796.

2) Impact of Path Topology: Due to the space limitation,
consider only the impact of path topology under fixed path-
length strategy here.

Compare the 3-path topology selection strategies of T1, T2,
T3. Path lengths are fixed.

Fig. 8 shows the impact of complexity of path topology on
. The system with complicated paths (i.e., using

strategies & ) performs better than the system with simple
paths. However, the difference is relatively small.

3) Impact of Number of Compromised Nodes: Figs. 9, &
10 show how , the number of compromised nodes, affects

. As anticipated, the probability that the true sender
can be discovered increases as the number of compromised
nodes increases. This conforms to general intuition. In addition,
the deterioration of the system behavior goes sublinearly as the
number of compromised nodes increases.
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Fig. 8. PrfS = sg vs. Path Length. (N = 15 and Fixed Length).

Fig. 9. PrfS = sg vs. Number of Compromised Nodes(N = 15 and Fixed
Length).

Fig. 10. PrfS = sg vs. Number of Compromised Nodes(N = 15 and Fixed
Length L = 10).

VII. REMARKS

This paper quantitatively analyzes the anonymity behavior of
ACS, under various rerouting path-selection strategies. Several
previously-used path selection methods are considered and the
behavior of the adversary was modeled. The system anonymity
was measured in terms of the probability that the identity of a
message-sender can be discovered by the adversary. The main
results from this study are:

1) A general intuition has been that the longer the rerouting
path, the better the system’s anonymity. While this is
true in many cases, the analytic result here shows that
the anonymity of the system might NOT always be im-
proved as path-length increases. In some cases, a longer

path of rerouting can result in a worse anonymity. For-
mulas are provided which allow designers to identify op-
timal rerouting path lengths under varying conditions.

2) While complicated paths perform better than simple ones,
the difference on system anonymity due to different com-
plexity of path topology is usually relatively small.

3) As anticipated, system anonymity becomes more vul-
nerable as the number of compromised nodes increases.
In addition, the deterioration of the system behavior
goes sublinearly as the number of compromised nodes
increases.

From these analytic results, several existing ACS are not
using the best path-selection strategies. For example, Freedom
([12], [35]) uses simple paths with fixed length of 3 in the
current system, which gives the worst anonymity when there is
1 compromised node in the system.

Thus, the results in this paper can help system developers
to properly-design their path-selection algorithm, and conse-
quently improve their ACS.
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