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Abstract—

The Differ entiated Sewicesarchitecture providesrouter mechanismsfor
aggregatetraffic, and edgemechanismsfor individual flows, that together
can be usedto build sewiceswith varying delay and loss behaviors. In
this paper, we compare the lossand delay behaviors that can be provided
usingthe sewicesbasedon combinationsof two router mechanismsthresh-
old droppingand priority schedulingand two packet marking mechanisms,
edge-discading and edge-marking In the first part of our work, we com-
pare the delay and loss behaviors of the two router mechanismscoupled
with edge-discading for a wide range of traffic arrivals. We obsewe that
priority schedulingprovideslower expecteddelaysto preferred traffic than
thresholddropping In addition, we find that a considerableadditional link
bandwidth is neededwith threshold dropping to provide samedelay be-
havior as priority scheduling We further obsewe little differencein the
lossincurr ed by preferred traffic under both router mechanisms,except
when sourcesare extremely bursty, in which casethresholddropping per-
forms better. In the secondpart of our work, we examinethe thr oughput of
a TCP connectionthat usesa sewice built upon thresholddroppingand edge-
marking Our analysisshows that a significant improvementin throughput
canbe achieved. However, we find that in order to fully achieve the benefit
of such a packet marking, the TCP window must take the edge-marking
mechanisminto consideration.

|. INTRODUCTION

The diverse and changing nature of service requirements
amongemeging Internetapplicationscallsfor a network archi-
tecturethat is both flexible and able to distinguishamongthe
needf the applications.Previous efforts in this direction[26]
confirmthata successfutieploymentof suchanarchitecturene-
cessitatesimple mechanismsnside the network. Differenti-
atedServiced1], [4], [20] (diffserv)is suchanarchitecturethe
needsof variousapplicationsaresupportedisinga simpleclas-
sificationschemeAt a highlevel, pacletsareclassifiedprior to
enteringthe network via a pacet markingmedanism andthe
serviceghatarouterinsidethe network providesto a pacletare
solelydependenbn the paclet's class Several pacletmarking
androutermechanisméave beenproposed4], [5], [10], [12],
[14],[16], [24], [25] in thecontext of thisnew serviceparadigm.
However therehave beenfew studiesproviding anunderstand-
ing of their comparatie merits. The intent of our work is to
provide a quantitatve comparisorof thesevariousmechanisms
andto derive the loss and delay behavior of the servicesthat
thesemechanismsupportunderawide rangeof traffic arrivals.

Therearetwo importantissuesconcerningthe mechanisms
in a diffserv architecturethat we examinethroughour quanti-
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tative analysis. Thefirst issueis how an internal router should
treat padkets of different classes In orderto examinethis is-

sue,we considertwo mechanismsghatarerepresentatie of two

principalproposal$4], [20] thathave beenwidely consideredis

routermechanismsln oneproposakhatis representatie of the

mechanisnin [20], aroutermaintainsseparatéIFO queuedor

eachclass,and assigngpriorities in servingthesequeues.We

refer to this routing mechanismas priority scheduling In the

secondproposalthatis representatie of the onein [4], which

we referto asthresholddropping a routerallows buffer shar

ing amongpaclets of all classes. Associatedwith eachclass
is a thresholdthatis usedto determinewhethera paclet is ac-

ceptedor not. Notethatwhile thresholddroppingsupportamul-

tiple serviceclassedy selectingdifferent thresholds priority

schedulingsupportsnultiple serviceclasse®y assigningpriori-

tiesin schedulingheseparatéuffers. Thereasorfor examining

thresholddroppingandpriority schedulingmechanismss that

while thelatterallows completeisolationamongpaclet classes,
the former one doesnot provide ary isolation. As ary other
routermechanisnprovidesa degreeof isolationamongpaclet

classeshatis betweertherangeghatprovidedby theabosetwo

routermechanismsexaminingthresholddroppingand priority

schedulingwould provide valuableinsightsinto routermecha-
nismsin the contet of diffservarchitecture.

The secondissueis whetheran edge router shouldforward
padketsthat fall outsideof the “pr ofile” it hasnegotiatedwith
thesender. If theedge-routeforwardsbothin-profile andout-
profile pacletsinto the network, the in-profile and out-profile
pacletsof asinglesessiorcanpotentiallyobsene differentloss
anddelaycharacteristicslueto discriminationgrovidedby the
internal router mechanisms.The issueof whetherout-profile
pacletsshouldbe forwardedinto the network or not hasbeen
debatedn severalpaperd4], [6], [11], [16]. Somehave argued
[4],[16] that allowing out-profile packetsinto the network im-
provesbuffer andlink bandwidthutilization when routersuse
thresholddropping. But the consequencef this approac on
the performanceof specificnetworkprotocols,sud as TCR is
notundeistood

Thefirst partof our studycomparegossanddelaybehaiors
underthe two competingrouter mechanismsthresholddrop-

LPrior to transmissionthereis a negotiationbetweerthe edgerouterandthe
senderregardinga “service class”, that specifiesa paclet classificationanda
“serviceprofile”, thatspecifiesanupperboundon the amountof traffic thatthe
sendengyotiateso sendn thespecifiedserviceclass.Theedgeroutermarksall
the pacletsthatarewithin the profile asin-profile andthe excessasout-profile.



ping and priority schedulingwhen only in-profile paclets are
forwardledby an edge-routeinto the network. In orderto gain
insightinto thefundamentatlifferencesn thelossanddelaybe-
haviors of thesetwo routermechanismsye startwith Poisson
model for paclet arrivals. We find that it is possibleto pro-

vide considerablylower delaysto preferredpacletswith prior-

ity schedulingthanwith thresholddropping. In addition, we

find thatan additional 30% — 70% link capacityis neededwith

thresholddroppingin orderto provide the sameexpecteddelay
to preferredpacletsas provided by priority scheduling. With

respectto loss, we find that both router mechanismsrovide

similar preferredpacletlossrates with thresholddroppingpro-

viding mamginally lower loss.

Next we examinethe validity of the above findings under
morerealisticpaclet arrivalsthatwe capturevia bursty On-Off
sources.Using analyticalapproachwe obsere similar results
with the following exception: whenthe sourcesare extremely
bursty and a very small amountof lossis allowed, threshold
droppingutilizesthe buffer andlink bandwidthmoreefficiently.

The secondpart of our study examinesthe effect that ac-
ceptingbothin-profile and out-profile pacletsof a sessiorinto
the network hason a TCP connectionwith thresholddropping.
We assumehatin-profile packetsarepreferredover out-profile
pacletsat internal routers. Basedon a simple Markov model,
we make two interestingobsenationsfor the casewhentheloss
probabilitiesof thein-profile andout-profile pacletsaresignif-
icantly different: 1) thereis a significantimprovementin the
throughputof a TCP connectioneven when a relatively small
portion of traffic is sentas in-profile paclets; 2) in order to
fully utilize the benefitsof sucha markingschemethe choice
of the maximumTCPwindow sizeshouldtake severalparame-
tersinto accountsuchasthelossprobabilitiesof in-profile and
out-profilepaclets,andthe sendeserviceprofile. Without this,
not all of the potentialbenefitsof allowing out-profile paclets
into the network canbeachieved.

Several studieg[2], [3], [13], [17], [19], [27] examinedelay
and/orossbehaior of servicesn thediffservarchitecturaising
avarietyof traffic models.May etal. [17] quantifytheexpected
delayandlossof pacletsthat arrive via a Poissonprocessfor
assured4] andpremiumserviceqg20]. Naseretal. [19] quan-
tify the expecteddelayof pacletsfor constanbit rateandOn-
Off sourcetraffic usinga two-bit architecturevhich combines
assuredindpremiumserviceslbanezetal. [13] considemways
in which assuredservicecanbe usedto improve TCP through-
put, and demonstratehe difficulties in quantifyingthe impact
of assuredserviceon TCRP. Yeomet al. [27] performa simi-
lar study andproposea ratherelaboratemechanisnto support
TCP Finally, Shenleretal. [2], [3] show thatthe usefulnes®f
a priority-basedservicedependsewaily on the adaptve capa-
bilities of applications.

While eachpieceof work contributesto the understandingf
thebenefitsandlimitationsof thevariousservicesyettheques-
tion that,we believe, is of interestto the networking community
remainsunansweredgivena setof sessiorrequirementsywhat
router and paclket marking mechanismshouldbe provided in
a diffservarchitectureo bestsatisfythe sessiorrequirements?
We addresghis questionthrougha quantitatve comparisorof
the serviceghatarebuilt from two routermechanismandtwo

paclet markingmechanismsWe find thatthe answerdepends
on boththe servicerequirementsndthetraffic model.

The restof the paperis organizedin the following way. In
Section2, we provide the details of diffserv architectureand
derive a framework for comparisorof two routermechanisms.
In Section3, we comparethe routermechanismsvhensources
arecharacterizethy PoissorarrivalsusingMarkov analysis.In
Section4, we considertraffic thatis characterizedy Markov
modulatedOn-Off sourcesandprovide comparatieanalysisvia
fluid modelwhenthe sourcesrequirestrict quality of service.
In Section5, we studythe effect of forwardingboth in-profile
and out-profile paclets of a sessioron the throughputof TCP
connectionusing the Markov model. Section6 concludesthe
paper

Il. DIFFSERV ARCHITECTURE AND OUR MODEL

The major component®f a differentiatedservicesarchitec-
tureare: (1) edgemechanismshatincludemetering,marking,
shapingandpolicing individual flows at an edgerouterand(2)
core-routemechanisms,i.erputermechanisménsidethe net-
work for buffering and forwarding aggreyatetraffic. An edge
routerprovidestheaccesgpointfor theend-hosto the corenet-
work. Prior to paclet transmissiona sendeispecifiesa service
class thatdefinesa paclet classificationand a serviceprofile,
thatindicatesthe amountof traffic thatthe sendemegotiatesto
sendin the specifiedclass. The edgeroutermonitorsthe send-
ing rateto determindf the sendelexceedgheserviceprofile. It
classifiespacletsfalling within the serviceprofile asin-profile
and,out-profile otherwise andinsertsatagin the pacletheader
indicating both the serviceclassand whetherthe paclet is in-
profile or out-profile. In additionto marking paclets,the edge
router can decidewhetherto shape,drop or forward the out-
profile pacletsinto thenetwork. As we shallseelater, this deci-
sionhasasignificantimpactonthenetwork resourceutilization,
network protocolandservicebehavior of eachclass.Therouter
insidethe network differentiateghe pacletsbasednly ontheir
markingby the edgerouter As aresult,the mechanismiside
thenetwork aresimple,requiringno perflow stateinformation.

In orderto comparedifferent router mechanismghat have
been previously considered[4], [16], [20], we introduce
two router mechanismsthresholddropping (TD) and priority
scheduling(PS).Most of the routermechanismshathave been
considerectanbe classifiedaseither TD or PSor somevaria-
tion of thesetwo, basedon how they buffer andschedulepack-
ets.For therestof thepaperwe assumehatroutermechanisms
distinguishbetweentwo classef paclets,preferredandnon-
preferred, with pacletsin the preferred classreceving “pref-
erence’over the pacletsin the non-preferredclass. Let B de-
notethetotal buffer size,and B P denotea buffer thresholdfor
non-preferredpaclets. Let B(t) denotethe buffer occupang
attime t. All acceptecpacketsarequeuednto a single buffer
andsenedaccordingto a FIFO schedulingmedanism A pre-
ferred paclket arriving at time ¢ is acceptedaslong asthereis
spacein the buffer, i.e., B(t) < B. A non-preferrechbaclet
is acceptecbnly if B(t) < BIP. NotethatTD allows buffer
sharingbetweerpreferredandnon-preferregacletsaslong as
B(t) < BFP. UnderPSroutermechanismthe buffer spaceis
partitioned,i.e., onebuffer of size B}L’S is allocatedto the pre-



Metric | ThresholdDropping

pi D lossprobabilityfor preferredpaclets

pi P lossprobabilityfor non-preferregaclets
drp expecteddelayfor preferredpaclets

drp expecteddelayfor non-preferregpaclets
BIP buffer thresholdfor non-preferregaclets
B total buffer space

Metric | Priority Scheduling

pr> lossprobabilityfor preferredpaclets
Jikd lossprobabilityfor non-preferregaclets
dys expecteddelayfor preferredpaclets

drs expecteddelayfor non-preferregpaclets
BFS buffer allocatedto non-preferregaclets
BFS buffer allocatedto preferredpaclets

TABLE |
DEFINITION FOR NOTATIONS

ferredpacletsandthesecondpf size B/’S, to thenon-preferred
paclets. A pacletis admittedaslong asthereis spacein the
correspondinduffer. We assumehat the buffers are selected
for serviceaccordingto strict priority scheduling i.e., a non-
preferredpacletrecevesserviceonly whenthepreferredqueue
is empty

We considertwo packet marking mechanismsedge-discad
andedge-marking thatan edgerouterusesto mark the incom-
ing pacletsof individual flows. The edge-discad (ED) mech-
anism discardsthe out-profile paclets and forwards only in-
profile packetsinto the network. We definethe paclet marking
asedge-marking(EM) if bothin-profile andout-profile paclets
areforwardedinto the network. We definea serviceasa com-
bination of a padeet markingand a router medianism In this
work we will considerservicesbuilt by combiningED or EM
with TD or PS.

I1l. THRESHOLD DROPPING VS. PRIORITY SCHEDULING
WITH EDGE-DISCARDING: POISSON ARRIVAL MODEL

In this section,we comparehelossanddelaycharacteristics
thatED with TD, andED with PSprovide whenboth preferred
and non-preferrechbaclets arrive at an internal router accord-
ing to PoissonprocessesWe assumehat paclet transmission
timesareexponentiallydistributed. With anappropriatéMarkov
modelformulation,we derive the expressiongor lossprobabil-
ity andexpecteddelaysthateachserviceoffersto preferredand
non-preferregbackets. We considemore realistictraffic models
thanPoissorarrival in the next section.Our studywith Poisson
arrivals is meantto first illustrate variousissuesusing simple
analysis We shallbeusingthe notationsdescribedn Tablel.

A. Markov Model for Threshold Dropping with Edge-
discading

We assumeéhatpreferrecandnon-preferregbacletsarriveac-
cordingto Poissorprocessesvith rates);, and\; respectiely.
The paclet servicetimesareassumedo be exponentiarandom
variableswith parametep. A non-preferregacletis accepted
only if the buffer occupany is lessthan Bf P and a preferred
pacletis acceptedaslong asthereis a spacein the buffer. Let

N (t) denotethe numberof pacletsin thesystemattime ¢ > 0,
includingtheonecurrentlybeingsened. It canbeeasilyshavn
that{N(t) : t > 0} is a birth-deathprocess.Note thata non-
preferredpacletis droppedwhenN (¢) > BfP + 1, hencethe
arrival rateto the buffer when N(t) > BI'P + 1 is A, andis
An+ N WhenN(t) < B;TD + 1.

Let7; denotehesteadystateprobabilitythatthereares pack-
etsin thesystem,i.e., m; = limy oo Pr{N(¢) = i}. Solving
the above birth-deathprocesswe obtainloss probabilitiesand

expecteddelaysfor both traffic classes.Let p, = Ap/u and
o1 = A /. Thelossprobabilitiesaregivenby:
1 BTPD B-BI'P
n° = _f(Ph"‘Pl) A 1)
1 . B-BfP
B )
P = 7, (ot o)™ LD ) (2)
=0

BTD 41 ’ TD B-BTP
whereN; = S0 (on + )+ (on + ) TS

is thenormalizationconstantNotethat Py = 1/Ny. Similarly,
the expecteddelay suffered by eachtraffic type canbe derived
to be:

BTD
P Lo i
di? = 21+ @+ 1) (o +p) 3)
=1
TD BiB;TD
+(on+p)" Y (BIP +i+1)p},
=1
BTD ; .
o B (1D G+ ) (ot p))
dl = — TD (4)

5 ,
K Yiti (on+p)*

A closely related analysiswith a different packet marking
schemas providedin [17].

B. Markov Modelfor Priority Sthedulingwith Edge-discading

We now derivethecorrespondingxpressiongor lossandex-
pecteddelayswhenPSis usedwith TD. We assumehe same
paclet arrival modelthat we consideredvith TD. For simplic-
ity, we further assumehat buffers are serned accordingto pre-
emptive priority scheduling. We expectour resultsnot to dif-
fer muchfrom the casewhennon pre-emptve priority schedul-
ing is used. Let N(t) = {Nx(t), N;(t)} denotethe stateat
time ¢, where Ny (t), N;(¢) denotethe numberof preferredand
non-preferregacletsin the systemrespectrely attime ¢ > 0.
Theprocess{N(t) : t > 0} is a 2-dimensionaMarkov chain.
Let @ denotetheinfinitesimalmatrix generatofor the Markov
chain.Let 7 (7, j) bethe steadystateprobabilitythatthereare:
preferredpacletsand; non-preferregpacketspresent.Solving
m@Q = 0 yieldsthe steadystatedistribution of the pacletsin the
system.Usingthis, we find the lossprobabilitiesand expected
delaysor bothclasse®f traffic. A preferredpacletislostwhen,
uponarrival, it finds Bf’S outstandingpreferredpacletsin the
gueue. Hencethe preferredpaclet loss probability can be de-
rivedas:

P,

i
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Similarly, the loss probability for non-preferrecpaclets canbe
derivedas:

BPS41 A\
p¥= > =(i,B S +1)+ (1 + —") 7(0, BY® +1) (6)
=1 Al

The expecteddelaysfor eachclassof traffic canbe determined
by applying Little’s law for eachclassseparatelyas dfS =

E[N3] — __E[N]
ngs) andd/S = rp’lps), where E[N], E[N;] denote
the expectednumberof preferredandnon-preferregacletsin

thesystem.

C. Comparisorof ThresholdDroppingand Priority Scheduling

Loss Comparison: We wantto comparethe preferredpaclet
lossprobabilityasafunctionof thearrival rate A\, underTD and
PS.In orderto malke a fair comparisonwe chooseBI P, Bf'S,
and Bf® appropriatelysothatp! ? = p/’S. We approactthe
problemin the following way: Firstwe fix B © anddetermine
the non-preferrecbaclet loss probability pT ” asa function of
arrival rates); and \;,. We thendeterminethe buffer partition
BFS,BFPS suchthatpfS < pI'’P. If multiple partitionssatisfy
this constraintwe chooseheonethatminimizesp?S. If thereis
no suchpartition,we determinethe additionalamountof buffer
thatis requirecto satisfythis condition. Last,we determinep? ©
andpf’S asafunctionof arrival rate \, of preferredpacletsfor
differentvaluesof \; and Bf P,

Expected Delay Comparison: Next we comparethe expected
delayincurredby the preferredpacletsasa function of arrival
rates), and ;. Similar to the loss comparisonwe first fix
BI'P. For agivenvalueof )\, and);, we determinep;’ 2, pI?,
anddFP. Next we determinethe buffer partition BY'S, BFS
suchthatp?® < pI'P andp/® < pfP. If multiple partitions
satisfy this constraint,we choosethe one that minimizesd?’>.
We determineand compared?? andd?S asa function of the
arrival rateof preferredpacletsfor differentvaluesof the non-
preferredpaclketarrival ;.

Let us first considerthe effect that the choice of Bf” has
on performance.Intuitively, too small a value of Bf'” should
resultin a very high lossrate for non-preferredpaclets. On
the other hand, too large a value of BI'P can affect the loss
anddelay of preferredpacletssignificantly Hencein orderto
examinethe impactof B P, we considerseveral valuesfor \;
and B P. Specifically we use); = 0.3,0.5,0.7, andB = 15,
andBIP = 2,5. We choosethesevaluesfor B following
therecommendationis [5] that B P shouldnotbetoo closeto
B.

Figure 1(a) compareghe expecteddelaysincurred by pre-
ferredpacletsasa function of the preferredpaclet arrival rate,
An, whenBI'P = 2. We obsere thatunderPS,preferredpack-
ets incur lower expecteddelaysthan under TD. As the non-
preferredpaclet arrival rate increasesthe expecteddelay for
preferredpacletsincreasesinderTD. Onthe otherhand,under

PS,dPs is not affectedby changesin the non-preferred padket
arrival rate Now we examinethe sensitvity of theseobser
vationswhen BT P is increased.Figure 1(b) illustratessimilar
resultsfor B'P = 5. We obsereanincreasen theexpectedie-
lay incurredby preferredpacletswith thresholddroppingover
thecasewhenB['” = 2, while theexpecteddelayis unafected
underpriority scheduling.The key obsenationsfrom thesetwo
setof numericalcomparisonsre:

« Due to huffer isolation and priority scheduling,preferred
pacletsare not affectedby the behaior of non-priority pack-
etswith the PSroutermechanism.

« Thereis no mechanisnto provide lower expecteddelaysto
preferredpacletswith TD without substantiallyincreasingthe
lossrateof non-preferregaclets.

1
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Fig.2. LossComparisorwith ModerateProvisioningfor Non-PreferredPaclets

Figure2 compareghe lossprobabilitiesof preferredpaclets
underTD andPSasa functionof arrival rates\;, and ;. Here
we have chosenB/'? = 5. We obsere thatfor low valuesof
i, preferredoaclketsincurlowerlosswith TD. Howevertheloss
probabilitiesare similar for highervaluesof );. Thisis dueto
the benefitsof buffer sharingunderTD, which are more pro-
nouncedvhen); is relatively low. Suchsharingis not possible
underPS dueto buffer partitioning. But underhigher arrival
rateof non-preferregaclets,this multiplexing gainis reduced.
with B'P = 2, we obsene even smallerdifferencebetween
thelossprobabilitiesthat preferredpacletsincur underTD and
PS.

D. ExcessapacityAnalysisand Observations

Fromthe delayandlosscomparisongbove, we obsene that
preferredpacketsincur considerablylower expecteddelaysun-
der priority scheduling. On the otherhand,thereis very little
differencebetweenthe preferredpaclet loss underthesetwo
mechanismsexceptthat, TD provideslower lossto preferred
pacletswhen); is smaller We now askthe question:whatad-
ditional resourcesare neededo achieve 1) identical expected
delaysfor preferredpaclets underthresholddropping,and 2)
identicalpreferredpaclketlossunderpriority scheduling.

Let Ac denotethe additionallink bandwidththatis required
underTD to achieve an expectedpreferredpaclket delayidenti-
calto thatunderPS.Figure 3 shawvs therequiredAc asa func-
tion of the preferredpaclet arrival rate, A;,. We obsene that
30% — 70% additionalbandwidthis requiredwith TD to achieve
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Fig. 4. ExcessBuffer Requiredwith Priority Scheduling

identicalperformanceFigure4 illustratestheadditionalamount
of buffer thatis requiredin orderfor PSto achiezethe samdoss
for the preferredtraffic asthat achieved with TD for the case
illustratedin Figure2. The resultsindicatethatlessthan15%

additionalbuffer is sufficient to achieve the sameloss rate for

preferredpaclets

Summarizingthe resultsin this section,we obsene thatpre-
ferred paclets incur lower delaysunderPS, and more impor-
tant, areinsensitve to non-preferregaclet arrival rate \;. We

obsene that considerableamountof additional bandwidthis
neededunderTD to provide the sameexpecteddelaysto pre-
ferred pacletsaswith PS.On the otherhand,it is possibleto
achieve a lower preferredpaclet lossrateunderTD, although
it is only mamginally betterthanunderPS. This is largely due
to the benefitsof buffer sharingunderTD. Moreover, Figure4
indicatethat, with only a smallamountof additionalbuffer, it is
possibleto achieve identicalpreferredpacketlossunderPS.

Thesetwo obsenationsleadusto concludethat PSis a better
routermechanisnin providing lossanddelayguaranteesyhen
pacletsarrive accordingto a Poissonprocess.It alsosuggests
that,in orderto supportmultiple levelsof serviceswith different
delayrequirementsPSshouldbe animportantcomponentn a
diffserv architecture.Our analysisso far hasassumedPoisson
traffic. In orderto understandhe effect of bursty arrivals on
our findings,we next comparehesetwo mechanismsor bursty
arrivals.

IV. EFFECT OF BURSTY SOURCES: FLUID MODELS

In this section,we examine whetherour results changeif
bursty arrivals are considered.We model bursty arrivals by a
setof Markov modulated*On-Off” sourceq[18]. Each“On-
Off” sourceis characterizedby a generatormatrix [G] =
( — 6

B —B
mean‘On” periods.Thesourcetogglesbetweerthe On andOff
states,wherethe durationof the On (Off) periodis exponen-
tially distributedwith parametep (o). Whena sourceis in the
Onstate |t transmitsfluid ata constantater, andis silentwhen
in the Off state. We definethe burstiness\, of a sourceto be
theratio of its meanOn andOff periods,i.e., A = a/f3. Source
i is thenconsideredo bemoreburstythansourcej if A; < A;.

, wherel/o and1/4 arethe mean“Off” and

We modela constantsener with capacitye, thatcansene ¢
amountof fluid perunittime. We assumeéhatthe preferredraf-
fic is characterizetty ahomogeneousiix of N On-Off sources.
Thenumberof sourceghatarein the On stateat ary giventime
t is describedby a Markov chainwith generatomatrix [M],
where[M] candeterminedrom the generatomatrix [G]. The



(i, 7)t" elementof the matrix [M] is givenby:

B j=i—1
(N—i)a : j=i+1

Thenon-preferredraffic is modeledy aconstanbit rate(CBR)
sourcethattransmitsfluid at rater. We furtherassumehatthe
preferredraffic is inelastic,i.e., the preferredraffic needsstrict
delayandlossguarantees.

We considerthe following scenariofor comparingthe delay
andlossbehaiors of TD andPS.In the caseof PS,we assume
thatthe peakrateadmissiorcontrolis usedto decidewhethera
preferredsourcecanbe admittedor not. This is a specificim-
plementatiorof premiumservice[20] thatprovidesnolossand
zerodelayto preferredraffic. Ontheotherhand,we slightly re-
lax this strictlossanddelayrequirementsvith TD, i.e.,weallow
alossin therangeof 0.001% anda delayof 0.01. Thereason
for allowing this relaxationis that buffer sharingunderTD be-
tween preferredand non-preferredraffic makesit impossible
to provide zerolossandzerodelayto preferredtraffic without
significantlyunderutilizingthe buffer andlink bandwidth. Our
intentis to examine(1) whethempeak-ratedmissiorcontrolun-
derutilizesthe resourcewith PSwhentraffic is bursty and (2)
whetheraslightrelaxationin lossanddelayrequirementsnakes
TD anattractve alternatve.

A. Fluid Modelfor ThresholdDroppingwith Edge-discading

Let usfirst derive the expressiongor thelossprobabilityand
expecteddelayfor the preferredtraffic andlossprobability for
thenon-preferredraffic. We usea similar analysisasin [8]; the
main differencebetweenour modelandthe onein [8] is that,
we have uncorrelatedoreferredand non-preferredraffic. Let
¥, denotethe numberof On-Off sourceshatarein the “On”
stateattime ¢ . Let @, denotethe queuelengthattime ¢. We
denotethe setof all possibleaggreyateOn-Off sourcestateshy
S ={0,1,2,...,N}. Definer;(z) asthe statedistribution of
the systemin equilibrium, when¥; = 7 and@; < z. Thus
m;i(z) is denotedoy:

Wi(x)ztlif&Pr[Etzi,thx], Vie§5,0<z<B

(7)
Let 7(z) denotethe vectorrepresentindghe stationarydistribu-
tion of the systemfor queuelengthlessthanz, i.e., n(z)
[mo(z), m1(2), ..., mn(z)]. Usingthe approachasin [18], [8]
for modelingfluid sourcesthetwo setsof differentialequations
canbederivedfor representinghedynamicsof thesystem.One
setof equationgiescribethe behaior wheny; < B P andthe
otherwhenBI'P < ¥; < B. Thesearegivenby:

@] = w@M, 0<z<B” (@
L@V = w@M, BIP<z<B (@
where [D©] = diag{r —c¢,r +r.—¢,...,r + Nr, —c},
and[DW] = diag{—c,r.—c,2r.—c,..., Nr.—c} arereferred

asdrift matrices.[D(?));; representtherateof changeof buffer

wheni sourcesarein the“On” statefor thecase) < z < BI'P.
The solutionsof theseequationsaregivenby [18]:

m(z) = {

Where,{zzgj), ¢§j)} aretheleft eigervaluesandtheeigervectors
of M-D@W™", j = 0, 1. Usingthetechniquesn [18] for deriving

the closedform solutionsfor the eigervaluesandeigervectors,
we determine{z}j), ¢§j)}. In orderto determinethe 2(N + 1)

co-eficientsa{,z’ =0,1,...,N,j = 1,2, we usethefollowing

boundaryconditions:

7O (z) = Z?LO a§°) ¢£0)exp(z 0)93)

_ Z( 0<2< BlTD
W (z) = Efio agl)qﬁgl)exp(zgl)a:)

:BlTD<:E§B

720 = 0, ies? (10)
O(BIP) = «V(BIP), iespusy @y
(B) = p, ie8Y (12)

wherep; = (C’)%, 0 < i < N andthesetS? consti-

tutesthe setof all statesin S for which the diagonalelements
in the drift matrix DY) arepositive. Similarly S%) denoteghe
setof statedor which the diagonalelementsof the drift matrix

arenegative. We solve thesenumericallyto determinea] for

0 <4 < N,j = 1,2. Next usingthe steadystatedistribution

7l (z),j = 1,2, we determingpl?, p!' P, dT P which aregiven
by:

SN o{r +ire — cHpi — 7V (B)}

TD
Pn- = 13
! Zio irep; (13)
N
PP = Y Ap-mBIP)}+
=0
Ziesgmsb {”z(l)(BlTD) - 71'2(0) (BfP)Hi+r— c&
- )
1 Ay
P = T / im?(ct)dt+
=0 =0

B N N
/ S i (et)dt + S iP(S =i, Q = BYP)
t=BfP i3 i=0

) (15)

itV (B) + ¢ [1 AP (B)].

=0 "1

+c

N
1= m"(B)
i=0

whereT) = Ef"o

B. Fluid Analysisfor Priority Schedulingwith Edge-discading

We next considerthe fluid modelfor ED coupledwith the
PS router mechanism.We considera servicemodelthat pro-
vides zerolossand zerodelay guaranteeso preferredpaclets
with PS.In orderto provide theseguaranteesa peak-ratebased
admissiorcontrolis requiredfor theadmissiorof sourcedrans-
mitting preferredraffic 2.

2Thisis aspecificimplementatiorof the onedefinedasexpeditedforwarding
in [14]
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Figure5 illustratesthe modelthatwe needto analyzefor de-
riving the p’S, whereR,,..(t) denoteshe aggrejatepreferred
traffic attime ¢ > 0. A key resultin [8] statesthat eachtraf-
fic classcan be analyzedseparatelyas follows: Considerthe
modelshavn in Figure6 wherethe preferredraffic arrivesinto
the first buffer. The departureprocess,Rqep(t), from the first
buffer andthenon-preferredraffic arrival attime¢ > 0 together
is the arrival procesdor the secondbuffer. Thelossanddelay
for preferredraffic canbederivedby consideringanarrival pro-
cessR,,(t) into a buffer of sizeB,’f S andasener of capacity
¢ in isolation. Similarly, thelossfor non-preferredraffic canbe
derivedby consideringanarrival processR,(t) + r(t) into a
buffer of size Bf’* anda sener of capacityc separately

In our case,R,-(t) < ¢ becauseof the peak-rateadmis-
sion controlfor the preferredtraffic; henceRye,(t) = Rarr (t).
As a result, the loss probabilitiesof non-preferredraffic can
be computedby analyzinga fluid model with an arrival rate
r(t) + Rqrr(t) thatis fedinto abuffer of size Bf’S anda sener
with capacityc, wherer(t) is the arrival rate of non-preferred
traffic in theoriginal model. Thusthe analysisor non-preferred
traffic reducego ananalysisof afluid modelwith asingleclass
traffic [18]. We take Bf® = B becausehereis no buffering
requirementwith preferredtraffic due to peakrate admission
control.

C. Comparisorof Results

Usingthe analyticalmodelsin Section4.1and4.2, we com-
parethe serviceghatuseTD andPSfor burstyarrivals. As we
shallsee,

« ED coupledwith PSis ableto provide betterdelaybehaior

to preferredraffic.

« WeobsenethatbothTD andPSprovide almostidenticalloss
behavior to preferredraffic with oneexception.Whena source
is extremelybursty, ED coupledwith TD is abetterroutermech-
anism.

To simplify thechoicesn parametersye usethefollowing nor-

malization: We chosethe meanON period as one time unit,

during which one unit of informationis generated.The mean

(%]

8

= 20

o

0

=

o) TD,r=2 —

& 15 TD,r=3 ——

O PS,r=23-=-

k%) N

S

8 10 -~

S

©

<

© 5t

@

Q

1S

>

z 0 . - . . . . .
05 1 15 2 25 3 35 14
Source Burstiness = On Time / Off Time

$  Fig.7. LossComparisorasa functionof Burstiness

(8]

3 14 f

n

5 12

(@} 10 oot x [

@ i

o

=2 8 x

i S

£ 6 TD, r =10, delay =1.0—~—

< X, TD, r=10, delay =0.1-+-

S 41 N TD, r=5, delay =1.0-=

5 S TD, r=5, delay =0.1-~

.g 2 PS r=5,10, zero delay -1

=1 \‘x

pd 0

05 1 15 2 25 3 35 4
Source Burstiness = On Time / Off Time

Fig. 8. Delay Comparisorasafunctionof Burstiness

Off periodis 1/, wherel = 3/a. Recallthat representshe
burstines®f asourcej.e.,asmallervalueof A meanghesource
is morebursty. For thenumericalcomputationsye vary A from
0.1t04.0. Thisvariesthetime spentin the On periodfrom 10%
to 75%.

LossComparison: Themaximumnumberof preferredsources
that canbe supportedwith PSis N, whereN, < ¢ < N, +
1. The admittedpreferredtraffic with PS experienceso loss
becaus®f the peak-ratebasedadmissiorcontrol. With TD, we
determinghenumberof preferredsourceghatcanbesupported
suchthat non-preferredraffic incurs samelossunderboth the
mechanismandp! P < 5y, wherepy, is the relaxationin loss
for preferredraffic.

Delay Comparison: The preferredtraffic generatedy these
N, sourcesxperiencezerodelaywith PSasthereis no buffer-
ing for this classof traffic irrespectve of non-preferredraffic.
Next we determinethe numberof preferredsourceghatcanbe
supportedvith TD for a givenarrival rateof non-preferredraf-
fic suchthatd]? < dj, andpIP < fy, whered;, andp, denote
therelaxationsn delayandlossthatwe allow with TD for pre-
ferredtraffic.

Figure7 compareshenumberof preferredsourceshatcanbe
supportedvith TD andPSasafunctionof sourceburstiness),
whenavery smallamountof lossfor preferredraffic is allowed
with TD. We have chosera sener capacityc = 11.1, andtotal
buffer sizeof 15 dataunits. The numberof preferredsources
that canbe supportedwith PSis 11 andthis is not affectedby



the sourceburstinessThe numberof preferredsourceghatcan
be supportedwith TD is heasily influencedby the burstiness
of preferredsources.First, we considera non-preferredarrival
rater = 2.0. We obsene that, by allowing a preferredtraffic
loss probability of 10~6, 50% more preferredsourcescan be
supportedvith TD thanwith PSwhenthesourcesareextremely
bursty,i.e.,A = 0.1. Butasthesourceburstinesslecreasef.e.,
A increases)this differencedecreasesFor A > 1.0, PScan
supporiagreatemumberof sourceshanTD doeswhenr = 2.0.
To examineif theseresultsdiffer whenthe non-preferredraffic
is changedwe consideran arrival rater = 3.0. We obsene
that PS can supporta greaternumberof preferredsourcesfor
A > 0.4. Thisindicatesthat PS cansupporta greaternumber
of preferredsourcesxceptin the presencef extremelybursty
sources. We obsene similar resultswhen we allow a loss of
10— for preferredraffic with TD.

Figure 8 compareghe numberof preferredsourceghat can
be supportedvith TD andPSasa function of sourceburstiness
whenasmalldelayfor thepreferredraffic, i.e.,d, = 0.1,1.0,is
allowedwith TD. NotethatPScansupportl1 preferredsources
providing zero delay irrespectve of the non-preferredarrival
rate.Howeverwe obsenethatthenumberof sourceghatcanbe
supportedwvith TD dependsn: (1) the relaxationin delay dp
thatis allowedfor thepreferredraffic and,(2) thenon-preferred
arrival rate. Whenthe non-preferrecarrival rate, r, is 5.0, and
dp, = 1.0, TD cansupportalmostsamenumberof sourcesasPS.
But asthenon-preferredrrival rateincreaseso 10, the number
of sourceghat canbe supportedwith TD decreasesalthough
the reductionis not very dramatic. But if the delayrelaxation,
dp, is reducedo 0.1, thereis a sharpdecreasén the numberof
sourceghatTD cansupport. For example,whenr = 10.0 and
d, = 0.1, TD cannotsupportevena singlesourcefor A > 2.0.
Thisresultillustratesthe superiorityof PSfor preferredsources
with stringentdelayrequirements

1
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Fig.9. ExcesBandwidthfor TD

Next we evaluatethe excesshandwidthAc thatis necessary
for TD to be ableto supportanidenticalnumberof sourcesas
PS while providing almostzerodelay (df” < 10~2) to the
preferredtraffic. Figure9 shows the excessbandwidththat is
requiredwith TD asafunctionof \. We examinedbothr = 5.0
andr = 10.0 for theillustration. We find that Ac is ashigh as
85% for r = 10.

Summarizinghe resultsfor the bursty sourceseedingstrict
lossanddelayguaranteesye obsene that PSis a betterrouter
mechanisnfor providing lower delaysto preferredtraffic. We
obsenethatasmuchasadditional85% bandwidthis necessary
with TD to be able to provide similar delaysas PS. Compar
ing the loss behaiior, we obsenre that when the sourcesare
extremely bursty; it is possibleto supporta larger numberof
sourceswith TD if a small amountof preferredtraffic lossis
toleratedwith TD.

V. EDGE-MARKING WITH THRESHOLD DROPPING: TCP
SOURCE

We now turn our attentionto examining the effect that the
EM mechanisntoupledwith the TD hason thethroughpuif a
TCP connection.Note that EM packet markingcanpotentially
lead to intra-sessiorservicedifferentiation,i.e., in-profile and
out-profilepacletsof a sessiorcanincur differentlossandde-
lay behaviors. Firstwe derive a Markov modelfor determining
thethroughputof a sourceusingTCP Renotakinginto account
differentlossrates. We then examinethe effect of forwarding
out-profilepaclketsusingthis Markov model.

A. Stotastic Model for TCP Throughput with Two Loss
Regimes

We describea stochastianodelfor determiningthe through-
put of a TCP Renoconnectionwhen paclets usethe network
servicederivedfrom a combinationof edgemarking(EM), and
thresholddropping(TD). We assumean infinite sourcemodel
for TCR i.e., the sendethasenoughdatato keepthe transmis-
sionactive. We modelthe TCPconnectiorin thefollowing way.
Let p; andp, denotethelossratesfor in-profile andout-profile
pacletsrespectiely. Let W, ., denotethe maximumTCPwin-
dow size. We assumethat a paclet is marked in-profile if it
is within the first W, pacletsof the currentwindow, andout-
profile otherwise.We alsoassumeéhatoncea pacletis lost, all
subsequenpaclketsin the samewindow arealsolost. We refer
to W, astheassuredvindow size,i.e.,if thewindow size, W (t)
attimet > 0, is lessthanW,, thenall the pacletsaremarked
in-profile, andif W (t) > W,, thenthe first W, pacletsare
markedin-profile, andthe next W (t) — W, pacletsaremarled
out-profile.

We areinterestedn determiningthe throughputof this TCP
connectionas a function of W,, W,,..,p1 andps. A recent
work [22] modelsthe behaior of TCP Renoasa Markov pro-
cessfor a single service,whereall the pacletsincur the same
lossrate. This model hasbeenshown to be reasonablyaccu-
ratewhencomparedo the measurementsver the Internet[21]
andwith simulation[15]. We modify the abose Markov model
to accountfor the two regimesof paclet lossthatwe have as-
sumedfor in-profile and out-profile paclets. Eachstate@; in
the Markov chainrepresentghe currentwindow size W;, the
numberof pacletsthat arelost in the previous round L;, and
whetheror not the currentstateis asa resultof atimeoutT;. It
canbe shavn easilythat@;(¢) for ¢ > 0 is a Markov process.
The detailsof the calculationof the transitionprobability ma-
trix P, thenumberof pacletsthataretransmittedoy the source
whenit is in statei andthe durationof this statefor computing
thethroughputanbefoundin [23]. Solvingn P = =, wederive



thethroughputasafunctionof p1, p2, Wy, Wias, RTT andthe
timeoutperiod(T'0).

We have describedur modelasif the serviceprofileis speci-
fiedasanassuredvindow sizeW,,. If theserviceprofileis spec-
ified asa maximumassuredate[5], R,, thenthefollowing ap-
proximationcanbeusedto mapR, into W,, W, ~ RTT x R,,.
Thus,for agivenassuredateR,,, thefirst W, pacletsin thecur
rentwindow aremarkedasin-profile, andif thecurrentwindow
size> W,, therestof the pacletsin thatwindow are marked
out-profile.

B. TCP ThroughputResultdor Two LossRegimes

Using the Markov modelin Section6.1, we examinethe ef-
fect of edge-markingvith thresholddroppingon TCP through-
put. We computethe throughputseenby a TCP connectionas
a function of assuredvindow size, W,, for a fixed maximum
window size W,,,,.; W, variesbetween0 and W,,,.,. When
W, = 0, wereferto this asnon-assued TCP which meanghat
all pacletsare marked out-profile. WhenW, = W4, all of
thepacletsof the TCP connectioraresentasin-profile paclets.

RTT=0.229, TO=0.7, Wmax=20, p1=0.01
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Figure10shavsthethroughpuf(in paclets/secasafunction
of theassuredvindow size, W, (in paclets). Thelossratesare
p1 = 0.01, p» = 0.02,0.05,0.1, Wy, is 20, RTT = 0.229
andTO = 0.7. 3 Considerthe casewhenp; = 0.01 and
po = 0.1. For the casethat W, = 0, i.e., all paclets are
marked out-profile,the TCP throughputis 8 paclets/secWhen
W, = 20, i.e., whenall paclets are marked in-profile, the
achiesable throughputis 31 paclets/sec. We obsere that the
throughpuis anincreasingconcare functionof assuredvindow
size,W,. In addition,we obsene a non-linearrelationshipbe-
tweenthroughpuiandW,, i.e., mostof thebenefitsareobtained
for W, = 10. Thus,the sourcebenefitsfrom usinga small as-
suredwindow size. For example,whenW, = 5, it is possible
to increasethe throughputby 200% over the non-assured CP
throughput.We obsene similar trendswhenwe choosediffer-
entvaluesfor out-profilepacletlossprobability Comparinghe

3We have investigatedhe abore computatiorof throughputwith severalother
measuredaluesof RT'T andT'O. We find thatthe qualitative conclusionsof
theresultsdo notchange.

casewhenps = 0.1 with p» = 0.05, we obsenethatwhenp; is
closerto p;, therelative improvementin throughputdecreases.

The above resultsshav the benefitsof usingin-profile mark-
ing when comparedto the use of non-assured CP whereall
pacletsare sentasout-profile. We now study the behaior of
TCP throughputwhen W, is fixed and W, is varied. Fig-
ure 11(a) shows the TCP throughputversusW,,,, for a fixed
valueof W,. We chooseW, = 12, p; = 0.001, andthe same
valuesfor RTT andTO usedearlier We obsenre thatthrough-
putincreaseas W, increasesaslong asW, . < Wy, ir-
respectie of the value of p,. Thisis becausevhenW,,,., €
(0,W,), all paclets are sentas in-profile packets. However
the throughputbeharesvery differently asa function of W, .
whenW,... > W,, andis very sensitve to the loss proba-
bility of out-profile paclets, p». For po = 0.01, we obsene
an increasein throughputfor W,,,, > W,. However, when
p2 = 0.05,0.1, or 0.2 we obsenre that TCP throughputde-
creasesor W, > W,. Furthermorewe obsene thatthis de-
creasean throughputincreasesvith p.. Whenwefix p; = 0.01,
we seea smallerdecreasén throughputfor W, > W, com-
paredto thatobsenedin Figure11(a). Figure11(b)illustrates
theresultsfor W, = 5, asmallerassuredvindow thanthe one
usedn Figurell. An interestingpbsenationhereis that,except
for p» = 0.2, thethroughputincreasesvenafterW,, ., > W,
for therangeof valueswe have chosen.

The two key resultsthat we have from the above study for
TCParethefollowing:

o Asshawnin Figurel0,thethroughpuiof aTCPsources sig-
nificantlyimprovedoverthethroughpubf thenon-assured CP
sourcewhenthe TCP sourcechoosego sendevena smallpor-
tion of its pacletsasin-profile. Also we obsene thatthereis a
non-linearrelationshipbetweeni?, andthe obsenedthrough-
put. The incrementalgainin increasinglv, decreasesapidly
oncereachinga certainthreshold. This thresholdis dependent
on p1,p2, and W,,.... A sendermight want to evaluatethis
thresholdfor W, andspecifya serviceprofile accordingly

« Figurell(a)andFigure11(b)indicatethatthe TCP window
must take into considerationthe serviceprofile, and the loss
characteristic$or in-profile andout-profilepaclets. It suggests
thatonceW, is chosen,W,,.. shouldbe chosencarefully so
thattheamountof out-profilepacletsdoesnot exceedtherange
beyondwhichit hurtsthethroughput.

While the first resultindicatesthat thereare addedbenefits
in using TD with edge-markingthe secondresultrequiresthe
sendetto judiciouslychoosethe fraction of padetsthat should
be sentasout-profile.

VI. CONCLUSIONS

In this study we quantitatvely examinedtwo key issuesfor
a diffserv architecture:(1) how aninternalrouter shouldtreat
paclets of different classes,and (2) whetheran edge-router
shouldforwardpacletsthatfall outsideof the serviceprofile. In
doingso, we derivedanalyticalmodelsto comparehelossand
delaybehaior thatcanbe providedusingservicesderivedfrom
the combinationof two routermechanismsthresholddropping
and priority schedulingandtwo packet marking mechanisms,
edee-dioppingandedge-marking
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Thefirst partof our studycomparedhelossanddelaybeha-
ior of serviceclasseglerived by combiningthresholddropping
andpriority schedulingwith edge-discardingOur examination
of theseservicesundera wide rangeof traffic modelsshoved
that priority schedulingprovideslower expecteddelaysto pre-
ferredpaclets. In addition,we foundthata considerableddi-
tional link bandwidthis neededvith thresholddroppingto pro-
vide the samedelaybehaior aspriority scheduling.We found
that both router mechanismgrovide similar lossratesto pre-
ferred pacletswith an exceptionfor extremely bursty sources,
in which casethresholddroppinghadbettemperformanceThese
findingssuggesthatpriority schedulingshouldbeanimportant
medanismin adiffservarchitecturdor supportingdelaysensi-
tive applications.

The secondpartof our studyexaminedthe effect of forward-
ing out-profile packetsinto the network on the throughputof a
TCP connection.We deriveda simpleMarkov modelfor deter
mining throughputof a TCP connectiorwhenin-profile pack-
ets obsene different loss ratesthan out-profile paclets. We
foundthatit is possibleto improve the throughputsignificantly
evenwhenasmallportionof traffic is sentasin-profile paclets.
However, we obsenedthatin orderto fully utilize the benefit
of out-profile paclets,a TCP sourcemust carefully determine
the amountof out-profilepacletsit will sendin additionto the
in-profile paclets. This result suggestghat it is beneficialto
combineedge-markingwith thresholddroppingfor throughput
sensitiveapplications However, intra-sessiorservicedifferen-

tiation canadwerselyaffecttheperformancef afeedback-based

network protocolif properattentionis not givento the choiceof
out-profilepacletsthata sourceshouldsend.
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