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#### Abstract

Modern nodal methods are currently available which can accurately and efficiently solve the static and transient neutron diffusion equations. Most of the methods, however, are limited to two energy groups for practical application. The objective of this research is the development of a static and transient, multidimensional nodal method which allows more than two energy groups and uses a non-linear iterative method for efficient solution of the nodal equations.

For both the static and transient methods, finite-difference equations which are corrected by the use of discontinuity factors are derived. The discontinuity factors are computed from a polynomial nodal method using a non-linear iteration technique. The polynomial nodal method is based upon a quartic approximation and utilizes a quadratic transverse-leakage approximation. The solution of the time-dependent equations is performed by the use of a quasi-static method in which the node-averaged fluxes are factored into shape and amplitude functions. Since the shape function generally changes more slowly than the amplitude function it can be computed less frequently, providing a substantial computational savings. The amplitude function is obtained by solving point kinetics equations for which the parameters are determined by precise mathematical expressions based on the nodal model.

The application of the quasi-static polynomial method to several benchmark problems demonstrates that the accuracy is consistent with that of other nodal methods. The use of the quasi-static method is shown to substantially reduce the computation time over the traditional fully-implicit time-integration method. Problems involving thermal-hydraulic feedback are accurately, and efficiently, solved by performing several reactivity/thermal-hydraulic updates per shape calculation.
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## Chapter 1

## INTRODUCTION AND BACKGROUND

### 1.1 Overview

The design ind operation of nuclear reactors requires detailed and accurate knowledge of the spatial and temporal behavior of the core power distribution and neutron interaction rates for all possible core conditions and configurations. This not only includes the intended operational conditions but many hypothetical accident scenarios. Since experimeatal analysis is impractical because of cost and safety concerns, we must rely on calculationa! methods.

The traditional method for reactor core calculations is few-group diffusion theory using finite-difference solution techniques. In the application of this method there is a natural subdivision of effort which occurs: obtaining the few-group constants versus solving the multidimensional finite-difference equations. In a typical application, the few-group constants are first obtained by using a simple representation of the spatial dependence in such a manner that a single fuel assembly may be considered. The neutron energy spectrum, however, is represented in considerable detail and is used to collapse the required parameters to a small number of energy groups (typically four or less). Once these parameters are obtained, a fine-mesh finite-difference calculation can be performed and the power distribution and reaction rates can be evaluated.

In the early days of reactor design these two tasks each represented considerable effort and contributed significant errors to the results. The methods of obtaining the few-group constants did not have the flexibility to give parameters which could exactly reproduce reaction rates. Thus, ad hoc corrections were sometimes required to obtain acceptable results. The difficulty with the finite-difference method is not that acceptable accuracy cannot be obtained, but that the calculation effort required
is quite large for multidimensional and transient calculations (a three-dimensional calculation, for example, may require several million finite-difference mesh points).

Fortunately, research over the last 15 years has lead to significant advances in both areas. The difficulties in obtaining the few-group constants have been solved by introducing additional group parameters which are determined with the other fewgroup constants from the spectrum calculation. Generalized Equivalence Theory [S-1] is an example of one method which has been successfully applied to reactor calculations. The calculational expense in performing multidimensional analysis has been significantly reduced by the development of nodal methods. Modern nodal methods provide the accuracy of fine-mesh finite-difference methods while using large, homogenous nodes. The calculation effort, measured in terms of computer execution time, is two orders of magnitude lower for nodal methods when compared to finite-difference calculations of the same accuracy.

This thesis research is primarily concerned with the development of an advanced nodal method which can be efficiently used for transient reactor analysis. Special properties of the Generalized Equivalence Theory, however, will be exploited to accomplish this task.

### 1.2 Background

Modern nodal methods which provide accurate solutions to the static and transient multidimensional diffusion equations have been in existence for 15 years. The major distinction of "modern" nodal methods is that mathematically systematic, rather than empirical, formulations are used to obtain the inter-node coupling. As a result, modern nodal methods converge to the exact solution of the diffusion equation as the mesh spacings are reduced.

The inter-node coupling equations of these methods are typically obtained by integration of the neutron diffusion equation over the directions transverse to each coordinate axis. This results in the reduction of the multidimensional equation into a set of coupled one-dimensional equations. The methods by which these one-dimensional equations are solved represent the different classes of nodal methods. One approach
is to solve these one-dimensional equations analytically $[\mathrm{S}-2, \mathrm{~L}-1]$. This method has proven to be highly successful, but because of its complicated nature, is limited to two energy groups for practical application. Another approach is to approximate the solution of the one-dimensional equations by a low order polynomial [F-1, L-2, S-3]. The polynomial approximation leads to simpler expressions but maintains accuracy that is comparable to that of the analytic methods. As a result of these simple polynomial expressions, there are no practical restrictions on the number of energy groups.

One recent development in nodal methods is in the manner in which the nodal equations are solved. Smith [S-4] has introduced an efficient non-linear iteration method in which Generalized Equivalence Theory is used to force the finite-difference method to match a more accurate nodal model. Applications of this method to the static [S-4] and transient Analytic Nodal Method (H-1), as well as static polynomial methods [S-3, S-7, Z-1], have been performed.

Many of the nodal methods that have been developed have been applied to the transient as well as the static diffusion equation. A wide variety of temporal solution methods have been applied. The QUANDRY computer code, based on the Analytic Nodal Method, uses a simple linear difference method to approximate the time derivatives [S-2]. The polynomial based code IQSBOX, uses a similar fully-implicit time difference but with a frequency transform technique $[\mathrm{H}-2]$ to reduce the truncation error. An alternating direction explicit-implicit technique has been employed in the QUABOX/CUBBOX code (L-2). All of these methods provide accurate results if sufficiently small time steps are taken. A decrease in time step, however, can lead to a significant increase in computational effort since a full spatial calculation is required at each time step.

The number of spatial calculations that must be performed can be reduced by the use of flux factorization methods. In these methods the space-time dependent neutron flux is expressed as the product of a space and energy dependent shape function and a space and energy independent amplitude function. Under many circumstances the shape function varies more slowly in time than the amplitude function. Therefore, accurate results may be obtained by using a larger time step for the shape calcu-
lations than for the amplitude calculations. These methods are called quasi-static schemes since the shape function may be approximated using essentially a static calculation $|H-3|$. Very few transients, however, can be treated accurately using shapes obtained from static. criticality calculations

A more accurate approach is to use a time-dependent equation to perform the shape calculations $[0-1]$. In this procedure, the flux factorization is substituted into the time-dependent neutron diffusion equation resulting in expressions for the shape and amplitude functions. A large time step is employed for the solution of the shape function while a small time step is used for the solution of the amplitude function. Although transient equations are used for both the shape and amplitude computation, the method is still referred to as a quasi-static method.

The quasi-static method was first applied to the finite-difference diffusion equa. tions and resulted in a large reduction of computation time over more direct treatments. More recently, Taiwo [T-1| and Kao $|\mathrm{K}-1|$ have applied the quasi-static procedure to the Analytic Nodal Method. Again, a significant reduction in computation time resulted.

### 1.3 Research Objectives

The objective of this research is the development of an efficient polynomial nodal method for the solution of the multidimensional, few-group, static and transient neutron diffusion equations. The polynomial method will allow a variable order approximation ranging from quadratic to quartic as well as the finite-difference method. The non-linear procedure discussed above will be implemented for both static and tansient calculations to reduce storage requirements, increase efficiency, and add flexibility to the method. No restrictions will be placed on the number or structure of the energy groups and up-scattering in energy will be permitted. Steady-state and time-dependent extraneous neutron sources will also be modelled.

The actual development of the static method closely follows that of Zerkle [Z-1|. The solution method of the nodal equations, has been modified to increase the computational efficiency. This method maintains the accuracy which Zerkle demonstrated
because the fundamental equations are unchanged.
The quasi-static method will be used to solve the time-dependent problem. As discussed in the previous section, the efficiency of the quasi-static method has been demonstrated for both finite-difference and nodal methods. The objective of this application is to show the efficiency of the quasi-static method in combination with the non-linear iteration procedure. The quasi-static method also adds to the flexibility of this nodal method by allowing varying levels of sophistication of the time-dependent solution procedures ranging from point kinetics to full space-time treatment.

Finally, two different thermal-hydraulics models will be incorporated to allow feedback effects to be analyzed. One model is very simple but captures the proper behavior of the reactor. The other thermal-hydraulics model. however, is quite sophisticated including subcooled boiling, two-phase flow, and a two node fuel conduction model. Again, the flexibility of the nodal method is increased by allowing different levels of sophistication in the thermal hydraulic modelling of the reactor system.

### 1.4 Thesis Organization

In Chapter 2 the complete mathematical derivation of the static polynomial method is presented. First, a corrected finite-difference method which incorporates equivalence parameters is developed along with rigorous mathematical definitions of those equivalence parameters. Then, a polynomial nodal method is derived and the non-linear iteration procedure is introduced.

In Chapter 3 a similar derivation of the corrected finite-difference and polynomial methods for the transient neutron diffusion equation. The quasi-static method is introduced and complete specification of the required point kinetics parameters is given. The thermal-hydraulics and cross section feedback models are also discussed.

The numerical properties and solution methods for the static and transient equations are presented in Chapter 4. The nodal method is then used to solve several static and transient problems with the results being presented in Chapter 5.

Finally, Chapter 6 presents a summary and conclusions of this research. Recommendations for further research are also made.

## Chapter 2

## DERIVATION OF THE STATIC NODAL EQUATIONS

### 2.1 Introduction

In this chapter the static nodal equations will be derived from the lew-group diffusion equations. First, corrected finite-difference equations are obtained which are rigorous in the sense that they can reproduce the results of any reference calculation if appropriate equivalence parameters are supplied. Next, a polynomial nodal method which will produce accurate results for assembly sized nodes will be introduced. The complete nodal method is obtained when the corrected finite-difference equations are forced to match the polynomial nodal method.

### 2.2 Notation and the Nodal Balance Equation

The starting point for our derivation is the few-group, steady-state diffusion equations in $\mathrm{P}_{1}$ form ( H -4)

$$
\begin{align*}
& \nabla \cdot \mathbf{J}_{g}(\mathbf{r})+\Sigma_{f_{g}}(\mathbf{r}) \phi_{g}(\mathbf{r})=\sum_{g^{\prime}=1}^{G}\left[\frac{1}{\lambda} \lambda_{g^{\prime}} \nu \Sigma_{f_{g^{\prime}}}(\mathbf{r})+\Sigma_{g g^{\prime}}(\mathbf{r})\right] \phi_{g^{\prime}}(\mathbf{r})+q_{g}(\mathbf{r}),  \tag{2.1a}\\
& \mathbf{J}_{g}(\mathbf{r})=-D_{g}(\mathbf{r}) \Gamma \phi_{g}(\mathbf{r}) \quad g=1,2, \cdots, G . \tag{2.1b}
\end{align*}
$$

Where

$$
\begin{aligned}
& \mathbf{J}_{g}(\mathbf{r})=\text { net neutron current in group } g\left(\mathrm{~cm}^{-2} s^{-1}\right), \\
& \phi_{g}(\mathbf{r})=\text { scalar neutron flux in group } g\left(\mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right), \\
& \lambda \\
& \Sigma_{t g}(\mathbf{r})=\text { reactor eigenvalue } \\
& \text { macroscopic total cross section for group } g\left(\mathrm{~cm}^{-1}\right),
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{V}_{g}= & \text { fission spectrum for group } g, \\
\mathrm{~L}_{g}(\mathbf{r})= & \text { mean number of neutrons emitied per fission times the } \\
& \text { macroscopic fission cross section for group } g\left(\mathrm{~cm}^{-1}\right) . \\
\Sigma_{g g^{\prime}}(\mathbf{r})= & \text { macroscopic transfer cross section from group } g^{\prime} \text { to } g\left(\mathrm{~cm}^{-1}\right) . \\
\varphi_{g}(\mathbf{r})= & \text { extraneous neutron source in group } g\left(\mathrm{~cm}^{-3} \mathrm{~s}^{-1}\right), \\
D_{g}(\mathbf{r})= & \text { diffusion coefficient for group } g(\mathrm{~cm}), \\
G \quad= & \text { total number of energy groups. }
\end{aligned}
$$

Note that this equation encompasses both eigenvalue and source problems. When eigenvalue problems are considered, the source, $q_{g}(\mathbf{r})$, is zero and when source problems are considered, the eigenvalue, $\lambda$, is either unity or a value which forces the system to be subcritical.

Equations (2.1a) and (2.1b) are obtained by integrating the continuous-energy diffusion equation over discrete energy groups. The group parnmeters (cross sections and diffusion coefficients) are obtained by a spectrum-weighted average over the energy group. Recall that few-group cross sections use a predetermined spec. trum while a multi-group approach uses an arbitrary spectrum (H.4|. As their names suggest. few-group calculations typically require a smaller number of energy groups than multi-group calculations. In general it is impossible to obtain group constants which can exactly replicate the solution to the Boltzmann transport equation. Later in the derivation more parameters will be introduced to overcome this difficulty.

Three-dimensional Cartesian geometry will be used for the nodal method to avoid complexity and allow modelling of a wide variety of reactor systems. Note that polynomial nodal methods for other geometries are currently being developed at M.I.T. B-1, S.5, D.1]. In this derivation a generalized coordinate system will be used in which the coordinates are represented by $u, v$, and $w$. The spatial domain of the reactor is divided into a regular rectangular array of right parallelepipeds consist. ing of nuclearly homogenous materials and with grad indices defined by $u_{1}, v_{m}$, and
$w_{n}$ where

$$
l, m, n= \begin{cases}i=1,2, \cdots, l & u=x, y, z \\ j=1,2, \cdots, J & v \neq u \\ k=1,2, \cdots, k & w \neq u, v .\end{cases}
$$

The node $(i, j, k)$ is defined by

$$
\begin{aligned}
& x \in\left|x_{1}, x_{1+1}\right|, \\
& y \in\left|y_{1}, y_{1+1}\right|, \\
& z \in\left|z_{1}, z_{1+1}\right| .
\end{aligned}
$$

The node widths are

$$
h_{1}^{\prime} \equiv u_{1+1}-u_{1} ; \quad u=r, y_{1}=
$$

and the node volume is

$$
V^{u^{k}}=h_{z}^{1} h_{y}^{\prime} h_{2}^{k}
$$

In Cartesian geometry Eq. (2.1a) and (2.1b) are

$$
\begin{align*}
& \frac{\partial}{\partial x} J_{\partial z}(x, y, z)+\frac{\partial}{\partial y} J_{y y}(x, y, z)+\frac{\partial}{\partial z} J_{y z}(x, y, z)+\Sigma_{q g}(x, y, z) \phi_{g}(x, y, z)= \tag{2.2a}
\end{align*}
$$

$$
\begin{align*}
& J_{y u}(x, y, z)=-D_{y}(x, y, z) \frac{\partial}{\partial u} D_{y}(x, y, z), \quad u=x, y, z . \tag{2.2b}
\end{align*}
$$

The first step in the derivation of the nodal method is to integrate Eq. (2.2a) over the volume of node $(i, j, i$,$) and then divide by l^{\prime \prime j k}$ to obtain the nodal balance equation
where

$$
\begin{align*}
& \phi_{g}^{1 j k}=\frac{1}{\Gamma i j k} \int_{z_{1}}^{x_{1}+1} d x \int_{y,}^{y_{y}+1} d y \int_{z_{k}}^{z_{y}+1} d z \phi_{g}(x, y, z) .  \tag{2.4}\\
& \tilde{q}_{g}^{\prime j k}=\frac{1}{\Gamma 1 y^{k}} \int_{z_{1}}^{x_{1+1}} d x \int_{y,}^{y_{y}+1} d y \int_{z_{k}}^{z_{k+1}} d z q_{y}(x, y, z) .  \tag{2.5}\\
& J_{v u}^{m n}(u) \equiv \frac{1}{h_{v}^{m} h_{w}^{n}} \int_{1 \cdot m}^{v m+1} d v \int_{w_{n}}^{w_{n+1}} d w, J_{g u}(u, v, w), \quad \begin{array}{ll}
\quad u \neq x, y, z \\
& w \neq u, v
\end{array} \tag{2.6}
\end{align*}
$$

and the cross sections represent averages over the node. Despite the fact that this equation has been obtained without approximation, it is incomplete since it relates several unknown quantities, namely the node-averaged fluxes and surface-averaged net currents. This represents seven unknowns for each node and energy group. There. fore, we must provide six additional relations between the node-averaged fluxes and the surface-averaged currents to obtain a complete system of equations. These additional equations are called coupling equations. Two different approaches will be considered for obtaining the coupling equations: a corrected finite-diference method and a polynomial nodal method.

### 2.3 Corrected Finite-Difference Coupling Equations

One thethod of obtaining the additional required relations is the finite difference approximation. We begin by integrating the second $P_{1}$ equation, Eq. (2.2b), over the node and dividing by the node volume

$$
\begin{array}{rlrl}
d_{g u}^{\prime n}(u)=-\frac{D_{g}^{l m n}}{h_{v}^{m} h_{w}^{\prime}} \frac{d}{d u} \int_{u_{m}}^{m_{m+1}} d v \int_{w_{n}}^{w_{n+1}} d w \varphi_{g}(u, v, w), & u & =x, y, z,  \tag{2.7}\\
& u \in\left|u, u_{l+1}\right| .
\end{array}
$$

We can now approximate the derivative in this equation as a simple difference as follows

$$
\begin{equation*}
J_{p_{u}}^{m n}\left(u_{1}\right)=-D_{y}^{l m n} \frac{\phi_{9}^{l m n}-\phi_{g u}^{m n}\left(u_{i}^{+}\right)}{h_{14}^{l} / 2} \tag{2.8}
\end{equation*}
$$



Figure 2-1: Diagram showing the the surface and node labeling conventions.

Where the surface averaged llux is defined by

$$
\begin{equation*}
\phi_{g u}^{m n}(u) \equiv \frac{1}{h_{n}^{m} h_{w}^{n}} \int_{1 m}^{m_{m+1}} d v \int_{w_{n}}^{w_{n+1}} d w \cdot s_{g}(u, v, w), \tag{2.0}
\end{equation*}
$$

and $u^{+}$indicates the positive side of the interface as shown in Figure 2.1.
Note that this differencing is also equivalent to assuming that the flux in the node varies linearly from the node surface, where is has the value $\phi_{g_{u}}^{\prime n \prime}\left(u_{l}^{+}\right)$, to the node center, where it has the value $\phi_{g}^{i m n}$. A similar procedure can be performed for the adjacent node to obtain another relation for net current at the interface

$$
\begin{equation*}
J_{1 u}^{m \prime \prime}\left(u_{1}\right)=\cdots D_{v}^{i m n} \frac{\phi_{p_{1}}^{m n}\left(u_{1}^{*}\right) \cdots \phi_{v}^{i m n}}{h_{1}^{1-1} 2} . \tag{2.10}
\end{equation*}
$$

These equations, however, are only arcurnte for small mesh spacings and ran lend to large errors when entire assemblies are used as nodes. For LWRs, in fact, finite. difference methods typically require about one mesh per fuel pin to obtain spatially. converged results.

This difficulty is overcome by the introduction of correction factors which force Eqs. (2.8) and (2.10) to be formally "xact (H.5). This procedure is performed by multiplying the surface-averaged Huxes in Eqs. (2.8) and (2.10) by correction factors
to give the true surface-averaged llux at that interface

$$
\begin{align*}
& =f_{y_{14}+}^{1} 1 . m n o_{y_{11}^{\prime \prime \prime}}^{\prime \prime \prime}\left(\mu_{l}\right) . \tag{2.11}
\end{align*}
$$

Since the correction factors, $f_{0_{4}-}^{\operatorname{lmn}}$ and $f_{0,+}^{l-1, m n}$, are generally not equal, the surface. averaged fluxes appearing in Eqs. (2.8) and (2.10) must be discontinuous. For this reason, these correction factors are called dascontinuity factors. Inserting the correction given in Eq. (2.11) into the Eqs.(2.8) and (2.10) results in the following equations. which, when used with reference values for the net currenta and fluxes, niso serve as detinitions for the discontinuity factors

$$
\begin{align*}
& =D_{u}^{1-1, m n} \frac{\phi_{1!}^{\prime n n}\left(m_{1}\right) / \int_{u_{u}}^{1-1, m n}-\phi_{g}^{1-1, m n}}{h_{u}^{1-1 / 2}} . \tag{2.12}
\end{align*}
$$

The context in which we have introduced the discontinuity factors is for the correction of the spatial difference errors. Their original purpose in General Equivalence Theory, however, was to correct for errors made in treating heterogeneous regions as having $n$ homogenour composition $\mid S \cdot 1$. Further, they can be used to correct for the diffusion theory approximation and for errors in obtaining diffusion coefficients. Throughout the remainder of the corrected finite difference derivation we shall treat these discontinuity factors as being corrections for all errors (spatial, homogenization, and diflusion theory).

Now we can obtain the final relations necessary in obtaining a completeset of nodal equations. By using the continuity condition given in Ey,(2.11) we can eliminate the surface averaged Huxes from Eq. $(2,12)$ to obtain the following expression relating the surface-averaged net current to the node avernged fluxes

This corrected finitedifference coupling equation has three important properties. First, the equation is formally exact since the discontinuity factors correct for the deficiencies of Eqs. (2.8) and (2.10). Second. the discontinuity factors in the coupling equation appenr as a ratio. Thus, in the application of the method we need not store the factors individually but as ratios. Finally, if the ratios of the discontinuity factors at the interfaces are unity, we obtain the mesh.centered finite-difference equations.

Similar manipulations of the equations can be performed for the node interface $\|_{1+1}$ to obtain the following coupling equation

Substituting Eqs. (2.13) and (2.14) into the nodal balance equation. Eq. (2.3), results in a nodal equation which has the finite difference form

This equation can be written more compactly using matrix notation to collapse all of the spatial dependence

$$
\begin{equation*}
\mathbf{N}_{y} \boldsymbol{\phi}_{g}=\frac{1}{\prod_{y^{\prime}=1}^{c}} \sum_{y y^{\prime}}^{G} \boldsymbol{\phi}_{g^{\prime}}+\sum_{\substack{g^{\prime}=1 \\ y^{\prime} \neq g}}^{G} \boldsymbol{\Sigma}_{g g^{\prime}} \boldsymbol{\phi}_{g^{\prime}}+\mathbf{q}_{g} \tag{2.16}
\end{equation*}
$$

where
$\mathbf{N}_{v}=$ A seven-stripe $N \times N$ matrix containing the coupling terms for group $g_{v}$ the total cross section and the in-group scattering terms,
$\phi_{v}=$ A column vector of length $N$ containing the fluxes for group $g$,
$\boldsymbol{\Sigma}_{g q^{\prime}}=A$ diagonal $N . N$ matrix containing $\left\{\Sigma_{g g^{\prime}}^{\prime \prime m}\right\}$,
$\mathbf{F}_{y_{v^{\prime}}}=A$ diagonal $N \cdot N$ matrix containing $\left\{V_{\nu} \nu \Sigma_{f y^{\prime}}^{\prime m_{n}}\right\}$,
$q_{0}=A$ column vector of length $N$ containing the extraneous source terms,
$N=$ The total number of nodes $=I \times J \times K$.
An even more compact form is obtained by collapsing this equation into the following super-matrix equation

$$
\begin{equation*}
\mathbf{A} \boldsymbol{\Phi}=\frac{1}{\lambda} \mathbf{M} \boldsymbol{\Phi}+\mathbf{q} \tag{2.17}
\end{equation*}
$$

where
$A=A_{n} N G \cdot N G$ matrix containing $\left\{\mathbf{N}_{8} \delta_{9 g^{\prime}}-\boldsymbol{\Sigma}_{g g^{\prime}}\right\}$,
$\phi=$ A vector of length $N G$ of the fluxes, $\operatorname{col}\left\{\phi_{y}\right\}$,
$\mathbf{M}=A n N G ; N G ;$ matrix containing $\left\{\mathbf{F}_{v 0^{\prime}}\right\}$,
$\mathbf{q}=$ A vector of length $N G$ representing the extraneous source, $\operatorname{col}\left\{\mathbf{q}_{\mathbf{g}}\right\}$.
These matrix forms will be useful in examining the numerical properties and solution methods for the static problems in Chapter 4.

### 2.3.1 Boundary Conditions

The same boundary conditions which are used by Zerkle $\langle 2-1|$ will be applied. The boundary conditions are represented by the following equation

$$
\begin{equation*}
\phi_{g u}^{m n}\left(u_{1}\right)=\Gamma_{g u \pm}^{m n} J_{g u}^{m n}\left(u_{a}\right) \dot{l} \cdot \dot{\mathfrak{n}} \tag{2.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi_{g u}^{m n}\left(u_{s}\right)=\text { Surface-averaged flux at boundary. } \\
& J_{g_{u}}^{m n}\left(u_{0}\right)=\text { Surface-averaged current at boundary, } \\
& \text { u. }=\text { External boundary, } \\
& \dot{\ell}=\text { Unit vector in the positive direction of the coordinate axis. } \\
& \text { n } \quad=\text { Unit normal vector of external boundary, } \\
& \Gamma_{g u \pm}^{m n}=\text { Boundary condition factor having the following values: } \\
& \Gamma_{g u \pm}^{m n}=0 \quad \text { zero flux } \\
& \Gamma_{\text {gut }}^{m n}=2 \quad z e r o \text { incoming current } \\
& \Gamma_{\text {gut }}^{m n}=\infty \quad \text { zero current } \\
& \Gamma_{g u \pm}^{\operatorname{mon} n}=2+\frac{4}{\alpha_{g}^{-1}-1} \quad \text { albedo where } \alpha_{g}=\frac{J_{g u}^{\ln }\left(u_{p}\right)}{J_{g u}^{\text {out }}\left(u_{0}\right)} .
\end{aligned}
$$

The expression for the current at the external surfaces required in Eq. (2.3) is obtained by combining Eqs. (2.12) and (2.18) to eliminate the surface-averaged fluxes. The resulting expressions for a lower and an upper surface are given by

$$
\begin{equation*}
J_{\rho u}^{m n}\left(u_{0}\right)=-\left[\frac{\Gamma_{g u-}^{m n}}{f_{g u}^{l m n}}-\frac{h_{u}^{l}}{2 \sum_{\theta}^{l m n}}\right]^{-1} \dot{\phi}_{\theta}^{l m n}, \tag{2.19}
\end{equation*}
$$

and.

$$
\begin{equation*}
J_{g u}^{m n}\left(u_{a}\right)=\left[\frac{\Gamma_{g+}^{\prime m n}}{f_{g u+}^{\prime \prime n}} \cdots \frac{h_{u}^{l}}{2 D_{\theta}^{l m n}}\right]^{-1} \dot{\phi}_{g}^{l m n}, \tag{2.20}
\end{equation*}
$$

respectively.

### 2.3.2 Evaluation of the Discontinuity Factors

The discontinuity factors used in this method can be obtained from any reference solution by treating Eq. (2.13) as a defining relation for the ratios of the discontinuity factors about an interface. By rearranging this equation we obtain the following equation

$$
\begin{equation*}
\frac{f_{g u t}^{l-1, m n}}{f_{g u-}^{l m n}}=\frac{\phi_{g}^{l m n}+\frac{h_{u}^{l}}{2 D_{g}^{l m n}} J_{g u}^{m n}\left(u_{l}\right)}{\bar{\phi}_{g}^{l-1, m n}-\frac{h_{u}^{l-1}}{2 D_{g}^{l-1, m n}} J_{g u}^{m n}\left(u_{l}\right)} \tag{2.21}
\end{equation*}
$$

At the lower boundary, Eq. (2.19) can be rearranged to give

$$
\begin{equation*}
\frac{\Gamma_{g u-}^{m n}}{f_{g u-}^{l m n}}=-\left(\frac{\bar{\phi}_{g}^{l m n}}{J_{g u}^{m n}\left(u_{s}\right)}+\frac{h_{u}^{l}}{2 D_{g}^{l m n}}\right), \tag{2.22}
\end{equation*}
$$

and at the upper boundary, manipulating Eq. (2.20) gives

$$
\begin{equation*}
\frac{\Gamma_{g u+}^{m n}}{f_{g u+}^{l m n}}=\left(\frac{\bar{\phi}_{g}^{l m n}}{J_{g u}^{m n}\left(u_{s}\right)}-\frac{h_{u}^{l}}{2 D_{g}^{l m n}}\right) . \tag{2.23}
\end{equation*}
$$

Note that when a zero flux boundary condition is applied, $\Gamma_{g}^{m n}$ is zero but the ratio $\Gamma_{g}^{m n} / f_{g u-}^{l m n}$ may not be. By introducing the discontinuity factor we simply apply different boundary conditions which result in the correct leakage at the boundaries.

### 2.4 Polynomial Coupling Equations

As previously mentioned, the ncdal coupling equations obtained by the finitedifference approximation are not accurate for assembly-sized nodes. In this section we shall obtain more accurate coupling relations by assuming that the flux can be represented by quartic polynomials. We begin our derivation of these higher-order relations by applying the transverse-integration procedure. Our goal in applying this procedure is to reduce the three-dimensional equation, Eq. (2.2a), to three one-dimensional equations. This is reasonable since it is generally easier to solve one-dimensional equations than three-dimensional equations. As will be seen, these one-dimensional equations will be coupled by leakage terms and will require an approximation for practical solution.

### 2.4.1 The Transverse-Integration Procedure

Three coupled, one-dimensional equations are obtained by integrating the neutron diffusion equations in the directions transverse to the direction of interest. This is accomplished by operating on Eq. (2.2a) with

$$
\frac{1}{h_{v}^{m} h_{w}^{n}} \int_{v_{m}}^{v_{m+1}} d v \int_{w_{n}}^{w_{n+1}} d w
$$

Thus, we can obtain a one-dimensional equation in the direction $u$ by integrating Eqs. (2.2a) and (2.2b) over a node in directions $v$ and $w$. The result is

$$
\begin{align*}
& \frac{d}{d u} J_{g u}^{m n}(u)+\Sigma_{t g}^{l m n} \phi_{g u}^{m n}(u)= \sum_{g^{\prime}=1}^{G}\left[\frac{1}{\lambda} \chi_{g} \nu \Sigma_{f g^{\prime}}^{l m n}+\Sigma_{g g^{\prime}}^{l m}\right] \phi_{g u^{\prime}}^{m n}(u)  \tag{2.24a}\\
&-S_{g u}^{m n}(u)+q_{g}^{m n}(u), \\
& J_{g u}^{m n}(u)=-D_{g}^{l m n} \frac{d}{d u} \phi_{g u}^{m n}(u), \quad u=x, y, z, \quad u \in\left[u_{l}, u_{l+1}\right] \tag{2.24b}
\end{align*}
$$

where

$$
\begin{aligned}
\phi_{g u}^{m n}(u) & \equiv \frac{1}{h_{v}^{m} h_{w}^{n}} \int_{v_{m}}^{v_{m+1}} d v \int_{w_{n}}^{w_{n+1}} d w \phi_{g}(u, v, w), \\
J_{g u}^{m n}(u) & \equiv \frac{1}{h_{v}^{m} h_{w}^{n}} \int_{v_{m}}^{v_{m+1}} d v \int_{w_{n}}^{w_{n+1}} d w J_{g}(u, v, w), \\
S_{g u}^{m n}(u) & \equiv \frac{1}{h_{v}^{m}} L_{g v}^{m n}(u)+\frac{1}{h_{w}^{n}} L_{g w}^{m n}(u), \\
L_{g v}^{m n}(u) & \equiv \frac{1}{h_{v}^{m} h_{w}^{n}} \int_{w_{n}}^{w_{n+1}} d w\left[J_{g v}\left(u, v_{m+1}, w\right)-J_{g v}\left(u, v_{m}, w\right)\right], \\
L_{g w}^{m n}(u) & \equiv \frac{1}{h_{v}^{m} h_{w}^{n}} \int_{v_{m}}^{v_{m+1}} d v\left[J_{g w}\left(u, v, w_{n+1}\right)-J_{g w}\left(u, v, w_{n}\right)\right] .
\end{aligned}
$$

The transversely-integrated equations (2.24a) and (2.24b) can be combined to obtain a system of ordinary, second-order, inhomogenous differential equations with constant coefficients. If these equations are solved analytically we obtain the Analytic Nodal Method developed by Smith [S-2]. The resulting solution, however, is rather complicated and for practical application is limited to two energy groups.

An alternate approach is to assume that the transversely-integrated fluxes have a polynomial form and to apply a weighted residual procedure to determine the polynomial coefficients [F-1]. If the transversely-integrated flux can be adequately represented by a low order polynomial, relatively simple expressions result. Furthermore, since the equations for each energy group can be treated individually, generalization to more energy groups is straightforward. For these reasons, the polynomial expan-
siun procedure along with a weighted residual procedure for determining the higher order expansion coefficients has been adopted.

### 2.4.2 The Polynomial Expansion

The transversely-integrated flux is approximated by a truncated polynomial

$$
\begin{equation*}
\phi_{g u}^{m n}(u) \approx \sum_{p=1}^{P} a_{g u p}^{l m n} f_{p}\left(\frac{u-u_{l}}{h_{u}^{l}}\right), \quad u \in\left[u_{l}, u_{l+1}\right] . \tag{2.25}
\end{equation*}
$$

Previous applications of polynomial methods [F-1] have shown that at least a fourthorder polynomial is required to obtain acceptable results for light water reactor applications. Further approximations, yet to be discussed, limit the accuracy such that using polynomials higher than fourth-order is not warranted. Thus, in this method we shall use a quartic polynomial approximation. For this case tae basis functions are defined by $[\mathrm{F}-1, \mathrm{Z}-1$ )

$$
\begin{align*}
& f_{0}(\xi)=1  \tag{2.26a}\\
& f_{1}(\xi)=\xi-\frac{1}{2}  \tag{2.26b}\\
& f_{2}(\xi)=3 \xi^{2}-3 \xi+\frac{1}{2}  \tag{2.26c}\\
& f_{3}(\xi)=\xi(1-\xi)\left(\xi-\frac{1}{2}\right)  \tag{2.26~d}\\
& f_{4}(\xi)=\xi(1-\xi)\left(\xi^{2}-\xi+\frac{1}{5}\right) \tag{2.26e}
\end{align*}
$$

These polynomials have been chosen such that

$$
\int_{0}^{1} f_{p}(\xi) d \xi= \begin{cases}1 & p=0  \tag{2.27}\\ 0 & p=1,2,3,4\end{cases}
$$

In addition, the higher order basis functions are required to satisfy

$$
\begin{equation*}
f_{p}(0)=f_{p}(1)=0, \quad p=3,4 \tag{2.28}
\end{equation*}
$$



Figure 2-2: Diagram showing the orientation of the two-node problem.
This constraint on the higher order expansion functions is convenient since it leads to expressions which relate the first three expansion coefficients only to the node averaged and surface-averaged fluxes, not the higher-order expansion coefticients.

Using the polynomial expression for the transversely-integrated flux, we can evaluate several key quantities in terms of these quartic polynomial expansion coefficients:

$$
\begin{align*}
\phi_{g}^{l m n} & =a_{g u 0}^{l m n},  \tag{2.29a}\\
\phi_{v u}^{m n}\left(u_{1+1}^{\prime}\right) & =a_{g u 0}^{l m n}+\frac{1}{2} a_{g u 1}^{l m n}+\frac{1}{2} a_{g u 2}^{l m n},  \tag{2.29b}\\
\phi_{g u}^{l n n}\left(u_{1}^{+}\right) & =a_{g u 0}^{l m n}-\frac{1}{2} a_{g u 1}^{l m n}+\frac{1}{2} a_{y u 2}^{l m n},  \tag{2.29c}\\
J_{g u}^{m n}\left(u_{l}\right) & =-\frac{D_{g}^{l m n}}{h_{u}^{l}}\left[a_{g u 1}^{l m n}-3 a_{g u 2}^{l m n}-\frac{1}{2} a_{g u 3}^{l m n}+\frac{1}{5} a_{g u 4}^{l m n}\right],  \tag{2.29d}\\
J_{g u}^{m n}\left(u_{l+1}\right) & =-\frac{D_{g}^{l m n}}{h_{u}^{l}}\left[a_{g u 1}^{l m n}+3 a_{g u 2}^{l m n}-\frac{1}{2} a_{g u 3}^{l m n}-\frac{1}{5} a_{g u 4}^{l m n}\right] . \tag{2.2!}
\end{align*}
$$

### 2.4.3 The Two-Node Rroblem

The determination of the expansion coefficients is made by solving the two-node problem shown in Figure 2.2 [H-6|. Our goal in solving this two-node problem is the determination of the surface-averaged current at the interface of the two notes in terms of the node-averaged fluxes. This will result in a more accurate coupling relation than the finite-difference coupling expression (Eq. (2,13) with unity discontinuity
factor ratios).
For this two node problem we have five unknown expansion coefficients for each node and energy group. As Eq. (2.29a) shows, the first expansion coefficient is the node-averaged flux, leaving four unknown expansion coefficients for each node and group. Thus, eight equations are required for each energy group to completely specify the polynomial approximation in the two nodes. The equations which will be used are:

1. A nodal balance equation for each node, (2)
2. Continuity of current at the interface, (1)
3. "Discontinuity" of flux at the interface. (1)
4. Two weighted residual equations for each node. (4)

The numbers in parenthesis indicate the number of equations to be obtained from each condition.

### 2.4.4 The Weighted Residual Procedure

Two equations for each node in the two-node problem are provided by using a weighted residual procedure. Since the truncated polynomial cannot match the exact solution of the transversely-integrated diffusion equation we require it to satisfy this equation in a weighted-integral sense. The weight functions can be chosen arbitrarily, but two different methods are typically used: Galerken weighting, where the polynomials are weighted by themselves; and moments weighting, where polynomials of increasing order are used successively as weight functions. Previous applications of polynomial nodal methods have shown that moments weighting is superior [F-1].

We begin the weighted residual procedure by multiplying Eq. (2.24a) by a weight function $w_{p}(u)$ and integrate over the node. The resulting equation is

$$
\begin{equation*}
\left\langle w_{p}(u), \frac{d}{d u} J_{g u}^{m n}(u)\right\rangle+\frac{D_{g}^{l m n}}{\left(h_{u}^{l}\right)^{2}} \sum_{g^{\prime}=1}^{G}\left(\kappa_{u}^{2}\right)_{g g^{\prime}}^{l m n} \phi_{g^{\prime} u p}^{l m n}+S_{g u p}^{l m n}=-q_{g u p}^{l m n} \tag{2.30}
\end{equation*}
$$

where the brackets indicate inner products as in the following definitions

$$
\begin{align*}
\phi_{u u p}^{i m n} & \equiv\left\langle w_{p}(u), \phi_{g u}^{l m n}\right\rangle \equiv \frac{1}{h_{u}^{l}} \int_{u,}^{u+1} w_{p}(u) \phi_{g u}^{l m n}(u) d u  \tag{2.31a}\\
s_{g u p}^{l i m n} & \equiv\left\langle w_{p}(u), s_{g u}^{l m n}(u)\right\rangle  \tag{2.31b}\\
q_{g u p}^{l m n} & \equiv\left\langle w_{p}(u), q_{g u}^{l m n}(u)\right\rangle, \tag{2.31c}
\end{align*}
$$

and

For moments weighting, the weight functions are given by

$$
\begin{align*}
& w_{1}(u)=f_{1}\left(\frac{u-u_{1}}{h_{u}^{!}}\right)=\left(\frac{u-u_{1}}{h_{u}^{!}}\right)-\frac{1}{2},  \tag{2.32a}\\
& w_{2}(u)=f_{2}\left(\frac{u-u_{1}}{h_{u}^{!}}\right)=3\left(\frac{u-u_{1}}{h_{u}^{!}}\right)^{2} \cdots 3\left(\frac{u-u_{1}}{h_{u}^{1}}\right)+\frac{1}{2} . \tag{2.32b}
\end{align*}
$$

After substitution of the polynomial approximation into Eq. (2.31a) and performing the necessary integrations, we find that the first and second flux moments are

$$
\begin{align*}
& \phi_{g u 1}^{l m n}=\frac{1}{12} a_{0 u 1}^{l m n}+\frac{1}{120} u_{g u 3}^{l i n n},  \tag{2.33a}\\
& \phi_{g u 2}^{l m n}=\frac{1}{20} \|_{g u 2}^{l m n}+\frac{1}{100} u_{g u 4}^{l m n} . \tag{2.33b}
\end{align*}
$$

In a similar fashion. the first and second current-derivative moments are obtained by substituting the polynomial approximation into Eq. (2.24b) and evaluating the inner products resulting in

$$
\begin{align*}
& \left\langle w_{1}(u), \frac{d}{d u} J_{y_{u}}^{l m n}(u)\right\rangle=\frac{1}{2} \frac{D_{g}^{l m n}}{\left(h_{u}^{l}\right)^{l}} u_{g u 3}^{l m n}  \tag{2.34a}\\
& \left\langle w_{2}(u), \frac{d}{d u} I_{g u}^{l m n}(u)\right\rangle=\frac{1}{5} \frac{D_{g}^{l m n}}{\left(h_{u}^{l}\right)^{2}} u_{g u 4}^{l m n} \tag{2.34b}
\end{align*}
$$

The evaluation of the transverse-leakage moments requires more information since we do not know how the transverse leakage varies within the node in the $u$-direction.

The most common and accurate manner of treating this spatial dependence is the quadratic transverseleakage approximation B-2. In this approximation, the ". directed transverse leakage is expanded in a quadratic polynomial which preserves the node-averaged transverse leakages in the node of interest and its two neighbors in the u-direction. This polynomial, however, is used only for the central node. The quadratic transverse leakage has the form

$$
\begin{equation*}
S_{v u}^{\prime \prime n}(u)=S_{g u}^{1 m n}+\left(S_{g u}^{1-1, m n}-S_{g u}^{1 m n}\right) \rho_{u_{1}}^{1-1}(11)+\left(S_{g u}^{1+1, m n}-S_{g u}^{1 m n}\right) \rho_{u_{1}}^{I+1}(u), \tag{2.35}
\end{equation*}
$$

where the $"$-direction node-averaged transverse leakage for node $(l, m, n)$ is given by

$$
\begin{equation*}
S_{0 u}^{l m n} \equiv \frac{1}{h_{1}^{1}} \int_{u_{1}}^{u_{1+1}} s_{y_{1}}^{\prime m n}(u) d u . \tag{2.36}
\end{equation*}
$$

and the quadratic polynomials are

$$
\begin{aligned}
& \rho_{u_{1}}^{l-1}(u)=a_{u_{1}}^{-}+b_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2}, \\
& \rho_{u_{1}}^{l+1}(u)=u_{u_{1}}^{+}+b_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2} .
\end{aligned}
$$

The coefficients of these polynomials are obtained by requiring the quadratic to preserve the leakage in the three adjacent nodes. The resulting coefficients, $a_{11}^{ \pm}, b_{11}^{ \pm}$, and $c_{t i}^{ \pm}$, depend only on the node widths. The complete specifications of these coefficients and the transverse-leakage moments are given in Appendix $A$. The resulting evaluation of the transverse-leakage moments is

$$
\begin{array}{r}
S_{g u 1}^{l m n}=\frac{1}{12}\left[\left(b_{u_{1}}^{\prime}+c_{u_{1}}^{-}\right) S_{g u}^{l-1, m n}-\left(b_{u_{1}}^{-}+b_{u_{1}}^{+}+c_{u_{1}}^{-}+c_{u_{1}}^{+}\right) S_{j u}^{l m n}\right. \\
\\
\left.+\left(b_{u_{1}}^{+}+c_{u_{1}}^{+}\right) S_{g u}^{l-1, m n}\right),  \tag{2.37b}\\
S_{g u 2}^{l m n}=\frac{1}{60}\left[c_{u_{1}}^{-} S_{y u}^{l-1, m n}-\left(c_{u_{1}}^{-}+c_{u_{1}}^{+}\right) S_{g u}^{l m n}+c_{u_{1}}^{+} S_{g u}^{l+1, m n}\right] .
\end{array}
$$

The remaining term in Eq. (2.30) that must be evaluated is the extraneous neutron
source moment $q_{\text {gup }}^{i, m n}$. Since we have assumed that the source is homogenous within the node. the source moments are zero

$$
\begin{equation*}
q_{\text {yup }}^{\lim n}=0 . \quad p=1,2 . \tag{2.38}
\end{equation*}
$$

The two required weighted residual equations are obtained by substitution of Eqs. $(2.33 a)$ and (2.34a) into (2.30) and Eys. (2.33b) and (2.34b) into (2.30) to give

$$
\begin{align*}
& \frac{1}{2} a_{j u 3}^{\operatorname{lm} n}+\frac{1}{12} \sum_{g^{\prime}=1}^{G}\left(\kappa_{14}^{2}\right)_{q 0^{\prime}}^{\operatorname{lm} n}\left[a_{g^{\prime} u 1}^{\ln n}+\frac{1}{10} a_{y^{\prime} u 3}^{\ln n}\right]=-\frac{\left(h_{y}^{l}\right)^{2}}{D_{g}^{l m n}} S_{j u 1}^{l m n}, \tag{2.30a}
\end{align*}
$$

Before continuing, a discussion of the errors introduced by the quadratic leakage approximation, Eq. (2.35), and the choice of the fourth-order polynomial is pertinent. The error introduced by the quadratic leakage approximation is expected to be of the same order as a third-order polynomial approximation for the transversely-integrated flux since the leakages are related to the net currents which are in turn related to the spatial derivative of the flux. Hence, the leakages for a third order polynomial approximation have a quadratic form. Since the leakages are typically smaller than the net currents, errors in the leakages should be smaller and less significant than the errors in the net currents. Therefore, the use of a quartic polynomial approximation seems to be a reasonable combination with the quadratic transverse leakage approximation.

Empirical evidence also supports this choice. A convergence analysis of a twodimensional, homogenous, bare core problem performed by Zerkle [Z-1] shows that the spatial discretization errors in $k_{\text {eff }}(i . e, \lambda)$ is $O\left(h^{4}\right)$ for both the cubic and quartic nodal methods. A subsequent one-dimensional analysis, however, indicates that in the absence of the transverse-leakage approximation the quartic approximation has a truncation error of $O\left(h^{6}\right)$ while the cubic polynomial error remains $O\left(h^{4}\right)$. The comparison of the one-dimensional to the two-dimensional results indicates that the
quadentic transverse-leakage approximation must introduce an error of $O\left(h^{4}\right)$ and, for this model problem, is more significant than the error introduced by the guartic polynomial approximation.

### 2.4.5 Expansion Coefficient Solution

The expansion for the two node problem has eight unknown expansion coefficients per group. The complete set of equations for a given interface is:

1. A nodal balance equation for node 1 - :

This is an alternate form of the nodal balance represented by Eq. (2.3) and is obtained by using the weight function $w_{0} \leq 1 \mathrm{in} \mathrm{Eq}. \mathrm{(2.30)}$.
2. The first moment equation for node $1-1$ :
3. The second moment equation for node l-1:
4. A nodal balance equation for node l:
5. The first moment equation for node $l$ :

$$
\begin{equation*}
\frac{1}{2} a_{g u 3}^{l m n}+\frac{1}{12} \sum_{y^{\prime}=1}^{G}\left(n_{u}^{2}\right)_{g g^{\prime}}^{l m n}\left[a_{\theta^{\prime} u 1}^{l m n}+\frac{1}{10} a_{\theta^{\prime} u 3}^{l i n n}\right]=-\frac{\left(h_{u}^{1}\right)^{2}}{D_{g}^{l m n}} S_{g u 1}^{l m n} . \tag{2.44}
\end{equation*}
$$

6. The second moment equation for node 1 :
7. Discontinuity in flux at the node interface:

$$
\begin{align*}
\left(\dot{\phi}_{j}^{1-1, m n}+\frac{1}{2} u_{g u 1}^{1-1, m n} \frac{1}{2} u_{j u 2}^{1-1, m n}\right) f_{g u+}^{1-1, m n}= & \\
& \left(\dot{\phi}_{g}^{1 m n}-\frac{1}{2} u_{j u 1}^{l m n}+\frac{1}{2} u_{j u 2}^{l m n}\right) f_{u u=-}^{l m n} . \tag{2.46}
\end{align*}
$$

 are different from those introduced into the finite difference equations, $f_{g u}$ ionn and $f_{y u-}^{l i m n}$. As for the finite difference equations, these discontinuity factors can be used to correct for spatial. homogenization and diffusion theory errora. Since the quartic polynomial npproximation leads to small spatial errors, their primary purpose is to provide homogenization correction. (ienerally, fisu+nntinn and floun will be constant throughout the entire calculation.
8. Continuity of the net current at the node interface:

$$
\begin{align*}
& -\frac{D_{q}^{1-1, m n}}{h_{u}^{l-1}}\left(u_{0 u 1}^{1-1, m n} \cdot 3 u_{g u 2}^{1-1, m n}-\frac{1}{2} u_{y u}^{1-1, m n} \quad \frac{1}{5} 1_{0 u 4}^{1-1, m n}\right)=  \tag{2.47}\\
& \cdots \frac{D_{g}^{l m n}}{h_{u}^{1}}\left(a_{j u 1}^{l \ln n}-3 a_{j u 2}^{l \ln n}-\frac{1}{2} a_{j u a}^{1-1, m n}+\frac{1}{5} a_{g u 4}^{1-1, m n}\right) .
\end{align*}
$$

These equations represent a $8 G \cdot 8 G$ coupled system of equations which would be very time consuming to solve, especially for a large number of energy groups. With further manipulation, however, we can simplify the solution procedure. Note that the nodal balance equation and the second moment equation for each node involve only the even expansion coefficients and are not coupled to the other node. Thus, by solving the nodal balance equation, Eq. (2.43), for $a_{4,2}^{l m n}$ and substituting into the second moment equation, Eq. (2.45), we can obtain $a_{g u 2}^{\operatorname{lm} n}$ and $a_{0 u 4}^{\lim n}$ with one $G \times G$
solution. Next, the continuity conditions. Eqs. 12.40 ) and (2.47), can he used to
 be substituted into the first moment equations. Eqs. 12.41 ) and (2.4), to whitin $n$
 to one $C \cdot(i$ and one $20 \cdot 2 G$ problems per incerface.

This solution method differs from that used by Zerkle [Z-1|. In Zerkle's method.
 Aluxes using Eqs. 12.29 b ) and (2.29e) and surface averaged currents using (2.29d) and $(2.29 \mathrm{e})$. The continuity conditions are then applied resulting in an expression for the net current at the interface. This equation also involves the leaknes for the two neighboring nodes which are eliminated using the nodal balance equation. The nodal method based on this solution method has been found to require more iterations than the method developed here since it requires the use of more information from the previoun iteration.

The coupling relations for the polynomial nodal method are simply the surfince. averaged net current expressions given in Eqs. (2.29d) and (2.2Ve). Because of their complicated nature, they cannot be easily combined with the nodal balance equa. tion to obtain a single nodal equation, an in the corrected finite difference method. Further, since the expansion coefficients depend upon the node-averaged fluxes, the system of equations which must be solved is quite large, including the nodal balance equation, the polynomial coupling equationm and the expansion coefficient equations. The solution procedure is simplified by the use of an iterative procedure.

### 2.4.6 Boundary Conditions

The boundary conditions npplied to the polynomial equations are a genernlization of those applied to the finite difference equations, Eq.(2.18), and are given by

$$
\begin{equation*}
\phi_{g u}^{m n}\left(u_{0}\right)=i \cdot n \sum_{j^{\prime}=1}^{a} \Gamma_{v g^{\prime}, u \pm}^{l m n} \cdot J_{u^{\prime} u}^{l m n}\left(u_{0}\right) . \tag{2.48}
\end{equation*}
$$

Substituting the polynomial expansion approximations of the surface averaged Hux and current results in following equation at the lowres surface
and at the upper surface

These equations are combined with the other expansion coefficient equations given in Sertion 2.3 to obtain the complete set of equations for nodes at the boundaries.

Sote that if the off diagonal elements of fimina are zero, we obtaith the sume form as in Eq. 12.18). Thin general form of boundary condition can be naed to model reflectors leading to anignificant reduction in the number of unknown. For example, an infinite erfinctor in two energy group in obtained by uning the following values $P \cdot 1$

$$
\begin{aligned}
& \Gamma_{11.4}^{m n}=I_{1} D_{1} \\
& \Gamma_{12,4}^{17,4} \text { = } 1 \\
& \left.\Gamma_{3 I_{14}}=I_{1} \quad L_{2}\right) \Sigma_{n 1} /\left(D_{1} D_{2}\left[\frac{1}{l_{3}}-\frac{1}{l_{1}^{2}}\right]\right)
\end{aligned}
$$

where $D_{0}$ in the group 9 reflector diffusion coelticient and $L_{i j}$ is the group $y$ reflector diffusion length $\left(\sqrt{D_{g} \Sigma_{v}}\right)$.

### 2.5 The Non-Linear Iteration Procedure

Rather than solving all of the polynomial nodal equations as a complete set, we can use a non-linear iteration procedure which was first proposed by Smith $[\mathbf{S}$.4]. The method takes advantage of the property of the corrected finite-difference scheme in which any reference solution can be exactly reproduced if appropriate discontinuity factors are provided. A How diagram of the non-linear iteration scheme is presented in Figure 2.3. Beginning with an initial guess for the discontinuity factor ratios, the


Figure 2.3: A How diagram of the non-linear iteration procedure for the static problem.
corrected finite difference relations can be used to compute the node-averaged fluxes. These fluxes are then used in the polynomial equations to compute the expansion coefficienta and, hence the net currents at the interface. From these polynomial net currents and the corrected finite-difference fluxes, discontinuity factor ratios may be computed. These discontinuity factors are used in the corrected finite-difference equations and the process is repented until the node-averaged fluxes converge. The uniqueness of the solution of the nodal equations guarantees that, if this method converges, it will converge to the solution of the polynomial nodal equations.

This method has several advantages over solving all of the polynomial nodal equations together. First, a significant reduction in storage is obtained since none of the expansion coefficients and polynomial coupling terms are needed during the corrected finite-difference calculation. Also, since the finite-difference equations involve only the nodal fluxes, no iterations are necessary for the currents and expansion coefficients during the global flux solution procedure. Finally, if the solution can be obtained in a relatively small number of discontinuity factor iterations, a reduction in computation time will result because of the decrease in the number of times the currents must be calculated.

### 2.6 Summary

In this chapter the derivation of the static nodal method was presented. Starting with the space-dependent, few-group diffusion equations we obtained an equation which represented a neutron balance over an arbitrary node. Since this equation related several unknown quantities, additional equations were required. One method for obtaining the additional relations is a polynomial nodal method. However, since the set of global equations resulting from the application of this polynomial method is quite complicated, a non-linear iteration procedure was introduced in which the polynomial method is used locally to obtain correction factors for the finite-differencelike equations. The global calculation of the node-averaged fluxes is then performed by the solution of these corrected finite-difference equations.

In Chapter 3 the polynomial nodal method will be extended to time dependent
problems and a time-integration method will be presented. Numerical methods and considerations for the solution of the static and transient nodal equations are given in Chapter 4. Applications of the static and transient methods are presented in Chapter 5.

## Chapter 3

## DERIVATION OF THE TRANSIENT NODAL EQUATIONS

### 3.1 Introduction

In Chapter 2 the details of the static nodal method were outlined. A similar procedure will be presented in this chapter for the transient method. First, the corrected finite-difference formulation will be presented. Applying the finite-difference approximation to the time-dependent neutron diffusion equation and the introduction of discontinuity factors results is a system of first-order ordinary differential equations. A temporal differencing scheme will be presented to advance the solution in time. The the polynomial method will be applied to give equations for the expansion coefficients and polynomial currents to compute the discontinuity factor ratios. These discontinuity factors ratios are generally time dependent and will be updated using the same non-linear iteration procedure applied for the static solution.

This chapter also presents the application of the quasi-static method. In this method we assume that the node-averaged fluxes are the product of a space and energy dependent shape function and a space and energy independent amplitude function. Since the shape function generally varies slowly in time, large time steps can be employed in its solution and it can be computed less frequently than the amplitude function.

### 3.2 Notation

The derivation begins with the time-dependent, few-group diffusion equations in $P_{1}$ form

$$
\begin{align*}
& \frac{1}{v_{g}} \frac{\partial}{\partial t} \phi_{g}(\mathbf{r}, t)=-\nabla \cdot \mathbf{J}_{\mathbf{g}}(\mathbf{r}, t)-\Sigma_{t g}(\mathbf{r}, t) \phi_{g}(\mathbf{r}, t) \\
&+\sum_{g^{\prime}=1}^{G}\left[(1-\beta) \chi_{p_{g}} \nu \Sigma_{f g^{\prime}}(\mathbf{r}, t)+\Sigma_{g g^{\prime}}(\mathbf{r}, t)\right] \phi_{g^{\prime}}(\mathbf{r}, t)  \tag{3.1a}\\
&+\sum_{d=1}^{D} \chi_{d g} \lambda_{d} c_{d}(\mathbf{r}, t)+q_{g}(\mathbf{r}, t), \quad g=1,2, \cdots, G, \\
& \mathbf{J}_{g}(\mathbf{r}, t)=-D_{g}(\mathbf{r}, t) \nabla \phi_{g}(\mathbf{r}, t),  \tag{3.1b}\\
& \frac{\partial}{\partial t} c_{d}(\mathbf{r}, t)= 3_{d} \sum_{g^{\prime}=1}^{G} \nu \Sigma_{f^{\prime}}(\mathbf{r}, t) \phi_{g^{\prime}}(\mathbf{r}, t)-\lambda_{d} c_{d}(\mathbf{r}, t),  \tag{3.1c}\\
& \quad d=1,2, \cdots, D .
\end{align*}
$$

Where in addition to the terms defined for the static equations in Chapter 2,
$c_{d} \quad=$ density of delayed neutron precursors in family $d\left(\mathrm{~cm}^{-3}\right)$,
$\chi_{p g}=$ prompt fission spectrum for group $g$,
$\chi_{d g}=$ fission spectrum for precursor family $d$, group $g$,
$\lambda_{d}=$ decay constant for delayed neutron precursor family $d\left(s^{-1}\right)$,
$\beta_{d} \quad=$ fractional yield of delayed neutrons in family $d$,
$\beta=$ total fractional yield of delayed neutrons, $\beta=\sum_{d=1}^{D} \beta_{d}$,
$v_{g} \quad=$ neutron speed for group $g\left(\mathrm{~cm} \mathrm{~s}^{-1}\right)$,
$G=$ total number of energy groups,
$D \quad=$ total number of delayed precursor families.
In a manner similar to the derivation of the static nodal balance equations, we obtain the time-dependent nodal balance equations by integrating Eqs. (3.1a) and
(3.1c) over an arbitrary node $(i, j, k)$ and dividing by the nodal volume to obtain

$$
\begin{align*}
& \frac{1}{v_{g}} \frac{\partial}{\partial t} \phi_{g}^{i j k}(t)=-\frac{1}{h_{x}^{i}}\left[J_{g x}^{j k}\left(x_{i+1}, t\right)-J_{g x}^{j k}\left(x_{i}, t\right)\right]-\frac{1}{h_{y}^{i}}\left[J_{g y}^{i k}\left(y_{j+1}, t\right)-J_{g y}^{i k}\left(y_{j}, t\right)\right] \\
& -\frac{1}{h_{y}^{i}}\left[J_{g 2}^{j J}\left(z_{k+1}, t\right)-J_{g a}^{j J}\left(z_{k}, t\right)\right]-\Sigma_{t g}^{u j k}(t) \dot{\phi}_{g}^{i j k}(t)  \tag{3.2n}\\
& +\sum_{g^{\prime}=1}^{G}\left[\chi_{g} \nu \Sigma_{j g^{\prime}}^{i j k}(t)+\Sigma_{o g^{\prime}}^{i j k}(t)\right] \bar{\phi}_{g^{\prime}}^{i j k}(t)+\sum_{d=1}^{D} \chi_{d g} \lambda_{d} \vec{c}_{d}^{i j k}(t)+\vec{q}_{g}^{i j k}(t), \\
& \frac{\partial}{\partial t} \tau_{d}^{i j k}(t)=\beta_{d} \sum_{g^{\prime}=1}^{G} \nu \Sigma_{f_{g^{\prime}}}^{\nu k}(t) \vec{\phi}_{g^{\prime}}^{i j k}(t)-\lambda_{d} \tilde{c}_{d}^{i j k}(t) . \tag{3.2b}
\end{align*}
$$

As in the static case, the fluxes and cross sections represent averages over the node. In addition, the node-averaged precursor concentration is defined by

$$
\begin{equation*}
c_{d}^{i j k} \equiv \frac{1}{V^{i j k}} \int_{x_{1}}^{x_{1+1}} d x \int_{\nu,}^{y_{j+1}} d y \int_{z_{4}}^{z_{n+1}} d z c_{d}(x, y, z) \tag{3.3}
\end{equation*}
$$

Since Eq. (3.2a) relates several unknown quantities (the node-averaged fluxes and face-averaged currents) additional coupling equations are required.

### 3.3 The Time-Dependent, Corrected Finite-Difference Equations

The derivation of the time-dependent finite-difference coupling equations is exactly the same as for the static case since no time derivatives appear in the second $P_{1}$ equation, Eq. (3.1b). Applying the finite-difference approximation and introducing discontinuity factors results in the following expression for the surface-averaged current at the node interface $u_{1}$

$$
\begin{align*}
J_{g u}^{m n}\left(u_{l}, t\right)=-\left[\frac{h_{u}^{l}}{2 D_{g}^{l m n}(t)}\right. & \left.\frac{f_{g u-}^{l m n}(t)}{f_{g u+}^{l-1, m n}(t)}+\frac{h_{u}^{l-1}}{2 D_{g}^{l-1, m n}(t)}\right]^{-1}  \tag{3.4}\\
& \times\left(\frac{f_{g u-}^{l m n}(t)}{f_{g u+}^{l-1, m n}(t)} \bar{\phi}_{g}^{l m n}(t)-\bar{\phi}_{g}^{l-1, m n}(t)\right) .
\end{align*}
$$

Note that the discontinuity factor ratios are now time varying. A similar expression for the surface-averaged current can be derived for the $u_{1+1}$ interface. These expressions can be substituted into the time-dependent nodal balance equation and written in matrix form as

$$
\begin{align*}
\mathbf{V}_{g}^{-1} \frac{d}{d t} \phi_{g}(t)= & -\mathbf{N}_{g}(t) \boldsymbol{\phi}_{g}(t)+\sum_{0^{\prime}=1}^{G}(1-3) \mathbf{F}_{p_{1} g g^{\prime}}(t) \phi_{g^{\prime}}(t)+\sum_{\substack{g^{\prime}=1 \\
g^{\prime} \neq g}}^{G} \mathbf{\Sigma}_{g g^{\prime}}(t) \phi_{g^{\prime}}(t)  \tag{3.5a}\\
& +\sum_{d=1}^{D} \lambda_{d} \mathbf{c}_{d g}(t)+\mathbf{q}(t), \quad g=1,2, \cdots, G \\
\frac{d}{d t} \mathbf{c}_{d g}(t)= & \beta_{d} \sum_{g^{\prime}=1}^{G} \mathbf{F}_{d \cdot q g^{\prime}}(t) \phi_{g}(t)-\lambda_{d} \mathbf{c}_{d g}(t), \quad d=1,2, \cdots, D . \tag{3.5b}
\end{align*}
$$

In addition to the vectors and matrices defined for the static corrected finite-difference equations we now define
$\mathbf{V}_{g}=$ An $N \times N$ diagonal matrix of the group speeds, $\left\{v_{\theta}\right\}$,
$\mathrm{F}_{p, \boldsymbol{q}^{\prime}}=$ An $N \times N$ diagonal matrix of $\left\{\chi_{p \boldsymbol{p}} \nu \Sigma_{j_{\rho^{\prime}}}^{i j k}\right\}$,
$\mathbf{c}_{d g}=A$ column vector of length $N$ of $\left\{\lambda_{d g} c_{d}^{i, j h}\right\}$,
$F_{d, p g^{\prime}}=A n N \times N$ diagonal matrix of $\left\{\chi_{d_{0}} \nu \Sigma_{j_{\theta^{\prime}}}^{i j k}\right\}$.
These equations can be written in super-matrix form as

$$
\begin{gather*}
\mathbf{V}^{-1} \frac{d}{d t} \Phi(t)=\left[\mathbf{M}_{p}(t)-\mathbf{L}(t)\right] \Phi(t)+\sum_{d=1}^{D} \lambda_{d} \mathbf{c}_{d}(t)+\mathbf{q}(t) .  \tag{3.6a}\\
\frac{d}{d t} \mathbf{c}_{d}(t)=\mathbf{M}_{d}(t) \Phi(t)-\lambda_{d} \mathbf{c}_{d}(t), \quad d=1,2, \cdots, D . \tag{3.6b}
\end{gather*}
$$

Where in addition to the terms defined for the static expression,
$\mathbf{V}=$ An $N G \times N G$ diagonal matrix of the group speeds, $\left\{\mathbf{V}_{g}\right\}$,
$\mathrm{L}=\mathrm{An} N G \times N G$ matrix of $\left\{\mathbf{N}_{g} \delta_{g g^{\prime}}-\boldsymbol{\Sigma}_{g g^{\prime}}(t)\right\}$,
$\mathbf{M}_{p}=$ An $N G \times N G$ matrix of prompt fission production terms, $\left\{\mathbf{F}_{p, 8 a^{\prime}}\right\}$,
$\mathbf{M}_{d}=$ An $N G \cdot N G$ matrix of delayed fission production terms, $\left\{\mathbf{F}_{d, g g^{\prime}}\right\}$,
$c_{d}=$ A column vector of length $N G$ of the spectrum-weighted precursor densities, $\left\{\mathbf{c}_{d g}\right\}$.

Equations (3.6a) and (3.6b) represent a system of ordinary differential equations which is a semi-discrete representation of the neutron diffusion equation.

### 3.4 The Time-Dependent Polynomial Nodal Equations

When the polynomial nodal method is applied to the transient diffusion equations. the expansion coefficients become time dependent. The same procedure is used to determine the expansion coefficients as in the static case. First, the transverse integration procedure is used to obtain one-dimensional equations. Integrating equation (3.1a) in directions $v$ and $w$ results in the following one-dimensional equation for the u-direction for node ( $l, m, n$ )

$$
\begin{align*}
& \frac{\partial}{\partial t} \varphi_{g u}^{m n}(u, t)=-\frac{\partial}{\partial u} J_{g u}^{m n}(u, t)-\Sigma_{t g}^{l m n}(t) \phi_{g u}^{m n}(u, t) \\
&+\sum_{v^{\prime}=1}^{G}\left[(1-3) \lambda_{p q^{\prime}} \nu \Sigma_{f_{g^{\prime}}}^{l m n}(t)+\Sigma_{g q^{\prime}}^{l m n}(t)\right] \phi_{g^{\prime} u}^{m n}(u, t)  \tag{3.7a}\\
&+\sum_{d=1}^{D} \lambda_{d} \chi_{d q} c_{d u}^{m n}(u, t)+q_{g}(t), \quad g=1,2, \cdots, G, \\
& \frac{\partial}{\partial t} c_{d u}^{\prime m n}(u, t)=\beta_{d} \sum_{\theta^{\prime}=1}^{G} \nu \Sigma_{f_{q^{\prime}}}^{l m n}(t) \phi_{g^{\prime} u}^{m n}(u, t)-\lambda_{d} c_{d u}^{m n}(u, t)  \tag{3.7b}\\
& d=1,2, \cdots, D .
\end{align*}
$$

The time derivatives in these equations present a difficulty. They require the equations to be differenced in time and past values of the expansion coefficients to be saved from one time step to the next. Also, the transverse-integration procedure has lead us to equations for the precursor densities which vary spatially in the $u$-direction. Simplification is obtained if we introduce dynamic frequencies defined by the following expressions

$$
\begin{equation*}
\omega_{u}^{l m n}(t) \equiv \frac{1}{\phi_{g u}^{m n}(u, t)} \frac{\partial}{\partial t} \phi_{g u}^{m n}(u, t), \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{d}^{\operatorname{lm} n}(t) \equiv \frac{1}{c_{d u}^{m n}(u, t)} \frac{\partial}{\partial t} e_{d u}^{m n}(u, t) . \tag{3.9}
\end{equation*}
$$

Note that within a given node these frequencies vary neither spatially nor directionally. A method of estimating these frequencies is given in Chapter 4. The introduction of the "omega" into the precursor equation allows us to solve for the transversely. integrated precursor densities in terms of the transversely-integrated fluxes

$$
\begin{equation*}
c_{d u}^{m n}(u, t)=\frac{\beta_{d}}{\left(\omega_{d}^{l m n}(t)+\lambda_{d}\right)_{g^{\prime}=1}^{G}} \sum_{f_{g^{\prime}}}^{G}(t) \phi_{g^{\prime} u}^{m n}(u, t), \quad u \in\left[u_{l}, u_{u+l}\right] . \tag{3.10}
\end{equation*}
$$

This equation can now be substituted into the transversely-integrated flux equation to obtain

$$
\begin{align*}
\frac{\partial}{\partial u} J_{g u}^{m n}(u, t) & +\Sigma_{t g}^{l m n}(t) \phi_{g u}^{m n}(u, t)=\sum_{g^{\prime}=1}^{G}\left[\bar{\chi}_{g}^{l m n}(t) \nu \Sigma_{g^{\prime}}^{l m n}(t)+\Sigma_{g g^{\prime}}^{l m n}(t)\right] \phi_{g^{\prime} u}^{m n}(u, t)  \tag{3.11}\\
& +\sum_{d=1}^{D} \lambda_{d} \lambda d g c_{d u}^{m n}(u, t)-S_{g u}^{m n}(u, t)+q_{g}(t), \quad g=1,2, \ldots, G^{\prime},
\end{align*}
$$

where we have introduced an effective total cross section, $\tilde{\Sigma}_{t g}^{l m n}(t)$, and an effective fission spectrum, $\boldsymbol{X}_{g}^{\ln n}(t)$, defined by

$$
\begin{gathered}
\bar{\Sigma}_{t g}^{l m n}(t) \equiv \Sigma_{t g}^{l m n}(t)+\frac{\omega_{g}^{l i m n}(t)}{v_{g}} \\
\tilde{\chi}_{g}^{l m n}(t) \equiv(1-\beta) \chi_{\chi_{p g}}+\sum_{d=1}^{D} \frac{\lambda_{d} \beta_{d} \backslash d g}{\omega_{d}^{l \ln n}(t)+\lambda_{d}} .
\end{gathered}
$$

As a result of introducing the dynamic frequencies we now have an equation which closely resembles the transversely-integrated equation for the static case, Eq. (2.24a). Therefore, the static equations for the expansion coefficient may be applied with these modified terms and with the cross sections being functions of time. In addition, the non-linear iterative update of the discontinuity factor ratios remains unchanged. Once the expansion coefficients are obtained, the polynomial current expressions, Eqs. (2.29d) and (2.29e), are applied and the discontinuity factors are computed. This
procedure gives the tme-dependent discontinuity factors required for the corrected finite-difference equations.

### 3.5 Time-Integration of the Corrected Finite-Difference Equation

The derivations of the previous sections have resulted in spatially discretized, timedependent ordinary differential equations. In addition, the introduction of dynamic frequency terms into the transversely-integrated equations has eliminated the time derivatives from the polynomial nodal equations. The only remaining time derivatives appear in the corrected finitedifference equations. The method that will be used to solve the time-dependent, corrected finite-difference equations will be direct integration of the precursor equation and theta-differencing of the flux equation.

The time domain is represented by discrete points at which we desire the solution

$$
t=t_{0}, t_{1}, t_{2}, \cdots
$$

and the time intervals are defined as

$$
\Delta t_{n} \equiv t_{n+1}-t_{n}
$$

First, consider the precursor equation, Eq. (3.6b). We can directly integrate this equation from $t_{n}$ to $t_{n+1}$ to obtain

$$
\begin{gather*}
\mathbf{c}_{d}^{(n+1)}=e^{-\lambda_{d} \Delta t_{n}} \mathbf{c}_{d}^{(n)}+e^{-\lambda_{d} \Delta t_{n}} \int_{t_{n}}^{t_{n+1}} e^{\lambda_{d}\left(t-t_{n}\right)} \mathbf{M}_{d}(t) \Phi(t) d t,  \tag{3.12}\\
d=1,2, \cdots, D .
\end{gather*}
$$

The superscript represents the time at which the quantities are evaluated, for example

$$
\mathbf{c}_{d}{ }^{(n+1)}=\mathbf{c}_{d}\left(t_{n+1}\right) .
$$

Now we assume that $\mathrm{M}_{d}(t) \Phi(t)$ varies in a linear fashion across the time step. With
this assumption the integral in Eq. (3.12) can be evaluated to give

$$
\begin{equation*}
\mathbf{c}_{d}^{(n+1)}=k_{1, d} \mathbf{c}_{d}^{(n)}+k_{2, d} \frac{t_{d}}{\lambda_{d}} \mathbf{M}_{d}^{(n+1)} \Phi^{(n+1)}-k_{3, d} \frac{J_{d}}{\lambda_{d}} \mathbf{M}_{d}^{(n)} \Phi^{(n)} . \tag{3.13}
\end{equation*}
$$

where

$$
\begin{aligned}
& k_{1, d} \equiv e^{-\lambda_{d} \Delta t_{n}}, \\
& k_{2, d} \equiv 1-\frac{1-e^{-\lambda_{d} \Delta t_{n}}}{\lambda_{d} \Delta t_{n}}, \\
& k_{3, d} \equiv e^{-\lambda_{d} \Delta t_{n}}-\frac{1-e^{-\lambda_{d} \Delta t_{n}}}{\lambda_{d} \Delta t_{n}} .
\end{aligned}
$$

If the entire integrand of Eq. (3.12) were assumed to vary linearly, we would simply be approximating the integral by the trapezoidal rule, which has second-order global truncation error. The direct integration procedure is more accurate because of the inclusion of the exponential in the integrand. The truncation error, however, is still second order. Note that in computer applications $k_{1, d}, k_{2, d}$, and $k_{3, d}$ should be evaluated using Taylor series expansions to avoid round-off errors for small $\Delta t_{n}$.

Now we are prepared to difference the Hux equation. The theta method $|V \cdot 1|$ mixes the old and new values on the right-hand side of Eq. (3.6a) resulting in

$$
\begin{align*}
& \mathbf{V}^{\prime} \frac{\Phi^{(n+1)}-\Phi^{(n)}}{\Delta t_{n}}=\theta\left\{\left[\mathbf{M}_{p}^{(n+1)}-\mathbf{L}^{(n+1)}\right] \boldsymbol{\Phi}^{(n+1)}+\sum_{d=1}^{D} \lambda_{d} \mathbf{c}^{(n+1)}+\mathbf{q}^{(n+1)}\right\}  \tag{3.14}\\
&+(1-\theta)\left\{\left[\mathbf{M}_{p}^{(n)}-\mathbf{L}^{(n)}\right] \boldsymbol{\phi}^{(n)}+\sum_{d=1}^{D} \lambda_{d} \mathbf{c}_{d}^{(n)}+\mathbf{q}^{(n)}\right\}
\end{align*}
$$

The value of $\theta$ can be chosen to give the standard time-differencing schemes:

$$
\begin{array}{ll}
\theta=0 & \text { Forwned Difference (or Fully Explicit), } \\
\theta=\frac{1}{2} & \text { Trapezoidal Rule (or ('rank. Nicholson), } \\
\theta=1 & \text { Backward Difference (or Fully Implicit). }
\end{array}
$$

More consideration of the choice of $\theta$ will be given in Chapter 4.
The value of the precursor densities at the new time step appears in Eq.(3.14). This term may be eliminated by using the result of the direct integration of the precursor equation. Thus, substituting Eq. (3.13) into (3.14) and subsequent rearranging,
we obtain the following equation tor the fluxes

$$
\begin{align*}
& \left.\left\{\frac{1}{\Delta t_{n}} V^{-1}+11-H\right)\left(\mathbf{M}_{p}^{(n)}-\mathbf{L}^{(n)}\right)-N \sum_{d=1}^{D} k_{1, d} \mathbf{M}_{d}^{(n)}\right\} \boldsymbol{q}^{(n)}  \tag{3.15}\\
& +\sum_{d=1}^{D} V_{d}\left(1-H\left(1-k_{1, d}\right) \mathbf{c}_{d}^{(m)}+\theta q^{(n+1)}+(1-A) q^{(m)}\right. \text {. }
\end{align*}
$$

With the appropriate definitions we can write this equation in the following supermatrix form

$$
\begin{equation*}
\mathbf{A}^{n+11} \phi^{(n+1)}=\mathbf{s}^{(n)} . \tag{3.16}
\end{equation*}
$$

Equation (3.16) shows that for arh time step a matrix inversion must be performed to obtain the node nveraged fluxes at the new time step. For Inrge problems, iterntive methods will be required. The solution procedure is discussed in Chapter 4.

### 3.6 The Quasi-Static Method

The temporal differencing scheme outlined in the previous section gives accurnte results only when the time step, $\Delta t_{n}$, is small. Since ench time step requires n matrix inversion, this leads to substantial computational effort. One method for reducing the amomit of work required is to factor the flux into a shape function and an nuplitude function, as in the derivation of the point kinetics equations $[\mathrm{H} \cdot 4 \mid$. The shape function is defined for each node and energy group, while the amplitude function is n spare and energy independent quantits: It has been empirically observed that the shape function varies more slowly than the muplitude lunction. Thus, the shape calculation can be performed less frequently than the amplitude function calculation.

The subdivision of the time steps for the quasi-static method is presented in Figure 3.1. The shape function is computed using the largest time step, $\Delta t_{n}$, while the point kinetics parameters are updated with $n$ smaller time step, $\Delta t_{k}$, to reflect changes in reactor compositions and conditions. The finest time division, $\Delta t_{p}$, is used to obtain an accurate solution of the amplitude function equations.

## Quasi-Static Method Time Steps


$\Delta t_{n}=$ Shape Function Time Step
$\Delta t_{k}=$ Reactivity Calculation Time Step
$\Delta t_{p}=$ Amplitude Function Time Step
Figure 3-1: Diagram showing the subdivision of the time stepa in the quasi-atatic method.

### 3.6.1 The Amplitude Function Equation

In order to npply the quasi-atatic method, nin equation must be derived for the shape function and the amplitude function. We begin by factoring the node-nveraged Aluxes

$$
\begin{equation*}
\phi(t)=\mathbf{S}(t) T(t), \tag{3.17}
\end{equation*}
$$

where the nmplitude function is defined by

$$
\begin{equation*}
T(t)=w^{T} V \quad \Phi(t) \tag{3.18}
\end{equation*}
$$

Note that an arbitrary, time-independent weight function, w, has been introduced. We can now substitute the factorization (3.17) into the time-dependent nodal ryuntion, E.y. (3.6n), and multiply by the weight function to ohtain

$$
\begin{align*}
\mathbf{w}^{\mathrm{T}} \mathbf{V}: \frac{d}{d t} \mathbf{S}(t) T(t)= & \mathbf{w}^{\mathrm{T}} \mathbf{M}_{p}(t)=\mathbf{L}(t) \mid \mathbf{S}(t) T(t) \\
& +\sum_{d=1}^{D} \lambda_{d} \mathbf{w}^{\mathrm{T}} \mathbf{c}_{d}(t)+\mathbf{w}^{\mathrm{T}} \mathbf{q}(t) \tag{3.10}
\end{align*}
$$

In the derivation of the equation for the amplitude function we shall make use of the following fact

$$
\begin{gather*}
T(t)=w^{\mathrm{r}} V^{1} \phi(t)=\left(w^{\mathrm{r}} V^{1} S(t)\right) T(t) \\
\therefore w^{\mathrm{r}} V^{\mathrm{t}} \mathbf{S}(t)=1 \tag{3.20}
\end{gather*}
$$

Thus, the shape function maintains a constant normalization. As a result of this normalization, the time derivative term can be written as

$$
\begin{equation*}
\mathbf{w}^{\mathrm{r}} \mathbf{V}^{1} \frac{d}{d t} \mathbf{S}(t) T(t)=\frac{d}{d t}\left(\mathbf{w}^{\mathrm{T}} \mathbf{V}^{\mathbf{S}} \mathbf{S}(t)\right) T(t)=\left(\mathbf{w}^{\mathrm{T}} \mathbf{V}^{1} \mathbf{S}(t)\right) \frac{d}{d t} T(t) \tag{3.21}
\end{equation*}
$$

The amplitude function equation is then obtained by adding and subtracting the term $w^{\mathrm{t}}\left(\mathbf{S}_{i=1}^{0} \mathbf{M}_{d}(t)\right) \mathbf{S}(t)$ from the right hand side of Eq. (3.19) and by dividing by $w^{\top} \mathbf{M}(t) S(t)$ where $\mathbf{M}(f)$ is the total finsion operntor

$$
\mathbf{M}(t)=\mathbf{M}_{p}(t)+\sum_{d=1}^{D} \mathbf{M}_{t}(t) .
$$

The resulting equation for the amplitude function is

$$
\begin{align*}
\frac{\mathbf{w}^{\mathrm{T}} \mathbf{V} \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T} M} \mathbf{M}(t \mathbf{S}(t)} \frac{d}{d t} T(t)= & \frac{\mathbf{w}^{\mathrm{T}} \mathbf{M}(t) \mathbf{L}(t) \mid \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T} M} \mathbf{M}(t) \mathbf{S}(t)} T(t)-\frac{\mathbf{w}^{\mathrm{T}}\left(\sum_{d=1}^{D} \mathbf{M}_{d}(t)\right) \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T} M(t) \mathbf{S}(t)}} T(t) \\
& \cdot \sum_{d=1}^{D} l_{1} \frac{\mathbf{w}^{\mathrm{T}} \mathbf{c}_{d}(t)}{\mathbf{w}^{\mathrm{T} M(t) \mathbf{S}(t)}} \cdot \frac{\mathbf{w}^{\mathrm{T}} \mathbf{q}(t)}{\mathbf{w}^{\mathrm{T}} \mathbf{M}(t) \mathbf{S}(t)}
\end{align*}
$$

With some manipulation, this equation can be written as

$$
\begin{equation*}
\frac{d}{d t} T(t)=\frac{p(t)-d(t)}{\lambda(t)} T(t)+\sum_{d=1}^{D} I_{d}\left(C_{d}(t)+\varphi(t)\right. \tag{3.23}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu(t)=\frac{\mathbf{w}^{\mathrm{T}} \mathbf{M}(t) \mathbf{L}(t) \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T}} \mathbf{M}(t) \mathbf{S}(t)}  \tag{3.24n}\\
& \boldsymbol{S}_{d}(t)=\frac{\mathbf{w}^{\mathrm{T}} \exists_{d} \mathbf{M}_{t}(t) \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T}} \mathbf{M}(t) \mathbf{S}(t)}, \quad j(t) \equiv \sum_{d=1}^{D} \beta_{d}(t) \tag{3.24b}
\end{align*}
$$

$$
\begin{align*}
& I(t)=\frac{w^{\mathrm{r}} V^{t}(t)}{w^{\mathrm{T}} \mathbf{M}(t) S(t)}  \tag{3.244}\\
& q(t)=\frac{w^{\mathrm{r}} q(t)}{w^{\mathrm{r}} \mathrm{~V}^{-1}(t)}  \tag{3.24d}\\
& C_{d}(t)=\frac{w^{\mathrm{T}} \mathbf{c}_{d}(t)}{w^{\mathrm{r}} \mathrm{~V}^{-1}(t)} \tag{3.24e}
\end{align*}
$$

Equation (3.23) is simply the point kinetics equation and Eqs. (3.24a), (3.24b) and ( 3.24 c ) are the reactivity, effective delayed neutron fractions and prompt neutron life time, respectively. We now have precise, mathematical definitions for all of the point kinetics parameters as functions of the variables and operators of the nodal model.

The precursor equation can be handled in a similar manner. Substituting the flux factorization, multiplying by an arbitrary weight function, and using the definitions above, we obtain

$$
\begin{equation*}
\frac{d}{d t} C_{d}(t)=\frac{D_{d}(t)}{\Lambda(t)} T(t)-\lambda_{d} C_{d}(t), \quad d=1,2, \cdots, D . \tag{3.25}
\end{equation*}
$$

### 3.6.2 Shape Function Equation

An equation for the shape function results from substitution of the factorization (3.17) into Eq. (3.6a)

$$
\begin{equation*}
\left.\mathbf{V} \cdot \frac{d}{d t}(\mathbf{S}(t) \Gamma(t))=\mathbf{M}(t)-\mathbf{L}(t) \right\rvert\, \mathbf{S}(t) \Gamma(t)+\sum_{d=1}^{D} \lambda_{d} \mathbf{c}_{d}(t)+\mathbf{q}(t) . \tag{3.26}
\end{equation*}
$$

After expanding the time derivative and dividing by the amplitude function we obtain

$$
\begin{equation*}
\mathbf{V}^{-1} \frac{d}{d t} \mathbf{S}(t)=\left[\mathbf{M}(t)-\mathbf{L}(t)-\mathbf{V}^{-1} \frac{1}{T(t)} \frac{d}{d t} T(t)\right] \mathbf{S}(t)+\sum_{d=1}^{D} \lambda_{d} \frac{\mathbf{c}_{d}(t)}{T(t)}+\frac{\mathbf{q}(t)}{\Gamma(t)} \tag{3.27}
\end{equation*}
$$

Note that the amplitude function is still present in this equation. Thus, the calculation of the shape function at a given time requires that we know the ampliturle function at that time.

Alternatively, we can solve the time dependent nodal equations, Eq. (3.6a) for node-averaged fluxes and apply the normalization, Eq. (3.20), to obtain the shape
function. The major advantage of using this latter procedure is that the amplitude function need not be known to obtain the shape function. Therefore, we can compute the final shape function and use linear interpolation to obtain intermediate shapes. Kao $\mathbb{K} \cdot 1$ has shown that this leads to a significant increase in the accuracy of the quasi-static method for large time steps.

The quasi-static method which we are applying is actually known as the the Improved Quasi.Static Method O.1.K.1. The distiti-uishing feature of the improved quasi-static method is that the time derivative in the shape function equation is approximated by a time-differencing method and is not neglected as in the traditional quasi-static method. Ott and Meneley $0 \cdot 1$ have demonstrated that the quasi-static method is sufficiently accurate for fast reactors, but not for thermal reactors. They further showed that the improved quasi-static method provides good results for both types of reactors.

### 3.6.3 Choice of Weight Function

Recall that an arbitrary weight function was introduced into the amplitude function and the definitions of the point kinetics parameters. Although any weight func. tion may be used, careful selection will lead to a weight function which yields more acrurate reactivity values when the shape function is not exact. This becomes more apparent when we consider the perturbation formula for reactivity. Suppose that all the cross sections and the shape function are perturbed from their initial steady-state values

$$
\begin{align*}
\mathbf{L}(t) & =\mathbf{L}_{0}+\delta \mathbf{L}(t) \\
\mathbf{M}(t) & =\mathbf{M}_{0}+\delta \mathbf{M}(t)  \tag{3.28}\\
\mathbf{S}(t) & =\mathbf{S}_{0}+\delta \mathbf{S}(t)
\end{align*}
$$

Substituting these perturbations into the reactivity expression（3．24a）gives

$$
\rho(t)=\frac{\mathbf{w}^{\mathrm{T}}\left[\mathbf{M}_{0}-\mathbf{L}_{0}\right] \mathbf{S}_{0}+\mathbf{w}^{\mathrm{T}}[\delta \mathbf{M}(t)-\delta \mathbf{L}(t)] \mathbf{S}_{0}}{+\mathbf{w}^{\mathrm{T}}\left[\mathbf{M}_{0}-\mathbf{L}_{0}\right] \delta \mathbf{S}(t)+\mathbf{w}^{\mathrm{T}}[\delta \mathbf{M}(t)-\delta \mathbf{L}(t)] \delta \mathbf{S}(t)} ⿻ ⿻ 一 𠃋 十 \mathbf{w}^{\mathrm{T}} \mathbf{M}_{0} \mathbf{S}_{0}+\mathbf{w}^{\mathrm{T}} \delta \mathbf{M}(t) \mathbf{S}_{0}+\mathbf{w}^{\mathrm{T}} \mathbf{M}_{0} \delta \mathbf{S}(t)+\mathbf{w}^{\mathrm{T}} \delta \mathbf{M}(t) \delta \mathbf{S}(t) \quad .
$$

Since we assume that the reactor is initially at steady－state，the first term in the numerator of Eq．（3．29）is zero．Further，we can neglect the second order terms in the numerator and the denominator since they are small．Also，the second term in the denominator can be neglected in comparison with the first term in the denominator． The resulting perturbation formula for reactivity is

$$
\begin{equation*}
\rho(t) \approx \frac{\mathbf{w}^{\mathrm{T}}[\delta \mathbf{M}(t)-\delta \mathbf{L}(t)] \mathbf{S}_{0}+\mathbf{w}^{\mathrm{T}}\left[\mathbf{L}_{0}+\mathbf{M}_{0}\right] \delta \mathbf{S}(t)}{\mathbf{w}^{\mathrm{T}} \mathbf{M}_{0} \mathbf{S}_{0}+\mathbf{w}^{\mathrm{T}} \delta \mathbf{M}(t) \mathbf{S}_{0}} \tag{3.30}
\end{equation*}
$$

From this equation we can see that，unless first order errors are to be incurred，the calculation of reactivity requires us to know the perturbation in the shape function， $\delta \mathbf{S}(t)$ ．From a perturbation theory point of view we would like to compute the reac－ tivity using only the steady－state solution．Thus，we must choose a non－trivial weight function such that

$$
\begin{equation*}
\mathbf{w}^{\mathrm{T}}\left[\mathbf{M}_{0}-\mathbf{L}_{0}\right] \delta \mathbf{S}(t)=0 \tag{3.31}
\end{equation*}
$$

Transposing this equation gives

$$
\begin{equation*}
\delta \mathbf{S}^{\mathrm{T}}(t)\left[\mathbf{M}_{0}-\mathbf{L}_{0}\right]^{\mathrm{T}} \mathbf{w}=0 \tag{3.32}
\end{equation*}
$$

Therefore，if we are to avoid first order errors in reactivity，we must choose the weight function such that

$$
\begin{equation*}
\left[\mathbf{M}_{0}-\mathbf{L}_{0}\right]^{\mathrm{T}} \mathbf{w}=\mathbf{0} \tag{3.33}
\end{equation*}
$$

Thus the desired weight function is simply the adjoint of the static nodal equations． Note，however，that the loss operator $L_{0}$ contains the unperturbed discontinuity fac－ tors obtained from the forward calculation．The evaluation of $\delta \mathbf{L}(t)$ during a transient requires that we know both the perturbations in cross sections due to feedback or op－
erator actions and the changes in discontinuity factors resulting from changes in the flux shape. For standard applications of first order perturbation theory, these latter changes will not be known.

While this situation may represent a problem for perturbation theory, it is not serious for the quasi-static method, since the shape function is being updated periodically. In fact, since any weight function can be used if the exact shape function is known, using the adjoint which will make the first order variations in shape function vanish from the reactivity expression is not essential. Using the adjoint as a weight function is most beneficial when applied to transients involving instantaneous changes in cross sections.

### 3.7 Thermal-Hydraulic and Feedback Models

The realistic and accurate analysis of a nuclear reactor core requires the consideration of thermal-hydraulic feedback effects. Two different methods have been incorporated to allow flexibility in thermal-hydraulic modelling.

### 3.7.1 The WIGL Model

In the previous investigations of finite-difference and nodal methods with thermalhydraulic feedback the WIGL [V-1] lumped heat capacity model was used to provide a reasonable representation of the core thermal-hydraulic behavior. As a result, many reactor problems with thermal-hydraulics based on the WIGL model have been analyzed [S-2, J-2]. Comparison of results for these problems, therefore, requires the implementation of this model.

The primary quantities of interest in the WIGL model are the average fuel temperature and the average coolant temperature within a node. The following equations for these temperatures are obtained by performing a time-dependent energy balance
over a node assuming that no boiling occurs

$$
\begin{align*}
\rho_{f} V_{f}^{i j k} C_{f}^{\prime} \frac{d \bar{T}_{f}^{i j k}}{d t}= & (1-r)\left(q^{\prime \prime \prime}\right)^{i j k} V_{f}^{i j k} \\
& +V_{c}^{i j k}\left[\frac{1}{A_{H} U}+\frac{1}{A_{H} h_{0}}\left(\frac{W}{W_{0}}\right)^{.8}\right]^{-1}\left(\bar{T}_{f}^{i j k}-\bar{T}_{c}^{i j k}\right)  \tag{3.34a}\\
V_{c}^{i j k}\left(\frac{\partial \rho_{c} H}{\partial \bar{T}_{c}}\right) \frac{d \bar{T}_{c}^{i j k}}{d t}= & V_{c}^{i j k}\left[\frac{1}{A_{H} U}+\frac{1}{A_{H} h_{0}}\left(\frac{W}{W_{0}}\right)^{.8}\right]^{-1}\left(\bar{T}_{f}^{i j k}-\bar{T}_{c}^{i j k}\right)  \tag{3.34b}\\
& +2 W_{r}^{i j k} C_{c}\left(T_{b}^{i j k}-\bar{T}_{c}^{i j k}\right)+r\left(q^{\prime \prime \prime}\right)^{i j k} V_{f}^{i j k} \\
& T_{b}^{i j k}=2 \bar{T}_{c}^{i j, k-1}-T_{b}^{i j, k-1} \tag{3.34c}
\end{align*}
$$

where

$$
\begin{aligned}
\bar{T}_{f}^{i j k} & =\text { average fuel temperature in node }(i, j, k)(\mathrm{K}) \\
\bar{T}_{c}^{i j k} & =\text { average coolant temperature in node }(i, j, k)(\mathrm{K}) \\
\bar{T}_{b}^{i j k} & =\text { inlet (bottom) coolant temperature of node }(i, j, k)(\mathrm{K}) \\
t & =\text { time (s) } \\
\rho_{f} & =\text { fuel density }\left(\mathrm{g} / \mathrm{cm}^{3}\right) \\
\rho_{c} & =\text { coolant density }\left(\mathrm{g} / \mathrm{cm}^{3}\right) \\
C_{f} & =\text { specific heat of the fuel }(\mathrm{erg} / \mathrm{g} \mathrm{~K}) \\
C_{c} & =\text { specific heat of the coolant }(\mathrm{erg} / \mathrm{g} \mathrm{~K}) \\
r & =\text { fraction of fission power deposited directly into the coolant } \\
\left(q^{\prime \prime \prime}\right)^{i j k} & =\text { volumetric energy generation rate in node }(i, j, k)\left(\mathrm{erg} / \mathrm{cm}^{3}\right) \\
V_{c}^{i j k} & =\text { volume of coolant in node }(i, j, k)\left(\mathrm{cm}^{3}\right) \\
V_{f}^{i j k} & =\text { volume of fuel in node }(i, j, k)\left(\mathrm{cm}^{3}\right) \\
A_{H} & =\text { total heat transfer area/coolant volume within a node }\left(\mathrm{cm}^{-1}\right) \\
h_{0} & =\text { convective heat transfer coef. at initial flow rate }\left(\mathrm{erg} / \mathrm{s} \mathrm{~cm}^{2} \mathrm{~K}\right) \\
W_{0} & =\text { initial total coolant mass flow rate }(\mathrm{g} / \mathrm{s}) \\
W & =\text { total coolant mass flow rate }(\mathrm{g} / \mathrm{s}) \\
W_{r}^{i j k} & =\text { coolant mass flow rate in node }(i, j, k)(\mathrm{g} / \mathrm{s}) \\
\left(\frac{\partial \rho_{c} H}{\partial \bar{T}_{c}}\right) & =\text { energy required to raise the temperature of a unit volume of } \\
& \text { coolant one temperature unit }\left(\mathrm{erg} / \mathrm{cm}^{3} \mathrm{~K}\right) .
\end{aligned}
$$

Note that C-G-S units have been retained to maintain consistency with earlier implementations. For steady-state calculations the time derivatives in Eqs. (3.34a) and (3.34b) are set to zero. Transient applications use a fully-implicit time integration
method with the same time step that is used for the neutronic calculations.

### 3.7.2 The Cabral-IPM Model

A more comprehensive thermal-hydraulics model has recently been developed at M.I.T. by Cabral $[\mathrm{C}-1$ ) and implemented in the IPM C'ode. Aviles $|\mathrm{A}-1|$ combined this model with a transient nodal method to investigate the spatially-dependent digital control of reactors. Because of the complicated nature of this thermal-hydraulics model, only a summary of the key features will be presented. A complete description can be found in references C. 1 and A-1.

The fuel model uses a two node control volume approach to model conduction accurately. Variations in fuel conductivity and gap conductance from thermal effects, fuel relocation, and cracking are accommodated. The fluid model uses one channel per assembly and does not allow cross flow. Subcooled nucleate boiling and two-phase flow models are included. The reactor core is assumed to be at constant pressure.

The subroutines required for the implementation of this method were extracted from Aviles' POPSICLE code (A-1].

### 3.7.3 Cross Section Feedback

For the purposes of this investigation, the cross section feedback from the thermalhydraulics behavior will be accomplished by assuming that all macroscopic cross sections (and inverse diffusion coefficients) are linear functions of the node averaged fuel temperature, coolant temperature and coolant density

$$
\begin{align*}
\Sigma_{\alpha}^{i j k}\left(\bar{T}_{f}, \bar{T}_{c}, \rho_{c}\right)= & \Sigma_{\alpha}^{i j k}\left(\bar{T}_{f 0}, \bar{T}_{c 0}, \rho_{c 0}\right)+\left(\frac{\partial \Sigma_{\alpha}}{\partial \bar{T}_{f}}\right)\left(\bar{T}_{f}^{i j k}-\bar{T}_{f 0}\right) \\
& +\left(\frac{\partial \Sigma_{\alpha}}{\partial \bar{T}_{c}}\right)\left(\bar{T}_{c}^{i j k}-\bar{T}_{c 0}\right)+\left(\frac{\partial \Sigma_{\alpha}}{\partial \rho_{c}}\right)\left(\rho_{c}^{i j k}-\rho_{c 0}\right) \tag{3.35}
\end{align*}
$$

where $\bar{T}_{f 0}, \bar{T}_{c 0}$ and $\rho_{c 0}$ represent the reference conditions. The linear functional dependence can, in general, accurately represent the actual cross sections over limited ranges of the temperatures and densities. For the purposes of this investigation this
linear assumption will be sufficient. Actual design calculations, however, may require that Eq. 3.35 ) be replaced by table look-up or polynomial fitting procedures to obtain a more accurate cross section representation.

### 3.8 Transient Control Mechanisms

Before the transient is initiated, the reactor is assumed to be at steady-state. The steady-state condition is typically obtained by dividing $\nu \Sigma_{f g}$ by $k_{\text {eff }}$ for eigenvalue problems or by solving the static source equations for extraneous source problems. In order to initiate a transient, a perturbation in the reactor conditions is required. This perturbation can be the result of control rod motions, extraneous source changes, or thermal-hydraulic changes.

Nodal methods model control rod motions as spatially uniform changes in the macroscopic cross sections. The simplest method of obtaining these cross sections is by a volume-weighted average of the rodded and unrodded nodal cross sections. Since the neutron flux within the node is not spatially flat, this procedure will introduce a modelling error. These errors result in a cusp-like behavior of the flux versus time as the control rod moves through a node. An elaborate correction scheme was developed and incorporated into QUANDRY' to reduce the error caused by this cusping effect J.1:

In order to reduce the cusping effect, a simple correction model has been developed. If we knew the average flux in the rodded and unrodded portions of the node we could flux weight the corresponding rodded and unrodded cross sections to obtain a new homogenized nodal cross section

$$
\begin{equation*}
\Sigma_{a g}^{\prime j k}=\frac{h_{k}^{n r} \phi_{g}^{n r} \Sigma_{\alpha g}^{n r}-h_{k}^{r} \phi_{g}^{r} \Sigma_{a g}^{r}}{h_{k}^{n r} \phi_{g}^{n r}+h_{k}^{r} \phi_{g}^{r}}, \tag{3.36}
\end{equation*}
$$

where superscripts $r$ and $n r$ represent the rodded and unrodded portions of the node, respectively. The nodal method, however, computes just the average flux of the entire node, not of the two regions in which we are interested. In the case of a strongly absorbing rod, the neutron flux makes a very sharp change at the rod tip, and varies
more slowly away from the tip. Based on this observation we can approximate the Hux in the unrodded portion of the node as being the average of the node-averaged Hux of the partially rodded node and its lower neighbor. Likewise, the flux in the rodded portion can be approximated as the average of the flux in the partially rodded node and its upper neighbor. This results in

$$
\begin{equation*}
\phi_{g}^{n r}=\frac{h_{k}^{n r} \phi_{g}^{\prime j k}+h_{k-1} \phi_{g}^{\prime J, k-1}}{h_{k}^{n r}+h_{k-1}} \tag{3.37a}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{v}^{r}=\frac{h_{k}^{r} \phi_{g}^{\prime, k}+h_{k+1} \phi_{g}^{\prime, k+1}}{h_{k}^{r}+h_{k+1}} . \tag{3.37b}
\end{equation*}
$$

Equations (3.37a) and (3.37b) are substituted into Eq. (3.36) to obtain flux-weighted nodal cross sections. Despite of the simplicity of this method, it has been found to perform as well as more elaborate models. This will be demonstrated in Chapter 5 .

Another method by which the state of the reactor can be perturbed is through a change in the extraneous neutron source. The addition or removal of neutron sources changes the neutron population present in the core, and therefore, initiates a transient.

Finally, changes in the thermal-hydraulic conditions of the core can induce $n$ transient through the cross section feedback. Two primary mechanisms are permitted by the thermal hydraulics models: changes in the coolant inlet-temperature; and changes in the core How rate.

### 3.8 Summary

In this chapter the derivation of the transient nodal method was presented. The derivation began by demonstrating that the spatial dependence can be treated in the same manner as for the static equations. First, the time-dependent corrected finitedifference equations were obtained. Next, the transient polynomial nodal equations were derived. By introducing dynamic frequencies, the time derivatives in the nodal equations were eliminated and the similarity with the static nodal equations was demonstrated. As a result of the similarity with the static equations, the same non-
linear iterative solution procedure can be used to solve the nodal equations.
Next, the time-differencing schemes were presented. The theta method was applied to obtain equations which can be used to advance the nodal fluxes in time. The quasi-static method was then introduced to provide accurate results when large time steps are used. Equations for the amplitude and shape functions, which result from the application of the quasi-static method, were obtained.

Finally, two thermal-hydraulic feedback models and the transient control mechanisms were discussed. A method of reducing the cusping errors caused by the treat. ment of partially rodded nodes was presented.

The numerical solution methods for the static and transient equations are given in Chapter 4. The nodal method will then be applied to several problems in Chapter 5 to evaluate the accuracy and efficiency of the method.

## Chapter 4

# STATIC AND TRANSIENT NUMERICAL SOLUTION METHODS 

### 4.1 Introduction

The derivation of the static equations was presented in Chapter 2 and the derivation of the transient equations was presented in Chapter 3. A non-linear iteration procedure was introduced in which the node-averaged fluxes are computed using finite-difference-like equations that are continuously updated with a more accurate polynomial nodal method. In this chapter, the detailed methods of solving the corrected finite-difference equations are given.

First, the numerical properties of the static equations are considered. The solution methods for eigenvalue problems, criticality searches, and fixed source problems are presented. Next the transient equations are examined. The solution method for the Hux and shape function along with the point kinetics equations are presented.

### 4.2 Static Solution Methods

The static equations for which n solution is sought are Eq. (2.15) along with the polynomial nodal Eqs. (2.40) through (2.47). These two sets of equations are coupled through the application of the discontinuity factors. A general solution method for these equations involving a non-linear iteration scheme was outlined in Chapter 2. However, the method of solving the corrected finite-difference equations was not specified. These methods and the iteration optimizations are addressed in this section.

### 4.2.1 Vumerical Properties

Recall that the corrected finite difference equation in matrix form is

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{\Phi}, \|) \boldsymbol{\phi}=\frac{1}{1} \mathbf{M} \boldsymbol{\phi}+\mathbf{q} \tag{2.17}
\end{equation*}
$$

where the dependence of the matrix $\mathbf{A}$ on the node-averaged fluxes and the eigenvalue has been explicitly indicated. This equation shows the non-linearity of the nodal method caused by of the introduction of the discontinuity factors. Recall that if all the discontinuity factors are unity, Eq. (2.17) reduces to the mesh-centered finite difference neutron diffusion equations and the non-linearity vanishes.

For eigenvalue problems, the source term is zero resulting in the following equation

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{\phi}, \lambda) \boldsymbol{\phi}=\frac{1}{\lambda} \mathbf{M} \boldsymbol{\phi} . \tag{4.1}
\end{equation*}
$$

In general. A can only be guaranteed to be real and irreducible. Because of the introduction of the discontinuity inctors, we can no longer be certain of the diagonal dominance or symmetry of this matrix. However, if the discontinuity factors introduced for homogenization are unity, then the discontinuity factors used to correct the finite-difference equations appronch unity as the node size becomes infinitely small. In this limit, our nodal method reduces to the finite-difference form of the diffusion equation and $\mathbf{A}$ will have the following properties $|\mathcal{V} \cdot 2|:$

1. $\mathbf{A}$ is real.
2. the diagonal elements of $\mathbf{A}$ are positive.
3. the off-diagonal elements of $A$ are non-positive,
4. $\mathbf{A}$ is diagonally dominant.
5. $\mathbf{A}$ is irreducible.

A matrix which has these properties is called an S-matrix and its inverse, $\boldsymbol{A}^{-1}$, exists
and has all positive rements (N.1). Therefore, Eq. (4.1) may be written as

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{1} \mathbf{R} \boldsymbol{\phi} . \tag{4.2}
\end{equation*}
$$

where

$$
\mathbf{R}=\mathbf{A}^{\prime} \mathbf{M}
$$

Since $M$ is n nonsymmetric matrix with non-negative diagonal elements, $\mathbf{R}$ is a non-symmetric, non-negative matrix.

### 4.2.2 Discontinuity Factor Iterations

The top iteration level in the non-linear iteration scheme consists of the discontimuity factor updating. In this iteration the corrected finitediference equationg are solved for the node-averaged fluxes, which requires two additional levels of iteration as discussed below. Then, using these fluxes, the polynomial expanaion coefficients are computed and the surface-averaged net-currents nre evaluated. The vet currenta and fluxes are then used to compute the discontinuity factors required by the corrected finite-difference equations. We then return to the solution of the finite-difference-like equations and repent the process until convergence is nchieved.

No theory exists which can be used to determine the convergence conditions of this iterative process. The fact that the equations are rigorously derived guarantees that if the method converges, it must converge to the solution of the polynomial nodal equations. Applientions of this process have shown that the method converge quite rapidly, typically requiring between 5 and 10 iterations for LWRs with nssembly sized nodes.

The order in which the solution process is carried out is theoretically important. By having the top iteration level be the discontinuity factor updating, all discontinuity factors are constant during the solution of the corrected finite difference equations. In addition, cross section updating in response to changing thermal-hydraulic conditions is performed with the discontinuity factor updates. As a result, the non-linearity is eliminated from the corrected finite-difference solution thereby allowing standard
numerical methods and convergence analyses to be applied.

### 1.2.3 Quter Iterations

The solution of Eq. (1.2) which we seek is the one with the largest eigenvalue. This solution can be found using the power method $N \cdot 1$, which ann be written as

$$
\begin{align*}
& \phi^{(p+1)}=\frac{1}{\lambda^{(p)}} \mathbf{R} \Phi^{(p)}  \tag{4.3a}\\
& \lambda^{(p+1)}=\lambda^{(p)} \frac{\left\langle w, \phi^{(p+1)}\right\rangle}{\left(w, \phi^{(p)}\right)}, \quad p=1,2, \cdots, x \tag{4.3b}
\end{align*}
$$

where $p$ is the iteration number and $w$ is a weighting vector. According to the PerronFrobenius theorem, nn irreducible matrix having non-negntive elements (such ns the matrix $\mathbf{R}$ ) has a unique, positive eigenvalue greater in magnitude than the modulus of any other cigenvalue of the matrix. Using this theorem and the properties of the $\mathbf{R}$ matrix given in Section 4.2 .1 , it is possible to show that the power method outlined in Eqs. (4.3a) and (4.3b) converges to the largest eigenvalue and its corresponding unique ponitive eigenvector (N-1).

The selection of the weighting vector is arbitrary, but does affect the convergence. One common choice is to set the elements of $w$ to unity such that the inner products in Eq. ( 1.3 B$)$ perform a simple summation of the elements of $\boldsymbol{\phi}^{(p+1)}$ and $\boldsymbol{\phi}^{(p)}$. Another choier for the weighting vector is for $w$ to be a vector of $\left\{1, \Sigma_{j, 1}^{\prime \prime h}\right\}$ such that inner products performsummations over the fission source. This represents a more physical appronch of determining the eigenvalue by taking the ratio of the neutron production in the current "generation" to the previous "generntion", where a "generntion" now represents an iterntion. This wrighting vector choice also lias the benefit of only using information in the fueled regions which leads to a more stable iteration procedure and possibly faster convergence.

An alternate weighting vector choice based on a minimization procedure is the Rayleigh quotient $[S-8 \mid$. In this method the weighting vector is chosen to be the the Hux (or fission source) vector from the previous iteration. The eigenvalue calculated
with this method can be shown to ronverse two times faster than the power method with unity weighting N. 1.

While the weighting vector doen have an impact on the rate of convergence of the power method. the asymptotic convergence rate is primarily determined by the ratio of the moduli of the two largest eikenvalues

$$
\begin{equation*}
d=\frac{\lambda_{1}}{A_{0}} \tag{4.4}
\end{equation*}
$$

where $I_{0}$ and $\lambda_{1}$ are the eigenvalues with the largest and second largest moduli, respectively. This ratio is called the dominance rationand for most problems of interest, is so dose to unity that the power method converges very slowly. One neceleration method which is particularly well suited for nodal methods is Wielandt's iractional teration or eigenvalue shifting W.2. In Wielandt's method we move n portion of the rugh-hand side of Eq. (4.1) to the left-hand side as follows

$$
\begin{equation*}
\left[A-\frac{1}{y^{\prime}} M \left\lvert\, \boldsymbol{M}=\frac{1}{\mathrm{X}} \mathbf{M} \boldsymbol{\phi} .\right.\right. \tag{4.5}
\end{equation*}
$$

where

$$
\frac{1}{1}=\frac{1}{1}-\frac{1}{\sqrt{1}}
$$

The menvalue shift. ${ }^{\prime}$ ', is arbitrarily selected but is subject to certain restrictions Which will be discussed later.

Equation (4.5) represents an mizenvalue problem which can be solved ty the power method resulting in the following equations

$$
\begin{align*}
& \phi^{(p+1)}=\frac{1}{\lambda^{(p)}}\left[L \frac{1}{\lambda^{\prime}} M\right]^{-1} \phi^{(p)},  \tag{4.fin}\\
& .^{(p+1)}=\frac{I^{(p)}}{\left(W \cdot \phi^{(p+1)}\right)}  \tag{4.8b}\\
& W_{1} \phi^{(p)} \tag{4,6c}
\end{align*}, \frac{\Lambda^{(p+1)^{\prime}}}{\lambda^{(p+1)} \cdot \lambda^{\prime}} .
$$

The matrix inversion indicated in Eq. (4,6a) is usually performed usin an inner
iteration procedure and is strongly affected by the eigenvalue shifting procedure.
The eigenvector of this eigenvalue problem which is associated with the largest eigenvaiue, $A$, is identical to the eigenvector associated with the largest eigenvalue of the unshifted equations W.2. The dominance ratio of the new eigenvalue problem is given by

$$
\begin{equation*}
d^{\prime}=\frac{\frac{1}{I_{0}}-\frac{1}{y^{\prime}}}{\frac{1}{\lambda_{1}}-\frac{1}{I^{\prime}}} \tag{4.7}
\end{equation*}
$$

If $X^{\prime}$ is chosen such that its modulus exceeds. $\lambda_{0}$. the dominance ratio, $d^{\prime}$, is less than unity and less than the unshifted dominance ratio, d. Choosing $\lambda^{\prime}$ to be the converged static cigenvalue $\mathrm{l}_{0}$ gives $\boldsymbol{n}$ dominance ratio of zero but makes the coefficient matrix of Eq. (4.5) singular. Choosing the eigenvalue shift to be infinite results in the unaccelernted power method of Eqs. (4.3a) and (4.3b).

In general, we will want the eigenvalue shift to change during the the problem to ensure optimum performance and to reflect discontinuity factor changes. A common procedure is to let the eigenvalue shift be the current estimate of the eigenvalue plus an arbitrary positive constant

$$
\begin{equation*}
\lambda^{\prime}=\lambda^{(p)}+\delta \lambda \tag{4.8}
\end{equation*}
$$

This positive offset will ensure that the power method will converge to the correct eigenvalue and eigenvector while preventing singularity of the coefficient matrix. Recall that $\lambda$ 'must exceed $I_{0}$ for the power method to converge to the proper eigenvalue. If $\lambda^{(p)}$ is a low estimate of $\lambda_{0}$ during the solution procedure and $\delta \lambda$ is small, conver. gence to the correct eigenvalue may not be obtained. This difficulty can generally be avoided by performing $n$ few initial unaccelerated iterations to obtain a rensonable guess for $t_{0}$.

The shift parameter, $\delta \lambda$, must be carefully chosen to ensure that the solution procedure is optimal. There are two competing factors which must be considered. First, the convergence rate of the outer iteration procedure is maximized when the shift factor is small. Second, the convergence rate of the inner iteration procedure, which is required to update the eigenvector, is minimized when the shift factor is
small (recall that the coefficient matrix becomes singular as $\lambda^{\prime} \rightarrow \lambda_{0}$ ). Thus, some acceptable, intermediate value for $\delta .1$ must be obtained. Several optimization studies have been performed S-2, Z-1 and for LWRs optimal values of the shift factor range from 0.02 to 0.05 .

As can be seen from Eq . (4.5) the eigenvalue shifting procedure results in a coefficient matrix which closely resembles a problem with strong up-scattering since $\mathbf{M}$ is generally a full matrix. Thus, the implementation of Wielandt's method generally requires that all energy groups be solved simultaneously. Sutton, however, has developed a modified method which allows a group-wise solution procedure to be used [S.9|. In Sutton's method a matrix of "spectrum ratios" defined by

$$
\begin{equation*}
A_{g^{\prime} g}=\left[\phi_{g^{\prime}} I\right]^{-1} \phi_{y^{\prime}} \tag{4.9}
\end{equation*}
$$

is introduced. Using this definition, the shifted eigenvalue problem, Eq. (4.5), can be written using the group matrix equations of Section 2.3 as

Applying the power method to Eq. (4.10) results in the following equations

$$
\begin{align*}
& \lambda^{(p+1)}=\lambda^{(p)} \frac{\left\langle w \cdot \phi_{g}^{(p+1)}\right\rangle}{\left\langle w, \phi_{g}^{(p)}\right\rangle} .  \tag{4.11b}\\
& \lambda^{(p+1)}=\frac{\lambda^{(p+1)} \lambda^{\prime}}{\Lambda^{(p+1)}-\lambda^{\prime}} . \tag{4.11c}
\end{align*}
$$

Note that the spectrum matrix $A_{v^{\prime}}$ is updated at each outer iteration. Sutton has shown that this group-wise Wielandt procedure converges in nearly the same number of iterations as the simultaneous group solution procedure. This can be attributed to
the quick convergence of the spectrum ratios $\phi_{g^{\prime}} / \phi_{g}$.

### 4.2.4 Inner Iterations

At each outer iteration the matrix $\left[\mathbf{N}_{g}-\frac{1}{\lambda^{\prime}} \sum_{g^{\prime}=1}^{G} \mathbf{F}_{g g^{\prime}} \mathrm{A}_{g^{\prime} g}\right]$ must be inverted for each energy group. Since this matrix may be quite large, iterative methods are best suited. The method that will be used is the cyclic Chebyshev semi-iterative (CCSI) method [V-2, H-6]. The CCSI method is a variant of the successive over-relaxation (SOR) method in which the relaxation parameter is changed during the iterations resulting in better average rates of convergence than SOR.

During the inner iterations we are solving equations of the form $A u=b$ for each energy group, where

$$
\begin{align*}
\mathrm{A} & \equiv \mathrm{~N}_{g}^{(p)}-\frac{1}{\lambda^{\prime}} \sum_{g^{\prime}=1}^{G} \mathbf{F}_{g g^{\prime}} \mathrm{A}_{g^{\prime} g}^{(p)}  \tag{4.12a}\\
\mathrm{b} & \equiv \frac{1}{\Lambda^{(p)}} \sum_{g^{\prime}=1}^{G} \mathbf{F}_{g g^{\prime}} \phi_{g}^{(p)}+\sum_{\substack{g^{\prime}=1 \\
g^{\prime} \neq g}}^{G} \boldsymbol{\Sigma}_{g g^{\prime}} \phi_{g}^{(p)}  \tag{4.12b}\\
\mathrm{u} & \equiv \phi_{g}^{(p)} \tag{4.12c}
\end{align*}
$$

In the CCSI method we partition the mesh into a red/black checkerboard pattern such that the matrix $A$ and the vectors $u$ and $b$ can be written as

$$
\begin{gathered}
A=\left[\begin{array}{ll}
D_{R} & H_{B} \\
H_{R} & D_{B}
\end{array}\right], \\
b=\left[\begin{array}{l}
\mathrm{b}_{R} \\
\mathrm{~b}_{B}
\end{array}\right] \\
\mathrm{u}=\left[\begin{array}{l}
\mathrm{u}_{R} \\
\mathrm{u}_{B}
\end{array}\right]
\end{gathered}
$$

Using these definitions, the matrix equation which is to be solved becomes

$$
\left[\begin{array}{ll}
\mathrm{D}_{R} & \mathrm{H}_{B}  \tag{4.13}\\
\mathrm{H}_{R} & \mathrm{D}_{B}
\end{array}\right]\left[\begin{array}{l}
\mathrm{u}_{R} \\
\mathrm{u}_{B}
\end{array}\right]=\left[\begin{array}{l}
\mathrm{b}_{R} \\
\mathrm{~b}_{B}
\end{array}\right] .
$$

If we define the following submatricies

$$
\begin{aligned}
\mathrm{F}_{\mathrm{R}} & \equiv-\mathrm{D}_{R}^{-1} \mathrm{H}_{R} \\
\mathrm{~F}_{B} & \equiv-\mathrm{D}_{B}^{-1} \mathrm{H}_{B} \\
\mathrm{c}_{R} & \equiv \mathrm{D}_{R}^{-1} \mathrm{~b}_{R} \\
\mathrm{c}_{B} & \equiv \mathrm{D}_{B}^{-1} \mathrm{~b}_{B}
\end{aligned}
$$

Equation (4.13) can be written as

$$
\left[\begin{array}{cc}
1 & -\mathrm{F}_{R}  \tag{4.14}\\
-\mathrm{F}_{B} & 1
\end{array}\right]\left[\begin{array}{l}
\mathrm{u}_{R} \\
\mathrm{u}_{B}
\end{array}\right]=\left[\begin{array}{l}
\mathrm{c}_{R} \\
\mathrm{c}_{B}
\end{array}\right]
$$

Applying the Jacobi iterative method to Eq. (4.14) gives

$$
u^{(r+1)}=B u^{(r)}+c,
$$

where $r$ is the iteration index and $B$ is the Jacobi iteration matrix defined by

$$
\mathrm{B} \equiv\left[\begin{array}{cc}
0 & \mathrm{~F}_{R} \\
\mathrm{~F}_{B} & 0
\end{array}\right]
$$

The CCSI method is obtained by applying Chebyshev acceleration to the red black partitioned Jacobi method giving the following equations

$$
\begin{gather*}
u_{R}^{(r+1)}=\omega_{R}^{(r+1)}\left(F_{R} u_{B}^{(r)}+c_{R}\right)+\left(1-\omega_{R}^{(r+1)}\right) u_{R}^{(r)},  \tag{4.15a}\\
u_{B}^{(r+1)}=\omega_{B}^{(r+1)}\left(F_{B} u_{R}^{(r+1)}+c_{B}\right)+\left(1-\omega_{B}^{(r+1)}\right) u_{B}^{(r)} \tag{4.15b}
\end{gather*}
$$

The initial relaxation parameters are given by

$$
\begin{aligned}
\omega_{R}^{(1)} & =1 \\
\omega_{B}^{(1)} & =\frac{1}{1-\frac{1}{2} \rho^{2}}
\end{aligned}
$$

and for subsequent iterations by

$$
\begin{array}{ll}
\omega_{R}^{(r+1)}=\frac{1}{1-\frac{1}{4} \rho^{2} \omega_{B}^{(r)}}, \quad r \geq 1 \\
\omega_{B}^{(r+1)}=\frac{1}{1-\frac{1}{4} \rho^{2} \omega_{R}^{(r+1)}}, \quad r \geq 1
\end{array}
$$

Asymptotically, the two relaxation parameters become the same as the relaxation factor of SOR

$$
\begin{equation*}
\omega_{b}=\frac{2}{1-\sqrt{\left(1-\rho^{2}\right)}}=\omega_{R}^{(\infty)}=\omega_{B}^{(\infty)} \tag{4.16}
\end{equation*}
$$

The relaxation parameters depend upon the spectral radius of the Jacobi iteration matrix. $\rho$. The significance of the spectral radius in iterative methods is that the error is asymptotically reduced by a factor proportional to $\rho$ in each iteration. Thus, if the spectral radius is close to unity, a large number of iterations will be required.

The spectral radius may be estimated by performing a series of Gauss-Seidel iterations ( $\omega_{R}^{(r)}=\omega_{B}^{(r)}=1$ ) and computing

$$
\begin{equation*}
\left(\rho_{g}^{2}\right)^{(r+1)}=\frac{\left\|\phi_{g}^{(r+1)}-\phi_{g}^{(r)}\right\|}{\left\|\phi_{g}^{(r)}-\phi_{g}^{(r-1)}\right\|} . \tag{4.17}
\end{equation*}
$$

Any consistent vector norm may be used, but the L2 norm has been found to perform well. This method is essentially the power method with the eigenvector being the error vector (approximated by $\phi_{g}^{(r+1)}-\phi_{g}^{(r)}$ ) and the eigenvalue being the spectral radius. This procedure for calculating the spectral radius, however, converges slowly when the spectral radius is close to unity. A method by which the spectral radius can be computed in fewer iterations is to apply a constant value for $\omega_{R}^{(r)}=\omega_{B}^{(r)}=\omega_{0}$ which is less than the asymptotic value, $\omega_{b}$, and use Eq. (4.17) to estimate the resulting
spectral radius which will be labeled $\left(\dot{\rho}_{g}^{2}\right)^{(r)}$. The Jacobi spectral radius is related to $\left(\tilde{\rho}_{g}^{2}\right)^{(r)}$ by the following expression $[\mathrm{W}-2$ ]

$$
\begin{equation*}
\left(\rho_{g}^{2}\right)^{(r)}=\frac{\left(\tilde{\rho}_{g}^{2}\right)^{(r)}+\omega_{0}-1}{\omega_{0} \sqrt{\left(\rho_{g}^{2}\right)^{(r)}}} \tag{4.18}
\end{equation*}
$$

The value of $\omega_{0}$ can be estimated from past experience with problems of a similar nature to the one being solved. For LWRs a value of $\omega_{0} \sim 1.4$ is recommended.

Generally, it is not necessary to completely converge the flux vector in each set of inner iterations since the fission source terms are from the previous outer iteration. The approach that will be taken is to perform a fixed number of inner iterations per outer to achieve some desired error reduction. If the error reduction, $\epsilon$, is defined to be the ratio of the vector norm of the error in the node-averaged fluxes after $n$ iterations to the vector norm of the error in the average fluxes prior to the first iteration, it can be shown that [V-2]

$$
\begin{equation*}
\epsilon>\frac{2\left(\omega_{b}-1\right)^{n}}{1+\left(\omega_{b}-1\right)^{2 n}} \tag{4.19}
\end{equation*}
$$

where $\omega_{b}$ is the asymptotic relaxation factor defined in Eq. (4.16). Thus, the number of inner iterations to be performed for each energy group, $n_{g}$, is given by

$$
\begin{equation*}
n_{g}=\frac{\log \left(\frac{1}{\epsilon}-\sqrt{\frac{1}{\epsilon^{2}}-1}\right)}{\log \left(\left(\omega_{b}\right)_{g}-1\right)} \approx \frac{\log (\epsilon / 2)}{\log \left(\left(\omega_{b}\right)_{g}-1\right)} \tag{4.20}
\end{equation*}
$$

where $\left(\omega_{b}\right)_{g}$ is the asymptotic relaxation factor for energy group $g$. A parametric analysis performed by Smith [ $\mathrm{S}-2$ ] has found error reduction values in the range 0.1 to 0.4 provide acceptable results.

### 4.2.5 General Iterative Strategy

The following algorithm is proposed for the solution of the static equations:

1. An initial flat guess is made for the flux distribution and one unaccelerated outer iteration is performed. Subsequent outer iterations are performed with a constant shift which is known to be larger than the converged eigenvalue.

A value of 1.5 has been found to be effective for problems with a converged eigenvalue near 1.0. The inner iterations are performed using the Gauss-Seidel method. These outer iterations proceed until the eigenvalue reaches a coarse convergence ( $\sim 10^{-2}$ )

$$
\left|\lambda^{(p+1)}-\lambda^{(p)}\right|<\epsilon_{1}
$$

2. Next the eigenvalue shift is applied

$$
\lambda^{\prime}=\lambda^{(p)}+\delta \lambda
$$

where $\delta \lambda$ is typically $0.02-0.05$ for LWRs. Inner iterations are then performed to compute the spectral radius. These iterations continue until

$$
\left|\left(\rho_{g}^{2}\right)^{(r+1)}-\left(\rho_{g}^{2}\right)^{(r)}\right|<\epsilon_{2}
$$

is satisfied or until a pre-specified number of iterations is reached. A value of $10^{-2}$ to $10^{-3}$ for $\epsilon_{2}$ and maximum number of iteration of $10-20$ should be sufficient.
3. Now the iterative procedure with full acceleration may be performed. The iterations proceed until

$$
\begin{gathered}
\left|\lambda^{(p+1)}-\lambda^{(p)}\right|<\epsilon_{3} \\
\underset{\text { all nodes }}{\operatorname{maximum}}\left\{\frac{\left|\mathrm{P}^{i}-\mathrm{P}_{\mathrm{ref}}^{i}\right|}{\mathrm{P}_{\mathrm{ref}}^{i}}\right\}<\epsilon_{4},
\end{gathered}
$$

where $P_{i}$ represents the power in node $i$. An eigenvalue convergence of $10^{-6}$ and a power convergence of $10^{-4}-10^{-5}$ is generally sufficient.

This procedure has been used to solve several static problems. The results of some of these calculations are given in Chapter 5.

### 4.2.6 Criticality Search Problems

Another type of static problem which is typically encountered in reactor core calculations is the criticality search. An example of such an application is an operating PWR where the boron concentration is changed to offset reactivity changes from fuel depletion. We shall assume that the cross sectional dependence upon the boron concentration can be represented homogeneously throughout the core. Furthermore, we shall assume that this cross section dependence can be represented as a linear function

$$
\begin{equation*}
\Sigma_{a g}^{i j k}(c)=\Sigma_{a g}^{i j k}\left(c_{0}\right)+\left(\frac{\partial \Sigma_{a g}}{\partial c}\right)\left(c-c_{0}\right) \tag{4.21}
\end{equation*}
$$

where $c$ represents the boron concentration having a reference value of $c o$. In a criticality search, we simply adjust the boron concentration during the discontinuity factor iterations until the eigenvalue becomes unity. Assuming a linear relation between the eigenvalue and the boron concentration, the new concentration at each iteration may be estimated from

$$
\begin{equation*}
c^{(p+1)}=\frac{c^{(p)}-c^{(p-1)}}{\lambda^{(p)}-\lambda^{(p-1)}}\left(1-\lambda^{(p)}\right)+c^{(p)} \tag{4.22}
\end{equation*}
$$

Note that the linear relation between the boron concentration and the cross sections in Eq. (4.21) may be easily replaced by a higher order formula or a table look-up procedure when the data are available.

### 4.2.7 Source Problems

The outer-inner iteration procedure outlined above can also be used for the efficient solution of source problems. The problem which we want to solve is written in Eq. (2.16) in matrix energy group form

By setting the eigenvalue shift. $\lambda^{\prime}$, and the eigenvalue, $\lambda$, to unity, the Wielandt scheme can be used to move the fission terms over to the left-hand side

$$
\begin{equation*}
\left[\mathbf{N}_{g}-\sum_{g^{\prime}=1}^{G} \mathbf{F}_{g g^{\prime}} A_{g^{\prime} g^{\prime}}\right] \boldsymbol{\phi}_{g}=\sum_{\substack{g^{\prime}=1 \\ g^{\prime} \neq g}}^{G} \boldsymbol{\Sigma}_{g g^{\prime}} \boldsymbol{\phi}_{g^{\prime}}+\mathbf{q}_{g} \tag{4.23}
\end{equation*}
$$

The outer iterations are used to update the spectrum ratios $A_{g^{\prime} g}$ while the inner iterations perform the inversion of the coefficient matrix. The resulting outer iterations may be expressed as

$$
\begin{equation*}
\boldsymbol{\phi}_{g}^{(p+1)}=\left[\mathbf{N}_{g}-\sum_{g^{\prime}=1}^{G} \mathbf{F}_{g g^{\prime}} \mathrm{A}_{g^{\prime} g}^{(p)}\right]^{-1} \cdot\left\{\sum_{\substack{g^{\prime}=1 \\ g^{\prime} \neq g}}^{G} \mathbf{\Sigma}_{g g^{\prime}} \boldsymbol{\phi}_{g}^{(p)}+\mathbf{q}_{g}\right\} . \tag{4.24}
\end{equation*}
$$

where $p$ is the outer iteration index. The inner iterations are the same as for the eigenvalue problem but with an additional source term.

### 4.2.8 Mathematical Adjoint Problems

The application of the quasi-static method discussed in Chapter 3 requires the computation of the mathematical adjoint defined by Eq. (3.33). This equation represents an eigenvalue problem which can be solved using the same iteration procedure as described above for the forward eigenvalue problem. The discontinuity factors in this adjoint calculation, however, are held constant and are equal to the discontinuity factors from the solution of the forward problem. Therefore, no discontinuity factor updating is required. The transposition of the matrices is accomplished as follows:

1. The scattering matrix is transposed in energy.
2. The coupling matrix is transposed in energy and the discontinuity factors are transposed about the node interfaces.
3. $\left\{\nu \Sigma_{f g}\right\}$ is swapped with $\left\{\chi_{g}\right\}$ and both quantities are transposed in energy.

Since down-scatter in energy is dominant and the transposition of the scattering matrix reverses the direction of scatter, the energy groups are solved starting with
group $G$ and proceeding though group 1, the opposite order of the forward problem.
The initial guess for the eigenvalue and adjoint flux vector is that of the forward problem. Since the adjoint problem has the same eigenvalue as the forward problem, the eigenvalue shift can be held constant throughout the solution. Applications have shown, however, that the eigenvalue shift factor must be larger for adjoint problems than for the forward solutions, typically $\delta \lambda=0.5$ to 1.5 .

### 4.3 Transient Solution Methods

Now that the numerical properties and solution methods for the static equations have been discussed, we may focus on the transient equations. In Chapter 3 the transient, corrected finite-difference equations were developed and time-differenced using the theta method. The polynomial equations were also obtained and the use of the non-linear iteration procedure was discussed. In this section the properties and solution method of the transient, corrected finite difference equations will be examined. In addition, the solution of the point kinetics equations required for the application of the quasi-static method is discussed.

### 4.3.1 Numerical Properties

After applying the nodal approximations, a system of spatially discretized, timedependent ordinary differential equations was obtained, Eqs. (3.6a) and (3.6b). The properties of the spatial discretization remain the same as the properties presented for the static equations in Section 4.2.1. The properties of the semi-discrete equations and the time integration method remain to be discussed.

In order for a space-time solution scheme to be useful it must be stable. The issue of stability is the major determining factor in the choice of $\theta$ which was introduced in Eq. (3.14). Recall that $\theta=0$ is the forward difference method, $\theta=\frac{1}{2}$ is the trapezoidal rule (or the Crank-Nicholson Method) and $\theta=1$ is the backward difference method. It can be shown that the theta method is unconditionally stable only for values of $\theta \geq \frac{1}{2}$ [L-3].

For values of $\theta$ less than $\frac{1}{2}$, restrictions on the time step size are required to ensure
stability. Typically, these restrictions limit the time step to be on the same scale as the fnstest varying quantities in the system of equations. The system in which we are solving, however, has quantities which have vastly different time constants. The behavior of the neutron flux can have time constants on the order of $1 /\left(v_{p} \Sigma_{a g}\right)$ which may be smaller than $10^{-8}$ seconds for fast neutrons $\operatorname{S}-10 \mid$. The delayed neutron pres cursors, on the other hand, have decay constants ranging from hundredths of seconds to several seconds. Such systems of differential equations which have widely varying time scales such as this are said to be stiff. With the conditionally stable methods we are forced to follow all short-lived transient modes of the neutron behavior, even if they are not of interest. This translates to the requirement of using a prohibitively small time step.

Therefore, we are left to consider only values of $\theta \geq \frac{1}{2}$. Without other considera. tions, $\theta=\frac{1}{2}$ (the Cratik-Nicholson method) is the best choice because it is the most accurate. The Crank-Nicholson method, however, exhibits a slowly decaying oscilla. tory behavior for stiff systems if moderately large time steps are used. Therefore, the most appropriate value for general use is $\theta=1$, the backward-difference method.

### 4.3.2 Iterative Solution of the Transient Equations

In Chapter 3 the system of time difference equations was written in a super-matrix form repeated here for convenience

$$
\begin{equation*}
\mathbf{A}^{(n+1)} \boldsymbol{\phi}^{(n+1)}=\mathbf{s}^{(n)} \tag{3.16}
\end{equation*}
$$

This form shows that a large linear system must be solved. A two-level outer-inner iteration approach will be used for the solution of this equation. The outer iterations will be responsible for the solution of the energy group structure while the inner iterations will solve the spatially-differenced equations. This method is similar to that of the static calculation, except that the outer iterations are not used to compute an eigenvalue.

The spatial equations which must be inverted in each time step have a structure
which is identical to that of the matrix inverted in each inner iteration of the satio calculation. Therefore, the same cyclic Chebyshev semi-iterative procedure used for the static inner iterations may be applied. Each set of inner iterations proceeds until some user specified error reduction is achieved. The number of iterations, however, is not determined a priori using the method of Section 4.2 .4 since signifiennt varintions in convergence rates occur during the calculation.

The outer iterations also use Chebyshev-accelerated iterative methods. For iwo energy groups the equations have a cyclic nature such that CCSI may be used, as for the inner iterations. For more than two energy grouph, however, the iteration matrix looses its cyclic properties requiring that the normal, rather than cyclic, Chebyshev method $(\cdot 2)$ be used. The outer iterations are performed until some user specified convergence rate is achieved.

The Chebyshev procedures require the knowledge of the Jncobi spectral radii. Unlike the static calculation, the Jacobi spectral radius must be re-estimated during the transient calculation because of variations in material properties, time step sizes and the state of the reactor. This is especially true of the spectral radius of the outer iteration matrix. In order to facilitate these changing conditions the transient problem is split into time domains in which the time step size remains constant. The procedure outlined in Section 4.2 .4 is used to estimate the spectral radii at the beginning of each time domain.

For vary large time steps the Chebyshev method used for the outer iterations results in slow convergence because the spectral radius is very close to unity. For this reason, a direct inversion method for the energy group solution has also been incorporated into the inner iteration procedure. In two group applications, the direct solution of the group equations has proven to be more efficient.

### 4.3.3 Frequency Estimation

In the derivation of the time-dependent polynomial nodal equations in Section 3.4 dynamic frequencies were introduced to eliminate the time derivatives. The frequen-
cies at time step $n$ are assumed to he given by the following expressions

$$
\begin{align*}
& \left(\omega_{j}^{\prime / k}\right)^{\prime n \prime}=\frac{1}{\Delta t_{n-1}} \ln \left(\frac{\left(\dot{\phi}_{y}^{\prime \prime k}\right)^{(n)}}{\left(\phi_{j}^{\prime / k}\right)^{(n-1)}}\right) .  \tag{4.25n}\\
& \left(\omega_{d}^{1 / k}\right)^{(n)}=\frac{1}{\Delta t_{n-1}} \ln \left(\frac{\left(e_{d}^{\prime j k}\right)^{(n)}}{\left(e_{d}^{\prime / k}\right)^{(n-1)}}\right) . \tag{4,25b}
\end{align*}
$$

Under most circumstances these frequencies play only $n$ miror role. However, in large reflector regions, the estimation of the frequencies using the above equations may lead to instabilities. This occurs because the fluxes in these reflector regions are relatively small and may vary significantly throughout the transient calculation. In order to avoid this problem the change of the dynamic frequencies from one time step to the next should be limited. Typically, n limitation on the maximum change of $25 s^{-1}$ is sufficient.

### 4.3.4 Solution of the Point Kinetics Equations

The application of the quasi-static method the point kinetics equations, Eqs. (3.23) and (3.25), must be solved. The precursor equations are solved using direct integration and the amplitude equation is solved using the theta method, the same methods which are used for the spatially dependent equations. The result of the direct integration procedure for the precursor equation, assuming that all of the point kinetics parameters are time dependent, is

$$
\begin{equation*}
C_{d}^{(p+1)}=k_{1, d} C_{d}^{(p)}+k_{2, d} \frac{3_{d}^{(p+1)}}{\lambda_{d} \Lambda^{(p+1)}} T^{(p+1)}-k_{3, d} \frac{\beta_{d}^{(p)}}{\lambda_{d} \Lambda^{(p)}} T^{(p)}, \tag{4.26}
\end{equation*}
$$

where the values of $k_{1, d}, k_{2, d}$ and $k_{3, d}$ are the same as for the spatially-dependent precursor equations in Section 3.5 and $p$ indicates the point kinetics time step. Theta
differencing of the amplitude equation gives

$$
\begin{align*}
\frac{T^{(p+1)}-T^{(p)}}{\Delta t_{p}} & \theta\left[\frac{\rho^{(p+1)}-j^{(p)}}{d^{(p+1)}} T^{(p+1)}+\sum_{d=1}^{D} \lambda_{1}\left(C_{d}^{(p+1)}\right]\right.  \tag{4.27}\\
& +(1-\theta)\left[\frac{\rho^{(p)}-J^{(p)}}{\lambda^{(p)}} T^{(p)} \cdot \sum_{d=1}^{D} \lambda_{1}\left(C_{d}^{(p)}\right] .\right.
\end{align*}
$$

Substitution of Eq. (4.26) into (4.27) and subsequent manipulation gives the following equation which can be used to advance the amplitude function in time

$$
\begin{align*}
\left\{1-\theta \frac{\Delta t_{p}}{N^{(p+1)}}\right. & \left.\left\{\rho^{(p+1)}-j^{(p+1)}+\sum_{d=1}^{D} k_{2, d} j_{d}^{(p+1)}\right]\right\} T^{(p+1)} \\
= & \left\{1+\frac{\Delta t_{p}}{\lambda^{(p+1)}}\left[(1-\theta)\left(\rho^{(p)}-j^{(p)}\right)-\theta \sum_{d=1}^{D} k_{3, d} j_{d}^{(p)}\right]\right\} T^{(p)}  \tag{4.28}\\
& +\Delta t_{p} \sum_{d=1}^{D}\left(1+\theta\left(k_{1, d}-1\right)\right) C_{d}^{(p)}+\theta q^{(p+1)}(1-\theta) q^{(p)}
\end{align*}
$$

The same considerations in the choice of the thet a presented for the spatially dependent equations also apply. Thus, the general recommended value is $\theta=1$.

Since the time step size required for accurate solution of the amplitude function may vary significantly throughout a transient calculation, an adaptive procedure is used. The most straightforward adaptive technique is step doubling [P.2|. In this method each time step is performed twice: once with a time step of $\Delta t_{p}$ resulting in an amplitude of $T_{1}^{(p+1)}$ and again with two steps of $\Delta t_{p} / 2$ giving $T_{2}^{(p+1)}$. The truncation error, e, can then be estimated using the following relationid. 2 )

$$
\begin{equation*}
e \approx \frac{T_{2}^{(p+1)}-T_{1}^{(n+1)}}{2^{m}-1} \tag{4.29}
\end{equation*}
$$

where

$$
m= \begin{cases}1 & \theta \neq \frac{1}{2} \\ 2 & \theta=\frac{1}{2}\end{cases}
$$

If the truncation error is smaller than some user specified value, $\epsilon_{\text {uoer }}$, then the next
time step is estimated using

$$
\begin{equation*}
\Delta t_{p+1}=.9 \Delta t_{p}{\frac{\theta}{\text { cuser }^{\prime}}}_{\frac{1}{t m}} . \tag{4.30}
\end{equation*}
$$

If the truncation erfor, however, is larger than $\epsilon_{\text {user }}$ then $E_{q}$. ( 4.30 ) is used to estimate a time step which is used to repeat the current time step. A reasonable value of eurer is in the range of $10^{-4}$ to $10^{-5}$.

### 4.3.5 Sieneral Transient Calculational Procedure

The transient solution procedure discussed above and in Chapter 3 are outlined in Figure 4-1. Before the transient calculation is performed, the initial ateadystate conditions of the reactor are obtained. The weight function is obtained by solving the adjoint equations. During the transient calculation, the shape function is first computed using a large time step, $\Delta t_{n}$, using the thermal-hydraulic conditions at the beginning of the time step (the shape function is relatively insensitive to the thermal-hydraulic conditions). We then adopt smaller time steps, $\Delta t_{n}$ and, sinrting at $t_{n}$, make cross section adjustments required by control rod motions. The point kinetics parameters are then computed using Eqs. ( $3.24 n$ ) through ( 3.24 d ). The shape function and discontinuity factors used in the calculation of the point kinetics parameters are obtained by a linear interpolation of the values at $t_{n}$ and $t_{n+1}$. The amplitude function and effective precursor densities are then obtained by solving the point kinetics equation using the adaptive time stepping procedure. Finally, the thermal-hydraulic calculation is performed using nodal powers computed from the node-avernged Huxes which are evaluated as the product of the interpolated shape function and the amplitude function. The reactivity/thermal-hydraulic steps are repented until time $t_{n+1}$ is reached.

For transients involving feedback, several reactivity/thermal-hydraulics time steps are typically required per shape computation. The reactivity/thermal-hydraulics time step size is primarily limited by the tandem nature in which the neutronic and thermal hydraulic equations are solved. When feedback is not involved, however, only


Figure 4-1: Flow diagram of the quasi-static transient solution procedure.
one reactivity/thermal-hydraulic time step is required per shape computation (i.e. $\left.\Delta t_{k}=\Delta t_{n}\right)$.

### 4.4 Summary

In this chapter the complete specification of the solution procedures for the static and transient equations were presented. The static equations are solved using a outerinner iteration procedure. The power method, accelerated by Wielandt's fractional iteration, is used for the outer iterations and the cyclic Chebyshev semi-iterative method is applied to perform the inner iterations. A discussion of the solution procedures for other types of static problems was also presented.

The transient equations are solved using the quasi-static method in which the shape function calculation also employs an outer-iteration procedure. In both levels of iteration Chebyshev accelerated methods are used, but, for a small number of energy groups, a direct solution method for the outer iterations is applied. Finally, an adaptive procedure for solving the point kinetics equations was presented and the complete transient solution procedure was outlined

## Chapter 5

# APPLICATION OF THE TRANSIENT NODAL METHOD 

### 5.1 Introduction

In Chapter 2 and Chapter 3 the static and transient nodal methods were derived. Solution methods for both cases were presented in Chapter 4. In this chapter, the methods will be applied to several transient problems to determine the efficiency and accuracy of the nodal method. Static results will be presented only as initial condition data since the results of other problems are virtually identical to the results of Zerkle [Z-1] which are based upon a similar polynomial method. The improvement in efficiency from the alternate expansion coefficient solution procedure, however, will be demonstrated.

Three of the problems which will be solved are widely-used benchmark problems for transient nodal calculations. Since the reactors modelled by these benchmarks are generally very simple in nature, the results of two additional problems based on a more realistic reactor configuration are presented. Note that many other static and transient problems have been analyzed to ensure the functionality of all options presented by this method.

### 5.2 Forward to Transient Problems

Before the discussion of the computational results, a few essential items remain to be discussed.

### 5.2.1 Computer Code

The static and transient methods presented in Chapter 2 and Chapter 3 along with the solution procedures of Chapter 4 are incorporated into a computer code which has been named CONQUEST (COde for Nodal QUasi-Static Theory). This computer code solves two- and three-dimensional, few-group, static and transient problems with and without extraneous neutron sources.

CONQUEST is written in standard FORTRAN 77 , except for a few system dependent routines which return the system time and date. These references to system dependent routines are isolated and may be easily replaced or disabled without any impact on the actual code execution. CONQUEST has been compiled and executed without difficulty on the following machines:

IBM PC ( 80386 processor)
DEC VS3100
IBM RS/6000-320
Cray XMP 416

All computations are performed in single precision in order to minimize execution times and storage requirements.

When using CONQUEST, problems may be solved with either a polynomial method or a mesh-center finite-difference method. The polynomial method allows a quadratic, cubic or quartic approximation. Non-uniform mesh spacings and irregular geometries (jagged boundaries) are allowed as well as a diagonal symmetry option. There is no limit on the number or structure (including up-scattering) of the neutron energy groups. The code allows the use of homogenization parameters consisting of cross sections and discontinuity factors.

The implementation of the quasi-static method allows the user to specify when shape updates are to be performed and the number of reactivity and thermal-hydraulic calculations per shape update. The adaptive procedure used to solve the point kinetics equations provides an accurate solution without any user input. A point kinetics option, in which no shape updates are performed, is also available.

### 5.2.2 Transverse-Leakage Approximations

In Chapter 2 the use of the quadratic transverse leakage approximation was discussed. In this approximation the transverse leakage is expanded as a quadratic polynomial which preserves the node-averaged transverse leakage in the three adjacent nodes. This does not present a problem for nodes in the reactor interior or at boundaries of symmetry. However, nodes at the reactor surface do not have the third adjacent node required to perform the quadratic leakage expansion. Therefore, the transverse-leakage expansion for nodes on the reactor surface is performed using the three nodes which are closest to the surface. This approximation gives good results for problems with relatively thin reflectors or fuel-bearing compositions on the surface of the reactor.

For problems with large reflectors, a quadratic transverse-leakage approximation in the core and a flat transverse leakage in the reflector has been found to give good results. The reason for this is that the leakages deep within the reflector tend to be small and only have small effect on the core power distribution. In fact, approximating the transverse leakage in large reflectors as a quadratic polynomial has resulted in stability problems which are not present when the flat approximation is used.

### 5.2.3 Power Distribution Errors

The solutions to problems presented in this chapter are compared to reference solutions. The normalized power densities of the reference solutions and the errors in the CONQUEST solutions are presented in Appendix C. However, for purposes of summarizing these results, tables containing the maximum and average node and assembly errors in the normalized power densities are presented in this chapter. The maximum error in the node power density is defined to be

$$
\epsilon_{\max } \equiv \underset{\text { all nodes }}{\operatorname{maximum}}\left\{\frac{\left|\mathrm{P}^{i}-\mathrm{P}_{\mathrm{ref}}^{i}\right|}{\mathrm{P}_{\mathrm{ref}}^{i}}\right\},
$$

where $P^{\prime}$ represents the power density in node $i$ and $P_{\text {ref }}^{i}$ represents the reference power density in node $i$. The average error in the nodal power density is defined to
be

$$
\bar{\epsilon} \equiv \frac{1}{V_{\text {core }}} \sum_{i} \frac{\left|\mathrm{P}^{i}-\mathrm{P}_{\mathrm{ref}}^{i}\right|}{\mathrm{P}_{\mathrm{ref}}^{i}} V_{i},
$$

where $V_{i}$ is the volume of node $i$ and $V_{\text {core }}$ is the total volume of the reactor core. All power densities are normalized such that the mean reactor power density is unity.

In the static calculations, the convergence criteria on the nodal power of $10^{-5}$ has been used for all 2-D calculations and $10^{-4}$ for all 3-D calculations. For all transient calculations convergence in the average change in nodal power of $10^{-3}$ has been used (except for the 3-D LRA problem where $10^{-4}$ was used to reduce instabilities).

### 5.2.4 Execution Times

The execution times of computer codes are commonly used to compare their relative performance. Direct comparisons of execution times, however, are often difficult because the calculation speed of different computer systems vary widely. In order to establish rough comparisons between computers the LINPACK benchmark [D-3) is commonly used. This benchmark measures the single and double precision floatingpoint performance of a computer system, in terms of millions of floating-point operations per second (MFLOPS) by solving a linear system of equations of order 100 using the LINPACK LU decomposition routines. The LINPACK benchmark is intended to represent the typical computational mix found in many engineering calculations. The LINPACK MFLOPS ratings given in Table 5.1 are used in this chapter for comparisons of execution times.

All CONQUEST calculations have been performed on a DEC VAXstation 3100 M38 in single precision. Therefore, for the purpose of comparison, all execution times have been converted to single precision DEC VS3100 M38 execution times by using the ratios of the LINPACK MFLOPS ratings. The conversion between quarter-core and eighth-core symmetries has been performed by using the ratio of the number of nodes in each symmetry. The resulting execution times should be considered approximate, but should be sufficient to determine whether large differences in execution times exist.

Table 5.1: LINPACK MFLOPS ratings of several computer systems used for the comparison of execution times.

| Computer System | Precision | MFLOPS |
| :--- | :---: | :---: |
| CDC CYBER 176 [D-3] | S | 4.6 |
| IBM 370/195 (D-3] | S | 3.3 |
| SGI 4D/310 (1 proc) 25 MHz [Z-1] | D | 2.8 |
| CDC CYBER 175 [D-3] | S | 2.4 |
| IBM 370/168 [D-3] | S | 1.2 |
| IBM 360/91 [S-2] | S | $\sim 1.2$ |
| AMDAHL 470 V/6 [D-3] | S | 1.1 |
| DEC VS3100 M38 | S | 0.78 |
| CDC 7600 [D-3] | S | 0.48 |

### 5.3 The 2-D TWIGL Seed-Blanket Reactor Problems

This problem was proposed by Hageman and Yasinsky $[\mathrm{H}-7]$ and solutions were originally obtained using the finite-difference code TWIGL. This benchmark is a twodimensional model of a 160 cm square, unreflected seed-blanket reactor using two neutron energy groups and one delayed precursor group. A complete description of this problem is given in Appendix B. Two different transients are initiated by a step and ramp perturbation of the corner seed assembly. The small size of this transient problem allows a study of different calculation procedures.

### 5.3.1 The Static Solution

The static solution to this problem was obtained with two different mesh spacings to investigate the spacial convergence of the quartic polynomial approximation. The mesh structures are denoted as "coarse" and "fine" and are defined as follows:

| $\frac{\text { Region }}{}$ | Coarse Mesh | Fine Mesh |
| :---: | :---: | :---: |
| $0 \leq x, y \leq 24 \mathrm{~cm}$ | 12 cm | 8 cm |
| $24 \leq x, y \leq 56 \mathrm{~cm}$ | 16 cm | 8 cm |
| $56 \leq x, y \leq 80 \mathrm{~cm}$ | 12 cm | 8 cm |

Table 5.2: A summary of the CONQUEST static results for the 2-D TWIGL seedblanket test problem.

|  | Mesh |  |
| :---: | :---: | :---: |
|  | Coarse | Fine |
| Nodes (1/8 core) | 21 | 45 |
| D.F. Updates ${ }^{\text {a }}$ | 10 | 11 |
| Outer Iterations | 22 | 25 |
| Eigenvalue ${ }^{\text {b }}$ | 0.91312 | 0.91320 |
| $\epsilon_{\text {max }}$ (\%) | +0.46 | +0.04 |
| $\bar{\epsilon}(\%)$ | 0.25 | 0.01 |
| CPU Time ${ }^{\text {c }}$ (sec) | 1.2 | 3.6 |

${ }^{\text {a }}$ Maximum of 3 outer its. per discontinuity factor update
${ }^{6}$ Reference Eigenvalue: 0.91321
${ }^{\text {c }}$ DEC VS3100 M38

The static results for these two mesh structures are presented in Table 5.2. The reference for the calculation is a QUANDRY calculation using the fine mesh which is nearly spatially converged [S-2]. The errors in the eigenvalue and power densities for the coarse mesh are quite small. Thus, the coarse mesh will be used for all subsequent transient analyses. This problem was also solved with and earlier version of CONQUEST based on the alternate expansion coefficient solution procedure of Zerkle [Z-1]. For the coarse mesh calculation, 22 discontinuity factor updates were required nearly doubling the required execution time.

The nature of the polynomial approximations can be more directly examined by plotting the transversely-integrated fluxes and currents for the coarse mesh. The group 2, x-direction, transversely-integrated fluxes are shown in Figure 5-1 and currents in Figures 5-2, 5-3, and 5 -4 for the quadratic, cubic, and quartic approximations, respectively. These values are for the first row of nodes $0 \leq y \leq 12 \mathrm{~cm}$ (referred to as the $j=1$ nodes). The reference curve in these figures was obtained by using an $x$-direction mesh spacing of 3 cm while maintaining the coarse mesh structure in the $y$-direction. The flux profiles show that, in general, the lower order polynomials do not have the flexibility required to closely follow the correct shape. The quartic


Figure 5-1: The group 2, x-direction transversely-integrated fluxes $(j=1)$ for the TWIGL problem.


Figure 5-2: The group 2, x-direction, quadratic transversely-integrated currents ( $j=$ 1) for the TWIGL problem.


Figure 5-3: The group 2, x-direction, cubic transversely-integrated currents ( $j=1$ ) for the TWIGL problem.


Figure 5-4: The group 2, $x$-direction, quartic transversely-integrated currents $(j=1)$ for the TWIGL problem.

Table 5.3: Reactor power vs. time for the 2-D TWIGL step transient problem.

| Time (s) | Shape Update Step, $\Delta t_{n}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.01 sec | 0.05 sec | 0.1 sec | 0.5 sec |  |
| 0.0 | 1.000 | 1.000 | 1.000 | 1.000 |  |
| 0.1 | 2.065 | 2.060 | 2.066 | 2.040 |  |
| 0.2 | 2.078 | 2.078 | 2.078 | 2.064 |  |
| 0.3 | 2.095 | 2.095 | 2.094 | 2.088 |  |
| 0.4 | 2.113 | 2.112 | 2.113 | 2.113 |  |
| 0.5 | 2.130 | 2.130 | 2.131 | 2.138 |  |
| CPU Time ${ }^{\mathrm{d}}$ | 5.9 | 3.3 | 1.9 | 1.0 |  |
| $(\mathrm{sec}$ ) |  |  |  |  |  |

${ }^{\square}$ DEC VS3100 M38
polynomial, however, can provide enough flexibility to match the correct shape. Note that in the relatively flat region $20<x<60 \mathrm{~cm}$ that the cubic and quartic fluxes oscillate about the reference flux in such a manner that accurate node-averaged fluxes are obtained.

The net current plots demonstrate the increased accuracy in the leakages of the higher order approximations. Figure 5.2 , shows that the quadratic approximation for the flux gives a linear approximation for the currents and leads to significant errors at the nodal interfaces. The quartic approximation, on the other hand, closely matches the relatively large currents at the nodal interfaces. If accurate nodal leakages are obtain, the nodal reaction rates and the power densities will be accurate.

### 5.3.2 The Step Transient

The first of the two TWIGL transient problems is a step transient in which the thermal absorption cross section in the corner seed assembly is reduced by $2.3 \%$ in an instantaneous fashion. The results are presented in Table 5.3 for several different shape-update steps. As this table shows, there is an initial prompt-jump after which the power rises relatively slowly. The actual shape change in this calculation, however, is small, as indicated by the accuracy of the one shape-update calculation.

Table 5.4: Reactor power vs. time for the 2.D TWIGL step transient problem with various number of steps per discontinuity factor update.

| Time (s) | Number of Time Steps per D.F. Update |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 5 | 10 | None |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 0.1 | 2.060 | 2.060 | 2.065 | 2.077 | 2.143 |
| 0.2 | 2.078 | 2.078 | 2.078 | 2.083 | 2.161 |
| 0.3 | 2.095 | 2.095 | 2.095 | 2.097 | 2.181 |
| 0.4 | 2.112 | 2.112 | 2.113 | 2.113 | 2.201 |
| 0.5 | 2.130 | 2.130 | 2.131 | 2.131 | 2.220 |
| CPU Time ${ }^{4}(\mathrm{sec})$ | 9.5 | 7.0 | 5.9 | 5.4 | 4.9 |

In these calculations the discontinuity factors were updated at every shape-update time step. If the flux shape changes slowly, however, the discontinuity factors will also change slowly and it may not be necessary to update the discontinuity factors at every time step. A parameter study with several time steps per shape update is presented in Table 5.4. The data in this table show that several time steps may be taken between discontinuity factor updates. This can be partially attributed to the small shape changes in this problem. Note that the last column in this table represents a transient calculation which is performed using finite-difference which is corrected with the initial static discontinuity factors. The relatively large error in this calculation indicates that constant discontinuity factors are not sufficient and discontinuity factor updates must be performed to reflect the changes in the flux shape.

The choice of the weight function was also examined for this transient. Table 5.5 shows point kinetics and quasi-static power and reactivity versus time for calculations performed with adjoint and unity weighting. The point kinetics method results in accurate results for this transient only if the adjoint flux is used for the weight function. The quasi-static method, however, obtains reasonable answers for both adjoint and unity weighting. Note, however, that the adjoint weight function gives a better initial

Table 5.5: Reactor power and reactivity vs. time for the TWIGL step problem for point kinetics (PK) and quasi-static (QS) methods with adjoint and unity weighting.

| Time <br> $(8)$ | PK Adjoint |  | PK Unity |  | QS Adjoint |  | QS Unity |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Power | React. <br> $\times 10^{3}$ | Power | React. <br> $\times 10^{3}$ | Power | React. <br> $\times 10^{3}$ | Power | React. <br> $\times 10^{3}$ |
| 0.0 | 1.000 | 3.7874 | 1.000 | 2.6708 | 1.000 | 3.7874 | 1.000 | 2.6708 |
| 0.1 | 2.033 | 3.7874 | 1.559 | 2.6708 | 2.066 | 3.8406 | 2.045 | 3.9180 |
| 0.2 | 2.050 | 3.7874 | 1.565 | 2.6708 | 2.078 | 3.8254 | 2.071 | 3.8212 |
| 0.3 | 2.067 | 3.7874 | 1.573 | 2.6708 | 2.094 | 3.8241 | 2.074 | 3.8022 |
| 0.4 | 2.084 | 3.7874 | 1.580 | 2.6708 | 2.113 | 3.8275 | 2.105 | 3.8314 |
| 0.5 | 2.100 | 3.7874 | 1.587 | 2.6708 | 2.130 | 3.8266 | 2.120 | 3.8413 |

estimate of the reactivity. From this analysis we see that the use of the adjoint as a weight function is not as important for the quasi-static method as for point kinetics since the shape function is periodically updated.

A comparison of the results with two other nodal codes QUANDRY [S.2| and 2DTD $\mid \mathrm{A} \cdot 3$ ) is presented along with execution times in Table 5.6. This table shows that CONQUEST gives answers which are just as accurate as other nodal methods with comparable execution times. Note that the execution times have been adjusted to approximate equivalent values for quarter-core calculations on a DEC VS3100 M3s. The quasi-static method gives a significant reduction in computation time by nllowing much larger shape-update steps.

### 5.3.3 The Ramp Transient

In this transient the perturbation consists of a $2.3 \%$ linear decrease in the thermal absorption cross section of the corner seed assembly over 0.2 seconds. For the small time step calculation ( 5 ms ), a study of the discontinuity factor update frequency is presented in Table 5.7. The results are very similar to the step transient. For this transient the discontinuity factors change slowly enough that they only need to be updated every 5 to 10 time steps. In addition, the calculation was performed using the point kinetics and quasi-static methods with adjoint and unity weighting. The

Table 5.6: Reactor power vs. time for the 2-D TWIGL step transient for several nodal codes ( $\left.\Delta t_{\mathrm{n}}=10 \mathrm{~ms}\right)$.

| Time ( sec ) | $\begin{aligned} & 2 \mathrm{DTD} \\ & \mathrm{~A} \cdot 3 \end{aligned}$ | $\begin{gathered} \text { QUANDRY } \\ {[\mathrm{S} .2!} \end{gathered}$ | CONQUEST | $\begin{aligned} & \text { Ref. } \\ & {[\mathrm{S} .2 \mid} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 |
| 0.1 | 2.051 | 2.064 | 2.060 | 2.061 |
| 0.2 | 2.088 | 2.076 | 2.078 | 2.078 |
| 0.3 | 2.085 | 2.095 | 2.095 | 2.095 |
| 0.4 | 2.102 | 2.112 | 2.112 | 2.113 |
| 0.5 | 2.119 | 2.130 | 2.130 | 2.131 |
| CPU Time ${ }^{\text {( }}$ sec $)$ | 8.2 | 6.3 | 5.9 | - |

${ }^{a}$ DEC VS3100 M38

Table 5.7: Reactor power vs. time for the TWIGL ramp problem with various number of steps per discontinuity factor update $\left(\Delta t_{n}=5 \mathrm{~ms}\right)$.

| Time $(\mathrm{sec})$ | Number of Time Steps per D.F. Update |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 5 | 10 | None |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 0.1 | 1.309 | 1.310 | 1.311 | 1.313 | 1.323 |
| 0.2 | 1.961 | 1.962 | 1.966 | 1.973 | 2.026 |
| 0.3 | 2.074 | 2.074 | 2.074 | 2.074 | 2.157 |
| 0.4 | 2.091 | 2.091 | 2.091 | 2.091 | 2.177 |
| 0.5 | 2.109 | 2.109 | 2.109 | 2.109 | 2.196 |
| CPU Time $(\mathrm{sec})$ | 18.7 | 14.7 | 11.9 | 10.3 | 9.8 |

${ }^{4}$ DEC: VS3100 M38

Table 5.8: Reactor power and reactivity vs. time for the TWICL ramp problem for point kinetics (PK) and quasi-static (QS) methods with adjoint and unity weighting.

| Time | PK Adjoint |  | PK Unity |  | QS Adjoint |  | QS Unity |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Power | React. <br> $\times 10^{3}$ | Power | React. <br> $\times 10^{3}$ | Power | React. <br> $\times 10^{3}$ | Power | Reat. <br> $\times 10^{3}$ |
| 0.0 | 1.000 | 0.0 | 1.000 | 0.0 | 1.000 | 0.0 | 1.000 | 0.0 |
| 0.1 | 1.311 | 1.8937 | 1.204 | 1.3354 | 1.314 | 1.9031 | 1.322 | 1.9268 |
| 0.2 | 1.939 | 3.7874 | 1.531 | 2.6709 | 1.978 | 3.8623 | 1.997 | 3.8826 |
| 0.3 | 2.047 | 3.7874 | 1.565 | 2.6708 | 2.077 | 3.8277 | 2.077 | 3.8347 |
| 0.4 | 2.063 | 3.7874 | 1.571 | 2.6708 | 2.091 | 3.8243 | 2.084 | 3.8197 |
| 0.5 | 2.080 | 3.7874 | 1.579 | 2.6708 | 2.109 | 3.8264 | 2.107 | 3.8332 |

resulis of these calculations are presented in Table 5.8. Again, the adjoint weight function is very important for the point kinetics but not as important for the quasistatic method. Note that unlike the step transient, an initial estimate of the reactivity is not required because of the ramp nature of the transient.

Various time steps were used to solve this problem with discontinuity factor up. dates being performed every time step. The results are presented in Table 5.9. As for the step transient, accurate results can be obtained with 0.1 second shape-update time steps.

The results of the calculations are presented in Table 5.10 along with those of other nodal methods. The polynomial nodal method, without the use of the quasistatic method, gives accurate results with competitive execution times. The quasistatic method, in CONQUEST as well ns in other nodal codes, leads to n significant reduction in execution time without degradation of accuracy.

## B.4 The 3-D LMW Operational Transient

The 3-D LMW (Langenbuch-Maurer-Werner) LWR transient problem (L-2, S.2) is $n$ highly simplified LWR described in Appendix B. The reactor is modelled with two neutron energy groups and six precursor groups. The transient involves the

Table 5.9: Reactor power vs. time for the TWIGL ramp problem for various shapeupdate time steps.

| Time (s) | Shape Update Step, $\Delta t_{n}(\mathrm{sec})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0.005 | 0.05 | 0.1 | 0.5 |
| 0.0 | 1.000 | 1.000 | 1.000 | 1.000 |
| 0.1 | 1.309 | 1.319 | 1.314 | 1.376 |
| 0.2 | 1.961 | 1.972 | 1.978 | 1.958 |
| 0.3 | 2.074 | 2.073 | 2.077 | 2.076 |
| 0.4 | 2.091 | 2.091 | 2.091 | 2.100 |
| 0.5 | 2.109 | 2.109 | 2.109 | 2.125 |
| CPU Time $^{a}$ (sec) | 18.7 | 3.7 | 2.1 | 1.1 |

${ }^{a}$ DEC: VS3100 M38

Table 5.10: Reactor power vs. time for the 2-D TWIGL ramp transient for several nodal codes ( $\Delta t_{n}=5 \mathrm{~ms}$ ).

| Time <br> $(\mathrm{sec})$ | 2DTD <br> $[\mathrm{A}-3]$ | QUANDRY <br> $[\mathrm{S}-2]$ | CONQUEST | Ref. <br> $[\mathrm{S}-2]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 |
| 0.1 | 1.305 | 1.305 | 1.311 | 1.307 |
| 0.2 | 1.951 | 1.954 | 1.966 | 1.957 |
| 0.3 | 2.064 | 2.074 | 2.074 | 2.074 |
| 0.4 | 2.081 | 2.092 | 2.091 | 2.096 |
| 0.5 | 2.098 | 2.109 | 2.109 | 2.109 |
| CPU Time $^{\mathbf{a}}$ (sec) | 15.5 | 18.0 | 18.4 | - |

${ }^{a}$ DEC VS3100 M38

Table 5.11: A summary of the CONQUEST static results for the 3-D LMW problem without feedback.

|  | Node Size |  |  |
| :--- | :---: | :---: | :---: |
|  | $20 \times 20$ <br> $\times 20 \mathrm{~cm}$ | $10 \times 10$ <br> $\times 10 \mathrm{~cm}$ | $5 \times 5$ <br> $\times 10 \mathrm{~cm}$ |
| Nodes (1/8 core) | 200 | 1480 | 5800 |
| D.F. Updates | 10 | 8 | 15 |
| Outer Iterations | 23 | 24 | 49 |
| Eigenvalue | 0.999655 | 0.999677 | 0.999672 |
| $\epsilon_{\max }($ node,$\%)$ | -1.20 | +0.16 | ref. |
| $\bar{\epsilon}($ node,$\%)$ | 0.29 | 0.02 | ref. |
| $\epsilon_{\max }$ (assembly, $\left.\%\right)$ | -0.68 | -0.05 | ref. |
| $\bar{\epsilon}($ assembly,$\%)$ | 0.15 | 0.01 | ref. |
| CPU Time ${ }^{a}($ sec $)$ | 15.8 | 84.9 | 637. |

${ }^{a}$ DEC! VS3100 M38
withdrawal of a bank of four partially-inserted control rods and the subsequent insertion of a bank of five control rods. These complicated control rod motions lead to significant shape changes and large cusping effects and are a good test for the quasi-static method. This problem has been solved both with and without thermalhydraulic feedback.

### 5.4.1 The 3-D LMW Problem Without Feedback

The static calculation required for the initial conditions was performed with three different node spacings and eighth-core symmetry. The results are summarized in Table 5.11 and the normalized assembly power density comparison is presented in Appendix C. The reference for the calculation is a CONQUEST calculation with 5 cm radial meshes and 10 cm axial meshes. The maximum error in the assemblysized mesh occurs in a low power node on the core/reflector interface.

A comparison of the CONQUEST and QUANDRY calculation is given in Table 5.12. Note that the reference for each calculation is a spatially converged, fine mesh calculation performed with each corresponding code. This comparison shows

Table 5.12: A comparison of the CONQUEST and QUANDRY 3-D LMW static calculations without feedback.

|  | CONQUEST | QUANDRY <br> $[$ S-2 $]$ |
| :--- | :---: | :---: |
| Outer Iterations | 23 | 17 |
| Eigenvalue | 0.999655 | 0.99974 |
| $\epsilon_{\max }($ node $\%)$ | -1.20 | +0.98 |
| $\epsilon_{\max }($ assembly,$\%)$ | -0.68 | +0.28 |
| $\bar{\epsilon}($ assembly,$\%)$ | 0.15 | 0.12 |
| CPIT Time $^{\mathrm{a}}(\mathrm{sec})$ | 15.8 | $17.2^{6}$ |

${ }^{a}$ DEC VS3100 M38
${ }^{b}$ Actual computation time: 11.2 sec., IBM $370 / 168$
that the polynomial nodal method gives accuracy which is comparable to the analytic nodal method with similar calculation times.

The transient calculation was performed using 20 cm nodes in all directions and eighth-core symmetry. Quasi-static calculations were performed with $1 / 4$ second, 1 second, and 5 second shape update and reactivity calculation time steps. In the $1 / 4$ second and 1 second cases the discontinuity factors were updated every four steps and in the 5 second case, every step. The cusping correction presented in Section 3.8 was used in all calculations. The results of these calculations are presented numerically in Table 5.13 and graphically in Figures 5-5 and 5-6. These results show that excellent agreement in power density and reactivity is obtained with all time steps. The execution speed for the largest time step case is nearly a factor of 9 times quicker than the reference calculation resulting in a faster than real time calculation.

In order to investigate the local accuracy of the quasi-static method, a comparison of the nodal power densities was performed. A summary of the comparison is given in Table 5.14. The maximum errors in the nodal power densities occur in nodes in which the control rods are moving. This error in nodes in which rods are moving can be expected since, for the $\Delta t_{n}=5 \mathrm{sec}$ calculation, the rod completely traverses the node between shape updates. The remaining nodes have very small errors as indicated by the small node-averaged, assembly maximum, and assembly averaged errors.

Table 5.13: Mean power density ( $\mathrm{W} / \mathrm{cm}^{3}$ ) vs. time for the 3-D LMW problem without feedback and different shape-update time steps.

| Time | Time Step Size, $\Delta t_{n}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 sec |  | 1 sec |  | $1 / 4 \mathrm{sec}^{a}$ |
| 0.0 | 150.0 | 150.0 | 150.0 |  |  |
| 5.0 | 169.4 | $(+0.1 \%)$ | 169.2 | $(0.0 \%)$ | 169.2 |
| 10.0 | 201.8 | $(0.0 \%)$ | 201.6 | $(-0.1 \%)$ | 201.8 |
| 20.0 | 258.9 | $(-0.2 \%)$ | 259.7 | $(+0.2 \%)$ | 259.3 |
| 30.0 | 207.9 | $(+0.0 \%)$ | 207.9 | $(+0.0 \%)$ | 207.8 |
| 40.0 | 122.8 | $(+0.4 \%)$ | 122.6 | $(+0.3 \%)$ | 122.3 |
| 50.0 | 76.3 | $(+0.7 \%)$ | 75.9 | $(+0.1 \%)$ | 75.8 |
| 60.0 | 58.2 | $(0.0 \%)$ | 58.2 | $(0.0 \%)$ | 58.2 |
| CPU Time $^{b}(\mathrm{sec})$ | 50. | 115. |  | 434. |  |

${ }^{\text {a }}$ Reference
${ }^{b}$ DEC VS3100 M38

Table 5.14: A comparison of the node and assembly errors in the normalized power densities.

|  | $\Delta t_{n}=1 \mathrm{sec}$ |  | $\Delta t_{n}=5$ sec |  |
| ---: | :---: | :---: | :---: | :---: |
| Time | Node Error <br> max <br> mavg | Assembly Error <br> max $/ \mathrm{avg}$ | Node Error <br> max/avg | Assembly Error <br> $\max /$ avg |
| 0.0 | $0.0 / 0.0 \%$ | $0.0 / 0.0 \%$ | $0.0 / 0.0 \%$ | $0.0 / 0.0 \%$ |
| 5.0 | $+0.8 / 0.2 \%$ | $+0.3 / 0.1 \%$ | $+2.5 / 0.2 \%$ | $+0.4 / 0.1 \%$ |
| 10.0 | $+1.2 / 0.1 \%$ | $+0.2 / 0.0 \%$ | $+2.9 / 0.2 \%$ | $+0.8 / 0.1 \%$ |
| 20.0 | $-1.0 / 0.1 \%$ | $-0.1 / 0.0 \%$ | $+3.4 / 0.2 \%$ | $-0.4 / 0.1 \%$ |
| 30.0 | $-1.3 / 0.1 \%$ | $-0.2 / 0.0 \%$ | $+3.9 / 0.3 \%$ | $-0.7 / 0.1 \%$ |
| 40.0 | $+1.3 / 0.1 \%$ | $-0.1 / 0.0 \%$ | $-3.3 / 0.2 \%$ | $-0.8 / 0.1 \%$ |
| 50.0 | $+0.2 / 0.0 \%$ | $-0.1 / 0.0 \%$ | $-3.0 / 0.2 \%$ | $-0.4 / 0.1 \%$ |
| 00.0 | $+0.4 / 0.1 \%$ | $+0.1 / 0.0 \%$ | $+0.6 / 0.0 \%$ | $+0.1 / 0.0 \%$ |

${ }^{a}$ Reference: Quasi-static calculation with $\Delta t_{n}=1 / 4 \mathrm{sec}$


Figure 5-5: Power density vs. time for the 3-D LMW problem without feedback.


Figure 5-6: Reactivity vs, time for the 3-D LMW problem without feedback.

Table 5.15: A comparison of the mean power density ( $\mathrm{W} / \mathrm{cm}^{3}$ ) for solutions of the 3-D LMW Test Problem without feedback for several nodal codes.

| $\begin{aligned} & \text { Time } \\ & (\mathrm{sec}) \end{aligned}$ | $\begin{gathered} \hline \text { QUABOX } \\ {[\mathrm{L}-2]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { CUBBOX } \\ \mathrm{L}-2! \end{gathered}$ | $\begin{gathered} \text { QUANDRY } \\ {[\mathrm{S}-2]} \end{gathered}$ | CONQ[EST | Ref. ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 150.0 | 150.0 | 150.0 | 150.0 | 150.0 |
| 5.0 | 168.7(-0.4\%) | 168.8(-0.4\%) | 169.1(-0.2\%) | 169.2(-0.1\%) | 169.4 |
| 10.0 | 200.2(-0.9\%) | 201.1(-0.5\%) | $202.0(0.0 \%)$ | 201.8(-0.1\%) | 202.0 |
| 20.0 | 260.5 ( 0.0\%) | 260.0(-0.2\%) | $262.2(+0.6 \%)$ | 259.3(-0.5\%) | 260.5 |
| 30.0 | $213.6(+1.8 \%)$ | $211.3(+0.7 \%)$ | $210.8(+0.4 \%)$ | 207.8(-1.0\%) | 209.9 |
| 40.0 | $127.5(+2.9 \%)$ | $125.5(+1.3 \%)$ | 123.0(-0.7\%) | 122.3(-1.3\%) | 123.9 |
| 50.0 | $78.6(+2.7 \%)$ | 77.1( $+0.8 \%$ ) | 75.7(-1.0\%) | 75.8(-0.9\%) | 76.5 |
| 60.0 | $60.3(+2.9 \%)$ | $58.9(+0.5 \%)$ | $57.9(-1.2 \%)$ | 58.2(-0.7\%) | 58.6 |

"Richardson extrapolation of CUBBOX results $(\mathrm{S}-2)$

A comparison of the calculational results with QUABOX [L-2], CUBBOX [L-2], and QUANDRY $|S-2|$ is presented in Table 5.15. The QUABOX and CUBBOX solutions use a time step of $1 / 8$ second. The QUANDRY solution employs a 10 cm axial mesh (to minimize cusping effects) and a time step of $1 / 4$ second. The CONQUEST solution is a quasi-static calculation with $1 / 4$ second time steps. The reference has been obtained by a Richardson extrapolation of CUBBOX solutions but is not considered to be more accurate than one percent $[S-2]$. This comparison indicates that the CONQUEST, QUANDRY, and CUBBOX solutions have a maximum error in mean power density of about 1 while the QUABOX solution has a maximum error of nearly $3 \%$. The ext sution times are available only for a calculation with a time step of 1 second. The calculation times for CONQUEST, QUANDRY, QUABOX, CUBBOX are $115,86,108$, and 69 seconds, respectively. Note that the execution time reported for CONQUEST is for a quasi-static calculation which contains considerable time for reactivity calculation and point kinetics solution with a shape-update at every time step. An additional, fully-implicit calculation without the quasi-static option was performed resulting in an execution time of 83 seconds. This indicates that roughly $25 \%$ of the calculation time is devoted to the quasi-static option.

The mean power density and reactivity versus time for calculations with and
without the cusping correction using $1 / 4$ second time steps are given in Figures 5-7 and 5.8 . The volume-averaging of the cross sections results in an over-prediction of the rod's "worth" as the rod traverses the node. As a result, the reactivity and the power are under-predicted. This leads to a maximum error in the mean power density of about $-5 \%$. The calculation employing the cusping correction, however. displays no discernible cusping effects, even in the reactivity which is generally very sensitive to the control rod cusping.

The 3-D LMW problem results indicate that the quasi-static polynomial method can provide accurate results using large node spacings and shape-update ti" $\geq$ steps. The impact of thermal-hydraulic feedback will be examined next.

### 5.4.2 The 3-D LMW Problem with Thermal.Hydraulic Feedback

The 3-D LMW problem has been combined with WIGL thermal-hydraulic parameters which are representative of an operating PWR [S-2] and are given with the problem description in Appendix B. An examination of the steady-state calculation, the transient calculation, and the control rod cusping effects will be presented.

The static calculations were performed with the same node spacings as for the problem without feedback and the results are summarized in Table 5.16 (the assembly power densities are given in Appendix ( ${ }^{( }$). The reference is the CONQUEST calculation with 5 cm radial mesh and 10 cm axial mesh. Note that CONQUEST requires nearly the same number of discontinuity factor updates and outer iterations as the non-feedback problem. The nodal and assembly errors are also nearly the same as the non-feedback problem. Calculation of the fuel and coolant temperatures increases the calculation time by 20 to $30 \%$.

The transient calculations were performed using three different shape-update steps: $1 / 4$ second, 1 second, and 5 seconds with one, two, and five reactivity/thermalhydraulic updates per shape update, respectively. In addition, the discontinuity factors were updated every 4 time steps for the $1 / 4$ second and 1 second time step calculation and every time step for the 5 second time step calculation. The results of the calculations are presented in Table 5.17 and Figures 5.9 and 5-10. As for the


Figure 5-7: Power density vs. time for the 3-D LMW problem without feedback demonstrating the cusping correction.


Figure 5-8: Reactivity vs. time for the 3-D LMW problem without feedback demonstrating the cusping correction.

Table 5.16: A summary of the CONQUEST static results for the 3-D LMW problem with feedback.

|  | Node Size |  |  |
| :--- | :---: | :---: | :---: |
|  | $20 \times 20$ <br> $\times 20 \mathrm{~cm}$ | $10 \times 10$ <br> $\times 10 \mathrm{~cm}$ | $5 \times 5$ <br> $\times 10 \mathrm{~cm}$ |
| Nodes (1/8 Core) | 200 | 1480 | 5800 |
| D.F. Vpdates | 8 | 9 | 15 |
| Outer Iterations | 24 | 28 | 48 |
| Eigenvalue | 0.983420 | 0.983194 | 0.983166 |
| $\epsilon_{\max (\text { node }, \%)}$ | -1.24 | +0.18 | ref. |
| $\bar{\epsilon}$ (node. $\%$ ) | 0.33 | 0.03 | ref. |
| $\epsilon_{\text {max }}($ assembly, $\%)$ | -0.61 | -0.07 | ref. |
| $\tilde{\epsilon}($ assembly, $\%)$ | 0.15 | 0.01 | ref. |
| CPT Time $($ sec $)$ | 18.9 | 132.8 | 888. |

a DEC VS3100 M38

Table 5.17: Total power vs. time for the 3-D LMW problem with feedback and different shape-update time steps.

| Time | Time Step Size, $\Delta t_{n}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 5 sec | 1 sec | 1/4 sec ${ }^{\text {a }}$ |
| 0.0 | 184.8 | 134.8 | 184.8 |
| 5.0 | 192.5 (+0.3\%) | 192.0 ( 0.0\%) | 192.0 |
| 10.0 | 195.9 ( +0.3\%) | 195.3 ( 0.0\%) | 195.2 |
| 20.0 | 192.8 (-0.1\%) | 192.9 ( 0.0\%) | 192.9 |
| 30.0 | 179.6 (-0.2\%) | 179.6 (-0.2\%) | 179.9 |
| 40.0 | 163.1 (-0.3\%) | 163.3 (-0.1\%) | 163.5 |
| 50.0 | 156.8 ( + 0.3\%) | 156.2 (-0.1\%) | 156.4 |
| 60.0 | $155.8 \quad(-0.1 \%)$ | $155.9 \quad(-0.1 \%)$ | 156.0 |
| CPU Time ${ }^{\text {b }}$ ( sec) | 125. | 292. | 741. |

[^0]

Figure 5-9: Total power vs. time for the 3-D LMW problem with feedback.


Figure 5-10: Reactivity vs. time for the 3-D LMW problem with feedback.


Figure j-11: The 3-D LMW transient with feedback using 5 second shape and reactivity/thermal-hydraulic steps.
non-feedback problem, excellent results have been obtained with all time steps. An analysis of the nodal and assembly power densities shows that the largest errors are isolated to nodes which contain moving rods while the error in the remaining nodes is quite small.

Note that the reactivity/thermal-hydraulic calculations between the shape updates are essential in obtaining accurate results. A calculation employing 5 second shape and reactivity/thermal-hydraulic steps generates severe over-shoots in power, as shown in Figure 5-11. This is caused by the tandem sequence in which the neutronic and thermal-hydraulic calculations are performed. The reactivity is computed using cross sections from the previous thermal-hydraulics calculation. Thus, when we are in a power increase, the temperatures are too low, giving a reactivity which is too high. The power then increases rapidly resulting in a large increase in the temperatures which, in turn, gives a low value for the reactivity. The result is an

Table 5.18: Total power vs. time for the 3-D LMW problem with feedback, CON. QUEST and QUANDRY solutions without cusping correction.

| Time <br> $($ sec $)$ | QUANDRY <br> $[\mathrm{S}-2]$ | CONQUEST |
| :---: | :---: | :---: |
| 0.0 | 184.8 | 184.8 |
| 5.0 | 191.7 | 191.7 |
| 10.0 | 194.3 | 194.1 |
| 20.0 | 193.4 | 193.2 |
| 30.0 | 179.0 | 179.1 |
| 40.0 | 163.2 | 163.4 |
| 50.0 | 156.3 | 156.3 |
| 60.0 | 156.0 | 155.9 |

oscillation about the reference power.
A comparison of the calculations, using $1 / 4$ second time steps, with and without the cusping correction are presented in Figures 5-12 and 5-13. These figures show that the cusping effects are much more significant than those in the non-feedback calculation. The cusping correction shows only slight distortions when the rod leaves one node and enters another. A comparison of the $1 / 4$ second time step calculation without cusping correction between CONQUEST and QUANDRY is given in Table 5.18. The results are nearly identical, demonstrating that quartic polynomial method has iccuracy which is comparable to that of the Analytic Nodal Method.

### 5.5 The LRA BWR Transient Problems

The LRA $2 \mathrm{D}(\mathrm{A}-2 \mid$ and 3-D $\langle\mathrm{A} \cdot 3|$ benchmark problems represent a BWR with two neutron energy groups, two delayed precursor families and Doppler feedback with an adiabatic heatup model. The highly simplified BWR has a two-zone core consisting of 312 fuel assemblies ( $15 \times 15 \times 300 \mathrm{~cm}$ ). The core is surrounded radially and axially by a 30 cm water reflector. Several of the control blades, represented as smeared absorbers in four adjacent assemblies, are withdrawn resulting in large local flux perturbations.


Figure 5-12: Power density vs. time for the 3-D LMW problem with feedback demonstrating the cusping correction.


Figure 5-13: Reactivity vs. time for the 3-D LMW problem with feedback, demonstrating the cusping correction.

Table 5.19: A summary of the 2-D LRA problem static results for $15 \times 15 \mathrm{~cm}$ nodes for several nodal codes.

|  | CONQUEST | QUAGMIRE <br> $[\mathrm{Z}-1]$ | QUANDRY <br> $[\mathrm{S}-2]$ |
| :--- | :---: | :---: | :---: |
| Outer Iterations | 22 | 24 | 41 |
| Eigenvalue ${ }^{a}$ | 0.996329 | 0.996329 | 0.99641 |
| $\epsilon_{\text {max }}($ node,$\%)$ | +1.36 | +1.41 | -0.19 |
| $\bar{\epsilon}($ node,$\%)$ | 0.40 | 0.42 | 0.07 |
| CPU Time ${ }^{b}(\mathrm{sec})$ | 4.3 | $8.4^{c}$ | $4.5^{d}$ |

${ }^{a}$ Reference: 0.99636
${ }^{b}$ DEC VS3100 M38
${ }^{\text {c }}$ Actual execution time: 6.5 sec . SGI 4D/210 (D.P.), $1 / 4$ core
${ }^{d}$ Acutal execution time: 2.7 sec . IBM $370 / 168$

The transient is initiated from low power by the removal of an asymmetrically placed control blade at a speed of $150 \mathrm{~cm} / \mathrm{s}$ resulting in a super-prompt critical configuration. The transient calculations are performed using quarter-core symmetry so that four control blades are actually being removed from the entire core. This transient is extremely difficult since the reactor power spans approximately 10 orders of magnitude during the transient with large spatial changes during the transient. The complete problem specifications are given in Appendix B.

### 5.5.1 The 2-D LRA Problem

The 2-D LRA problem was solved using assembly-sized meshes, $15 \times 15 \mathrm{~cm}$, and eighth-core symmetry. A summary of the static results are presented in Table 5.19 along with QUAGMIRE [Z-1] and QUANDRY[S-2] results. QUAGMIRE is a quartic polynomial code developed by Zerkle [Z-1] which is based upon polynomial equations which are similar to those of CONQUEST. The reference solution is a 16 node per assembly calculation by Shober [A-3].

As expected, the CONQUEST and QUAGMIRE results are nearly identical with a maximum nodal error of about 1.4 percent which is quite reasonable for such a severe problem. The errors in the assembly power densities from QUANDRY, however, are
significantly smaller than those of CONQUEST and QUAGMIRE. The CONQUEST and QUANDRY execution times are comparable and are smaller than that of QUAGMIRE. The difference in execution times between CONQUEST and QUAGMIRE is most likely the result of the different expansion coefficient solution methods, as discussed in Chapter 2. A comparison of the normalized power distributions for several different node spacings are given in Appendix C

The transient problem was solved using the quasi-static method and fully-implicit differencing schemes. The following three different temporal meshes were used:

| 92 Step |  | 329 Step |  | 1000 Step |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Interval | $\Delta t_{n}$ | Interval | $\Delta t_{n}$ | Interval | $\Delta t_{n}$ |
| $0 \leq t \leq 0.8$ | 100 ms | $0 \leq t \leq 0.8$ | 25 ms | $0 \leq t \leq 1.0$ | 10 ms |
| $0.8 \leq t \leq 1.0$ | 50 ms | $0.8 \leq t \leq 1.0$ | 10 ms | $1.0 \leq t \leq 1.3$ | 1 ms |
| $1.0 \leq t \leq 1.4$ | 10 ms | $1.0 \leq t \leq 1.3$ | 3 ms | $1.3 \leq t \leq 1.5$ | .5 ms |
| $1.4 \leq t \leq 1.5$ | 5 ms | $1.3 \leq t \leq 1.45$ | 1.5 ms | $1.5 \leq t \leq 2.0$ | 5 ms |
| $1.5 \leq t \leq 2.0$ | 50 ms | $1.45 \leq t \leq 2.0$ | 15 ms | $2.0 \leq t \leq 3.0$ | 10 ms |
| $2.0 \leq t \leq 3.0$ | 100 ms | $2.0 \leq t \leq 3.0$ | 15 n |  |  |

The 329 and 1000 step temporal meshes where chosen so that the calculations would match published QUANDRY solutions [S-2]. The 92 step mesh was chosen to test the quasi-static solution procedure. The results of three fully-implicit calculations are presented in Table 5.20. A comparison of the 1000 step results indicate that although there are large spatial changes in the flux distribution, several time steps may be performed between discontinuity factor updates without causing significant errors. The 329 step solution is relatively close to the 1000 step solution. The normalized power densities and fuel temperatures for several times of interest are given in Appendix C. In addition, the plots of the mean power density and fuel temperature are given in Figures 5-14 and 5-15.

The quasi-static method was used to solved the 2-D LRA problem with 92 and 329 time steps. The results are shown in Table 5.21 along with a 92 step fully-implicit calculation. The quasi-static method does lead to increased accuracy, but also to increased execution time. The reason that the 92 step calculation does not lead to a reduction in execution time is that as the time step size increases, more iterative
work is required to compute the new shape function. Thus, the quasi-static method does not provide a significant benefit for severe, super-prompt critical transients in which small time steps are required for the calculation of the shape function. The fully-implicit procedure is recommended for such transients. A comparison of the CONQUEST results with other nodal methods are presented in Table 5.22.

### 5.5.2 The 3-D LRA Problem

The 3-D LRA transient problem is more severe than the 2-D problem because of larger radial flux tilts and axial shifts. The static calculations for three different mesh sizes are given in Table 5.23 where the smallest node size is used as the reference (a comparison of the power distributions are given in Appendix (). A comparison of the static calculation results of several nodal codes is given in Table 5.24.

This transient problem has proven to be very difficult because of stability problems. There are two causes of the instabilities in this calculation. The first problem occurs at the external boundaries where the fluxes and currents are very small because of the large reflector. The difficulty occurs because the discontinuity factors which are to be computed at the surface involve the ratio of the surface current to the surface fluxes, which are both small. Round-off effects cause these discontinuity factors to become absurd or result in an attempt to divide by a zero node-averaged Hlux. This difficulty has been overcome by simply setting the surface discontinuity factors to unity.

The other difficulty is that the corrected finite-difference equations for the reflector nodes may not be diagonally dominant because of the values of the discontinuity factor ratios. Simply setting the discontinuity factor ratios in the reflector region to unity resulted in rather large errors in the core power distribution because the control blade which has been removed from the core is near the reflector. Alternate procedures for ensuring the diagonal dominance of the corrected finite-difference equations are rather difficult to obtain.

By careful selection of the frequency of the discontinuity factor updating and a relatively tight convergence criterion ( $10^{-4}$ ), a transient solution was obtained using

Table 5.20: A summary of the CONQUEST results for 2-D LRA transient using fully. implicit time differencing.

| Number of time steps | 329 | 320 | 1000 | 1000 | Ref. $^{4}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Time steps per D.F. update | 4 | 1 | $10 ; t<1.4$ <br> $4: t>1.4$ | 1 | - |
| Time to first peak $(\mathrm{s})$ | 1.429 | 1.429 | 1.438 | 1.438 | 1.436 |
| Power at first peak $\left(\mathrm{W} / \mathrm{cm}^{3}\right)$ | 5623 | 5598 | 5505 | 5490 | 5411 |
| Power at second peak $\left(\mathrm{W} / \mathrm{cm}^{3}\right)$ | 807 | 804 | 798 | 791 | 784 |
| Power at $t=3.0 \mathrm{~s}$ | 99.5 | 99.3 | 99.1 | 98.6 | 96.2 |
| Average fuel temperature |  |  |  |  |  |
| at $t=3.0 \mathrm{~s}$ | 113 | 1113 | 1107 | 1104 | 1087 |
| Peak fuel temperature |  |  |  |  |  |
| $\quad$ at $=3.0 \mathrm{~s}$ | 3042 | 3042 | 3023 | 3014 | 2948 |
| CPU Time (sec) | 163. | 324. | 379. | 811. | 7030. |

${ }^{\text {a }}$ Shober's fine temporal and spatial mesh calculation $[$ A- 3 ]
${ }^{6}$ DEC VS3100 M38

Table 5.21: A summary of the CONQUEST results for 2-D LRA transient using the quasi-static method.

| Number of time steps | $92^{\text {a }}$ | 92 | 329 | Ref. ${ }^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Time steps per D.F. update | 1 | 1 | 4 | - |
| Time to first peak (s) | 1.370 | 1.430 | 1.438 | 1.436 |
| Power at first peak ( $\mathrm{W} / \mathrm{cm}^{3}$ ) | 5439 | 5589 | 5515 | 5411 |
| Power at second peak ( $\mathrm{W} / \mathrm{cm}^{3}$ ) | 743 | 802 | 80.4 | 784 |
| Power at $\mathrm{t}=3.0 \mathrm{~s}$ | 97.5 | 99.2 | 98.9 | 96.2 |
| Average fuel temperature at $\mathrm{t}=3.0 \mathrm{~s}$ | 1154 | 1121 | 1108 | 1087 |
| Peak fuel temperature at $\mathrm{t}=3.0 \mathrm{~s}$ | 3142 | 3074 | 3034 | 2948 |
| CPI Time ${ }^{\text {e }}$ (sec) | 152. | 186. | 209. | 7030. |

[^1]

Figure 5-14: Power vs. time for the 2-D LRA transient problem.


Figure 5-15: Fuel temperature vs, time for the 2-D LRA transient problem.
Table 5.2.: A comparison of nodal solutions to the 3 LRA transient probiem.

|  | $\begin{aligned} & 2 \mathrm{DTD} \\ & \text { \|S } 11 \mid \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \text { CUBBOX } \\ \|A \cdot 2\| \\ \hline \end{gathered}$ | $\begin{gathered} \text { IQSBOX } \\ {[A \cdot 2]} \end{gathered}$ | $\begin{gathered} \text { QUANDRY } \\ {[\mathrm{S}-2]} \end{gathered}$ | CONQUEST | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial eigenvalue | 0.99655 | 0.99633 | 0.99631 | 0.99641 | 0.99633 | 0.996 .36 |
| Time to first peak (s) | 1.426 | 1.421 | 1.445 | 1.435 | 1.437 | 1.436 |
| Power at first peat ( $\mathrm{W} / \mathrm{cm}^{3}$ ) | 5552 | 5734 | 5451 | 5473 | 5505 | 5411 |
| Power at second peak ( $W / \mathrm{cm}^{3}$ ) | 815 | $\sim 830$ | $\sim 800$ | 797 | 798 | Tr. |
| Power at $\mathbf{t}=3.0$ s | 97.0 | $\sim 60$ | $\sim 100$ | 97.5 | 99.1 | 96 |
| Average fuel temperature $\text { at } \mathrm{t}=3.0 \mathrm{~s}$ | 11.7 | 1070 | 1120 | 1108 | 1107 | 1085 |
| Peak fued temperature at $\mathrm{t}=\mathbf{3 . 0} \mathrm{s}$ | 3112 | 2925 | 2989 | 30:9 | 3023 | 2948 |
| Number of time steps | 1000 | 1200 | 529 | 1000 | 1000 | 2600 |
| CPU Time (sec) | 210. | 180. | 255. | 188. | 379 | 1661 |
| Computer | IBM 370/168 | IBM 360/91 | CYBER 175 | IBM 370/168 | DEC VS3100 | IBM 370195 |

${ }^{\text {a }}$ Shober's fine temporal and spatial mesh calculation [A-3]

Table 5.23: A summary of the CONQUEST 3-D LRA problem static results.

|  | $\begin{aligned} & 15 \times 15 \\ & \times 25(15) \mathrm{cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.5 \times 7.5 \\ & \times 12.5(7.5) \mathrm{cm} \end{aligned}$ | $\begin{aligned} & 5 \times 5 \\ & \times 12.5(7.5) \mathrm{cm} \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| Nodes (1/8 Core) | 1056 | 8096 | 179.52 |
| D.F. Updates | 7 | 8 | 9 |
| Outer lierations | 21 | 34 | 41 |
| Eigenvalue | 0.996361 | 0.996391 | 0.996368 |
| $\boldsymbol{f}_{\text {max }}\left(\right.$ node,${ }^{\text {a }}$ ) | - 1.37 | +0.20 | ref. |
| é(node, \% ${ }^{(\%)}$ | 0.40 | 0.04 | lef. |
| $\boldsymbol{f}_{\text {max }}($ assembly,$\%)$ | $+1.17$ | +0.19 | ref. |
| $\overline{\text { a }}$ (assembly. $\%$ ) | 0.22 | 0.03 | ref. |
| CPV Time $(\mathrm{sec})$ | 70. | 762. | 1988. |

${ }^{4}$ DEC V'S3100 M38

Table 5.24: A comparison the coarse mesh 3-D LRA problem static results.

|  | CONQIEST | $\begin{gathered} \text { QUAGMIRE } \\ 7.1! \end{gathered}$ | $\begin{gathered} \text { QUANDRY } \\ {[\mathrm{S} \cdot 2]} \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Outer lterations | 21 | 22 | 35 |
| Eigenvalue | 0.996361 | 0.996360 | 0.99644 |
| $\epsilon_{\text {max }}($ node. $\%$ ) | - 1.37 | +1.62 | -0.38 |
| ennode. "]) | 0.40 | 0.45 | 0.08 |
| CPT Time ${ }^{\text {( } \mathrm{sec} \text { ) }}$ | 70. | $202 .{ }^{6}$ | 30.5 |

a DEC VS3100 M38
${ }^{\text {b }}$ Actual execution time: 154.7 sec. SGI ID 210 (D.P.), $1 / 4$ core
"Acutal execution time: $1 \times .7 \mathrm{sec}$. $1 \mathrm{BM} 370 / 168$
the following 410 time steps

| Cime Interval | $\Delta t_{n}$ |
| :--- | ---: |
| 0 | $t$ |
| 0.5 | 25 ms |
| 0.5 | 1.0 .6 |
| 0.6 | 10 ms |
| 0.7 | $t=0.7$ |
| 0.8 | 2.5 ms |
| 0.95 | 1.25 ms |
| 1.0 | 0.95 |
| 2.0 | 1.0 ms |
| 2.0 | 2.5 ms |

Plots of the power and fuel temperature verses time are presented in Figures $5 \cdot 16$ and 517 and assembly-averaged power densities, planar power densities, and temperatures at several times of interest are given in Appendix ('.

A comparison of the transient results of several nodal codes is presented in Table 5.25. Note that the QUANDRY calculation employed n very conrse mesh with $30 \cdot 30 \mathrm{~cm}$ nodes. A static calculation performed with CONQLEST using 30 cm nodes resulted in large errors indicating that assembly-sized nodes may be the limit for which the quartic polynomial approximation gives accurate results. Hence, the quartic polynomial methods may not be well suited for such applications as super nodal methods (G-1) which uses four assemblies per node.

### 5.6 The PWR Operational Transient

The previous benchmark problems which have been analyzed, while good tests, represent relatively simple reactor models. In order to determine the accuracy of the polynomial method, and the efliciency of the quasi-static method a more realistic application is desired. The PWR operational transient discussed in this section was introduced hy Jacquin J. $2 /$ for analysis of a nodal synthesis method. The reactor is representative of a Westinghouse 1000 MW. pressurized water reactor. The core contains 193 fuel assemblies with dimensions of $21.591 \cdot 21.591 \times 360 \mathrm{~cm}$. The radial reflector is explicitly modelled and the axial reflector is represented by infinite. reflector albedo boundary conditions. The thermal-hydraulic feedback is performed using the WIGL model discussed in Chapter 4. The complete description of the reactor model is given in Appendix B.
Table 5.25: A comparison of nodal solutions to the 3-1) IRA transient problem.

|  | $\begin{gathered} \text { CUBBOX } \\ \|A \cdot 3\| \end{gathered}$ | $\begin{gathered} \hline \text { IQSBOX } \\ \|A-3\| \end{gathered}$ | $\begin{gathered} \text { QUANDRY } \\ {[\mathrm{S}-2]} \end{gathered}$ | CONQUEST |
| :---: | :---: | :---: | :---: | :---: |
| Number of Nodes | 1936 | 1452 | 490 | 1452 |
| Initial eigenvalue | 0.99626 | 0.9924 | 0.99652 | 0.996 .361 |
| Time to first peak (s) | 0.906 | 0.894 | 0.906 | 0.905 |
| Power at first peak ( $W$ cm ${ }^{3}$ ) | 6268 | 5748 | 5739 | 5390 |
| Tine to second peak (s) | $\bigcirc 1.5$ | $\cdots 1.5$ | 1.44 | 1.44 |
| Power at second peak ( $\mathrm{W} \mathrm{cm}^{3}$ ) | . 370 | $\therefore 400$ | 412 | 431 |
| Power at $t=3.0 \mathrm{~s}$ | $\sim 40$ | $\therefore 40$ | 70 | 39.9 |
| Average fuel temperature at $\mathrm{t}=3.0 \mathrm{~s}$ | $\sim 1000$ | $\therefore 950$ | 1033 | 953 |
| Number of time steps | 800 | 736 | 410 | 410 |
| CPIT Time (sec) | 5800 | 2172 | 580 | 3889 |
| Computer | AMDAHL V/6 | CYBER 176 | IBM 370/168 | DEC'VS3100 |
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Figure 5.16: Power vs. time for the 3.D LRA tranaient problem.


Figure 5-17: Fuel temperature vs. time for the 3-1) LRA transient problem.

The reactor is imtially critical at $20 \%$ nominal power. Control rod banks $C$ and D are partially inserted into the core. Static calculations were performed to determine the initial eigenvalue and power distribution using eighth-core symmetry. CONQUEST calculations were performed with the following node spacings:

| Coarse: | $21.5910 \cdot 21.591 \cdot 20 \mathrm{~cm}$ |
| :--- | :--- |
| Fine: | $10.7955 \cdot 10.7955 \times 10 \mathrm{~cm}$ |
| Very Fine: | $5.39775 \cdot 5.39775 \cdot 10 \mathrm{~cm}$ |

A summary of the static results are presented in Table 5.26 along with a conrse mesh calculation performed with QUANDRY, From the progression of calculations, the maximum error in the power of the finest mesh, which is considered the reference solution, is expected to less than $0.1 \%$. The largest errors in the conse mesh calculation occur at nodes neighboring the reflector and are slightly larger than the errors which occurred in the previous benchmark problems. The average error, 0.69 \%, indicntes that the errors in most nodes, however, are quite small. The lower error in the QUANDRY calculation, $1.4 \%$, can be attributed to a more accurate solution in the large radial reflector. The CONQUES'T execution time is roughly half that of QUANDRI' which indirates the efficiency of the non-linear iteration scheme.

The transient is initiated by the removal of control rod banks C \& D at a constant speed of $2 \mathrm{~cm} / \mathrm{s}$. As shown in Figure $5 \cdot 18$, rod bank (' reaches the top of the core at $t \quad 0$ seconds while rod bank $D$ continues its motion. All rod motion ceases at $1=120$ seconds leaving rod bank D partially inserted. The transient is followed until $t=180$ seconds when the reactor has nearly reached a new steady-state condition. A reference calculation was performed with CONQUES'T using $1 / 4$ second shape-update steps for $0<1=120$ seconds and $1 / 2$ second shape updates for $120 \leq t \leq 180$ seconds and required approximately 177 minutes of CPV time. Additional calculations using doubled times steps ware performed with both CONQUEST and QUANDRY. In the CONQUES'T enlculation the discontinuity factors were updated every time step and required 04 minutes of C'PV'time. The QUANDRY' calculation employed its quasistatic option $[J-3$ and matrix updates were performed every other time step. The


Figure 5-18: Control rod motions for the PWR operational transient.

Table 5.26: A summary of the results of the static calculation for the PWR Operationai Transient.

| Computer code | QUANDR | CONQUEST | CONQUEST | CONQUEST |
| :---: | :---: | :---: | :---: | :---: |
| Spatial Mesh | Coarse | Coarse | Fine | Very Fine |
| Nodes (1/8 Core) | 810 | 810 | 6156 | 23976 |
| D.F. Updates | - | 9 | 11 | 7 |
| Outer Iterations | 28 | 27 | 47 | 55 |
| Eigenvalue | 1.04551 | 1.04548 | 1.04523 | 1.04514 |
| $\epsilon_{\text {max }}($ node $\%$ ) | -1.4 | -3.1 | -0.4 | ref. |
| $\bar{\epsilon}($ node,$\%)$ | 0.5 | 0.7 | 0.1 | ref. |
| $\boldsymbol{f}_{\text {max }}\left(\right.$ assembly ${ }^{(\%)}$ | $-1.2$ | $-2.1$ | $-0.3$ | ref. |
| é(assembly, \%) | 0.4 | 0.6 | 0.1 | ref. |
| CPU Time ${ }^{\text {a }}$ (sec) | 181. | 86. | 796. | 2940. |

"DEC' VS3100 M38

QUANDRY' calculation required 95 minutes of CPU time. Plots of total power and reactivity versus time for these three calculations are presented in Figures 5.19 and 5.20. The power versus time curves for all calculations lie virtually on top of one another indicaling that the solutions are temporally converged. The reactivity plots are also very close with the differences being caused by cusping effects.

In order to show the efficiency and accuracy of the quasi-static method, a CON. QUEST calculation was performed with shape-update steps of 5 seconds and reactivity thermal hydraulic steps of 1 second. The power and reactivity versus time curves are presented in Figures 5.21 and $5-22$. Examination of the reactivity versus time shows close agreement over most of the transient. Perturbations occur when shape updates are performed when a control rod is at a nodal interface. This is possibly related to the cusping correction or is a consequence of the large temporal mesh. The effect of these perturbations on the power versus time curve, however, are quite small. A fully implicit calculation with equivalent accuracy requires time steps of less than $1 / 2$ second. Hence, the quasi-static option allows a ten-fold increase in shape-update time step.


Figure 5-19: Power vs. time for the PWR operational transient demonstrating the temporal convergence of the solution.


Figure 5-20: Reactivity vs. time for the PWR operational transient demonstrating the temporal convergence of the solution.


Figure 5-21: Power vs. time for the PWR operational transient, large time-step quasistatic solution.


Figure 5-22: Reactivity vs. time for the PWR operational transient, large time-step quasi-static solution.

### 5.7 The PWR Coolant Inlet-Temperature Transient

Jacqmin [J-2] also introduced a transient problem which is driven by changing thermal-hydraulic conditions of the reactor. The reactor model is the same as previously used for the PWR operational transient. The reactor is initially in a steadystate, critical condition at nominal power of $3338 \mathrm{MW}_{\text {th }}$. All control rod banks are fully withdrawn except rod-bank D which is partially inserted (as in Figure 5.18 for $t \geq 120 \mathrm{~s}$ ). A transient is initiated thermally by a two-second exponential decrease in the coolant inlet temperature, from 555 K to 535 K , followed by an exponential increase to 555 K . The exact form of the perturbation is

$$
\begin{equation*}
\mathrm{T}_{\text {inlet }}(t)=\mathrm{T}_{\text {inlet }}(0) \exp \left(-t / \tau_{1}\right)+\mathrm{T}_{\text {inlet }}(0)\left(1-\exp \left(-t / \tau_{2}\right)\right), \tag{5.1}
\end{equation*}
$$

where $\tau_{1}=2.0 \mathrm{sec}$. and $\tau_{2}=2.206 \mathrm{sec}$.
This transient is a good test of the neutron/thermal-hydraulic coupling since it is driven by the changing thermal-hydraulic conditions of the reactor. The initial critical condition of the reactor was determined for the coarse mesh nodalization using CONQUEST and QUANDRY. A summary of the calculations is presented in Table 5.27. The CONQUEST and QUANDRY nodal powers are compared with the QUANDRY calculation being the reference even though it is not spatially converged. The errors in the power distributions are expected to be similar to those of the initial static conditions of the PWR operational transient. A comparison of the QUANDRY and CONQUEST power distributions are presented in Appendix $C$

A reference calculation for the transient was performed with CONQUEST 1/16 second shape-update time steps and required 52.1 minutes of computation time. Discontinuity factor updates were performed every t.me step to ensure an accurate solution. Additional calculations were performed with doubled time steps ( $1 / 8 \mathrm{sec}$ ond) with CONQUEST and QUANDRY. The CONQUEST calculation had discontinuity factor updates performed every time step and required 22.6 minutes. In the QUANDRY calculation, matrix updates were performed every other time step and the calculation required 27.2 minutes. All calculations used a convergence criterion

Table 5.27: A summary of the CONQUEST and QUANDRY static calculations for the PWR coolant inlet-temperature problem.

|  | CONQUEST | QUANDRY |
| :--- | :---: | :---: |
| D.F. Updates | 9 | $\overline{2}$ |
| Outer Iterations | 25 | 28 |
| Eigenvalue | 1.048269 | 1.048223 |
| $\epsilon_{\text {max }}($ node,$\%)$ | -2.2 | ref. |
| $\bar{\epsilon}($ node,$\%)$ | 0.64 | ref. |
| $\epsilon_{\text {max }}($ assembly,$\%)$ | -1.6 | ref. |
| $\bar{\epsilon}($ assembly $\%)$ | 0.43 | ref. |
| CPU Time $^{0}($ sec $)$ | 85. | 194. |

${ }^{a}$ DEC VS3100 M38
of $10^{-3}$. Plots of total power and reactivity versus time for these three calculations are presented in Figures 5-23 and 5-24. The fact that these curves lie virtually on top of one another indicate that the $1 / 16$ second time step is temporally converged.

This transient problem was also solved using 1 second shape-update time steps with reactivity/thermal-hydraulic steps of $1 / 8$ and $1 / 2$ seconds (requiring 9.6 and 7.3 minutes, respectively). The power and reactivity plots are shown with the reference calculation in Figures 5-25 and 5.26. Since this transient does not involve control rod motions the flux shape changes very slowly. Thus, the calculation with $1 / 8$ second reactivity/thermal-hydraulic steps closely matches the reference. The $1 / 2$ second reactivity/thermal-hydraulic step calculation, however, has significant error in power and reactivity. This occurs because the transient is driven by the changing thermal hydraulic conditions of the core. The $1 / 2$ second update of the thermal-hydraulic conditions is not sufficient for this relatively quick transient.

The quasi-static method is well suited for thermal transients such as this coolant inlet-transient since the shape function is slowly varying. Since the effects of the changing thermal-hydraulic conditions on reactivity, and therefore the amplitude function, can be determined without computing the shape function, we obtain a substantial reduction in computing time over the fully-implicit procedure. In fact, for


Figure 5.23: Power vs. time for the PWR coolant inlet-temperature transient demonstrating the temporal convergence.


Figure 5.24: Reactivity vs. time for the PWR coolant inlet-temperature transient demonstrating the temporal convergence.


Figure 5.25: Power vs. time for the PWR coolant inlet-temperature transient, large timestep quasi-static solution.


Figure 5-26: Reactivity vs. time for the PWR coolant inlet-temperature transient, large time-step quasi-static solution.
this transient, a fully-umplicit method required thermal-hydraulic time steps of about $1 / 8$ second to provided accurate results even though the tlux shape changes slowly.

### 5.8 Summary

In this chapter the quasi-static polynomial nodal method was applied to several benchmark problems and the results compared to reference solutions. In addition, two additional PWR problems were analyzed to determine the accuracy of the method for more realistic problems. The results demonstrate that the polynomial approximation yields results which are as accurate as established nodal methods. In general the execution times for fully-implicit calculations were slightly shorter than those of the Analytic Nodal Method. When the quasi-static method is used with large time steps a significant reduction in computation time may be obtained. The LRA problem results demonstrated that the quasi-static method does not provide much benefit for super-prompt critical transients because of the large changes in the flux shape.

The analysis of the TWIGL benchmark problem demonstrated that the discontinuity factors need not be updated every time step if the flux shape does not change significantly throughout the transient. Also, the use of the adjoint as a weight func. tion for quasi-static calculations was shown to be less important than its use for point kinetics calculations because the shape function is updated periodically. The 3.1) L.MW benchmark showed the effectiveness of the quasi-static method for prob. lems with and without thermal-hydraulic feedback. In addition, the simple controlrod cusping correction scheme was shown to be very effective and the nature of the thermal-hydraulic/neutronics coupling was studied.

In addition to the problems presented in this chapter, several additional problems were analyzed. This includes homogenous 4 and 7 group problems for which the analytic solutions could be obtained. Also, ('abral's thermal-hydraulic model was validated by the used of test problems given in reference (A-1|. All results closely matched the reference solutions.

## Chapter 6

## SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

### 6.1 Overview of the Investigntion

The objective of this thesis was the development of a gunsi-static nodnl method for the efficient solution of time dependent, multidimensional, few-group neutron dif. fusion ryuntions. The method places no restriction on the number or structure of anergy groups. The nodal method also models the presence of time varying neutron sources and includes two different thermal-hydrnulic models.

In (hapter 2, a rigorous set of static equations having the finite difference form was derived. Since the finite difference approximation is accurate only for small mesh spacings. discontinuity factors were introduced leading to a set of equations which are formally exact. The discontimuty factors are computed during the calculation using non linear iteration such that the corrected finite.difference scheme matches the solution of a polynomial nodal method, which provides accurate results for large mesh spacings. The polynomial method is of variable order allowing quadratic through quartic approximations. The expansion coefficients of the polynomials are obtained from continuity and weighted residual conditions.

In Chapter 3, the transient nodal equations were derived and the details of the quasi-static method were presented. First, the transient finitedifference equations which are corrected with discontinuity factors were obtained. The polynomial nodal method was then applied and, by the introduction of prompt and delayed frequencies, a form identical to the static equations was obtained. Next, the quasi-static approximation was applied to the nodal equations by factoring the flux into shape
and amplitude functions. The results of the derivation were precise mathematical equations for the point kinetics parameters in trems of the operators of the nodal method.

The numerical properties and solution methods for the static and transient equations were presented in Chapter 4 . First, the properties of the static equations were discussed and methods of solving eigenvalue, source, criticality and adjoint problems were examined. Considerations in the selection of the thetn required oy the time integration of the spatially dependent transient equations were presented. The solution methods for the transient equations were developed to be similar to the solution methods used for the static equations so that the non-linear iteration scheme may be rasily applied. Finally, an adaptive procedure for the solution of the point kinetics "quations was presented.

Applications of the quasi-statio polynomial method, embodied in the CONQUEST code, were demonstrated in Chapters. The static and transient results for three benchmark problems and two additional PWR problems were presented. The nccuracy of the polynomial nodal method was found to be consistent with established nodal methods liaving comparable execution times. The application of the quasistatic method, however, resulted in substantially reduced execution times for mont problems. The amalysis of the LRA transient problem showed that the quai-static method loes not offer any advantaxe for prompt super-ritical transients in which the tlux shape exhibits large, rapid changes. Stability problems were encountered in the 3.D LRA transient problem.

### 6.2 Conclusions

The application of the polynomial nodal method has lead to the following general conclusions:

1. The quartic polynomial nodal method provides accurate results. The errors in normalized power distributions are comparable to those of other nodal methods.
2. The non-linear iteration scheme reduces the storage requirements and leads to etticient solutions. No ditheulties were encountered in genemizing the nonlinear method to transient calculations. Stability problems, however, were en. countered in problems with large reflertors.
3. The application of the quasi-static scheme substantially reduces the computation times of many problems when compared to the conventional space-time neutronics with fully implicit procedures.
4. In problems involving thermal-hydraulic feedback the quasi-static method allows the effects of changing thermal-hydraulic conditions to be incorpornted into the reactivity without having to update the shape function.
5. The quasi-static method does not lead to a signibicant reduction in computation time for severe transients in which the shape function changes rapidly. In the calculation of severe transienta an incrense in the shape update time atep remula in a substantinl inerense in the iterative solution time. The fully implicit method is recommended for such transients.

### 6.3 Recommendntions for Future Research

Several issues encountered through the course of this investigation remnin unre. solved and are therefore recommended an possible research arman.

### 6.3.1 Diagonal Dominance Required by the Iterative Methods

The iterative method used for the inner iterations of the static and transient nodal methods is the cyclic ('hebysher semi-iterative method (C'SL). The convergence of the ('CSI method can be guaranteed if the coefficient matrix is diagonally dominant. Because of the introduction of discontinuity factors into the finite difference equations, however, the diagonal dominance cannot be guarnateed.

In an attempt to force the corrected finitedifference equations to be diagonally dominant, Aragones and Ahnert $|A \cdot 4|$ have proposed the used of modified diffu.
sion coefficients. For demonstrntion purposes. consider the one dimensional corrected finite difference rquation

$$
\left.\begin{array}{rl} 
& \frac{1}{h_{y}^{\prime}}\left[\frac{h_{s}^{\prime}}{2 D_{y}^{\prime}} \frac{f_{y}^{\prime}}{f_{y+1}^{\prime}}+\frac{h_{y}^{\prime+1}}{2 D_{y}^{\prime}-1}\right]^{-1}\left(\frac{f_{y}^{\prime}}{f_{y}^{\prime}+1} b_{y}^{\prime}\right. \\
b_{y}^{\prime} 1 \tag{6.1}
\end{array}\right)
$$

With approprinte definitions this equation can be written in the following simple form

$$
\begin{equation*}
L_{y}^{\prime} \omega_{y}^{\prime, 1}+\left(\frac{f_{y}^{\prime}}{f_{2}^{\prime M}} L_{y}^{\prime}+\frac{f_{y}^{\prime}}{f_{y j}^{\prime \prime}} R_{y}^{\prime}+\Sigma_{y}^{\prime}\right) \phi_{y}^{\prime}-R_{j}^{\prime} \phi_{i}^{\prime+1} s_{y}^{\prime} \tag{6.2}
\end{equation*}
$$

The dingonal dominance of this equation requires

$$
\begin{equation*}
\frac{f_{y}^{\prime}}{f_{0+}^{\prime+}} I_{y}^{\prime}=\frac{f_{y+1}^{\prime}}{f_{y=}^{\prime+}} R_{v}^{\prime}+\Sigma_{y}^{\prime}+I_{y}^{\prime}+R_{v}^{\prime} \tag{6.3}
\end{equation*}
$$

According to the method presented by Aragonea and Ahnert, Eq.(6.2) is dingonally dominant provided that $l i, R_{j}$, and the diacontinuity factor ration are nonnegntive and hounded. Examination of the dingonal dominatice condition, Eq. (6in), however. shows that if the discontinuity factor ratios are small and positive, diagonal dominance may not be obtained. Alternate conditions for the diffusion coefficients, however, may possibly be obtained by closer examination of the diagonal dominance condition, Eq. (6.3).

### 6.3.2 Application to Multi. Group Amalyses

The polynomial nodal method rmbodied in ('ONQUEST' can handle any number or structure of energy groups. The benchmarking of the method, however, involved only two-group problems and homogenous 4 and 7 groups problems. The annlyaia of problems involving more than two energy groups would prove interesting.

### 6.3.3 Study of the Thermal Hydraulic Neutron Coupling

In the application of the quasiatatic method to problems involving thermal hydraulic feedback it was found that the thermal-hydraulic conditions of the reactor thuat be updated more frequently than the shape function to reflect changes in the renctivity. For complicated thermal-hydraulic models this may required substantial computation time. Methods of decoupling the thermal-hydenulic equations, perhaps by the une of "feedback coefficients", should be investigated.

### 6.3.4 Study of the Time Dependence of the Discontinuity Fnctorn

In many of the tranaient alculations it wan found that the discontinuity factors only need to be updated when significant changes in the spatial flux shape oreurs. The use of the precomputed discontinuity factors which are held constant, or ohe tained periodically uning a inble look-up procedure, may increnae the computational efficiency of the tranaient calculation by elimimating the necessity of updating.
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## Appendix A

## THE QUADRATIC TRANSVERSE LEAKAGE MOMENTS AND COEFFICIENTS

In this appendix the transverse-leakage coefficient and moments required by the weighted residual equations will be derived. The transverse-leakage moments for node ( $l, m, n$ ) in the $u$-direction are defined by

$$
\begin{equation*}
S_{g u p}^{l m n} \equiv \int_{u_{1}}^{u_{l}+1} w_{p}(u) S_{g u}^{l m n}(u) d u, \tag{A.1}
\end{equation*}
$$

where $w_{p}(u)$ is the weight function. For moments weighting we use the first and second order expansion functions given by

$$
\begin{align*}
& w_{1}(u)=\left(\frac{u-u_{l}}{h_{u}^{l}}\right)-\frac{1}{2}  \tag{A.2a}\\
& w_{2}(u)=3\left(\frac{u-u_{l}}{h_{u}^{l}}\right)^{2}-3\left(\frac{u-u_{l}}{h_{u}^{l}}\right)+\frac{1}{2} . \tag{A.2b}
\end{align*}
$$

The transverse-leakage moments are determined by assuming that its shape in the $u$-direction can be represented by a quadratic polynomial. The coefficients of the polynomial are obtained by requiring the quadratic approximation to preserve the transverse leakage in three adjacent nodes. Within the core interior, the quadratic transverse leakage which is fitted to the three adjacent nodes is used only for the central node. Nodes located on the reactor boundary, however, do not have nodes on both sides requiring that a biased quadratic fit be used. In addition, a flat transverseleakage approximation may be used at the reactor surface.

## A. 1 The Quadratic Transverse-Leakage Approximation

For the quadratic transverse-leakage approximation we represent the transverse leakage by

$$
\begin{equation*}
S_{g u}^{m n}(u)=\bar{S}_{g u}^{l m n}+\left(\bar{S}_{g u}^{l-1, m n}-\bar{S}_{g u}^{l m n}\right) \rho_{u_{1}}^{l-1}(u)+\left(\bar{S}_{g u}^{l+1, m n}-\bar{S}_{g u}^{l m n}\right) \rho_{u_{1}}^{l+1}(u), \tag{A.3}
\end{equation*}
$$

where the $u$-direction node-averaged transverse-leakage for node $(l, m, n)$ is given by

$$
\bar{S}_{\rho u}^{l m n} \equiv \frac{1}{h_{u}^{l}} \int_{u_{1}}^{u_{1}+1} S_{\rho u}^{m n}(u) d u
$$

and the quadratic polynomials are

$$
\begin{align*}
& \rho_{u_{1}}^{l-1}(u)=u_{u_{1}}^{-}+b_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2}  \tag{A.4a}\\
& \rho_{u_{1}}^{l+1}(u)=a_{u_{1}}^{+}+b_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2} \tag{A.4~b}
\end{align*}
$$

Substituting of the transverse-leakage approximation, Eq. (A.3), into Eq.(A.1) and performing the required integration gives the following equations for the transverse leakage moments

$$
\begin{align*}
& S_{g u l}^{l m n}=\frac{1}{12}\left[\left(b_{u_{1}}^{-}+c_{u_{1}}^{-}\right) \dot{S}_{g u}^{l-1, m n}-\left(b_{u_{1}}^{-}+b_{u_{1}}^{+}+c_{u_{1}}^{-}+c_{u_{1}}^{+}\right) S_{g u}^{l m n}\right.  \tag{A.5a}\\
& \left.+\left(b_{u_{1}}^{+}+c_{u_{1}}^{+}\right) S_{g_{u}}^{++1, m n}\right], \\
& S_{g u 2}^{l m n}=\frac{1}{60}\left[c_{u_{1}}^{-} \tilde{S}_{y u}^{l-1, m n}-\left(c_{u_{1}}^{-}+c_{u_{1}}^{+}\right) \tilde{S}_{y u}^{l m n}+c_{u_{1}}^{+} S_{y u}^{l+1, m n}\right] . \tag{A.5b}
\end{align*}
$$

The quadratic polynomial coefficients are obtained by requiring the transverseleakage approximation to preserve the average transverse leakages in each of three adjacent nodes. This results in the following constraints being placed on $\rho_{u_{1}}^{\prime-1}(u)$ and $\rho_{u_{1}}^{l+1}(u)$ :

$$
\frac{1}{h_{u}^{1-1}} \int_{u_{1-1}}^{u_{1}} \rho_{u_{1}}^{1-1}(u) d u=1
$$

$$
\begin{aligned}
& \frac{1}{h_{u}^{l}} \int_{u_{1}}^{u_{l}+1} \rho_{u_{1}}^{i-1}(u) d u=0, \\
& \frac{1}{h_{u}^{l+1}} \int_{u_{i+1}}^{u_{i+2}} \rho_{u_{1}}^{i-1}(u) d u=0, \\
& \frac{1}{h_{u}^{l-1}} \int_{u_{1-1}}^{u_{1}} \rho_{u_{1}}^{l+1}(u) d u=0, \\
& \frac{1}{h_{u}^{l}} \int_{u_{1}}^{u_{i+1}} \rho_{u_{1}}^{i+1}(u) d u=0, \\
& \frac{1}{h_{u}^{l+1}} \int_{u_{l+1}}^{u_{l+2}} \rho_{u_{1}}^{l+1}(u) d u=1 .
\end{aligned}
$$

Integrating Eq. (A.3) over the three adjacent nodes and applying the above constraints gives the quadratic coefficients

$$
\begin{aligned}
& a_{u_{1}}=\frac{h\left(h+h_{p}\right)}{\left(h_{m}+h+h_{p}\right)\left(h_{m}+h\right)} \\
& b_{u_{1}}^{-}=-\frac{2 h\left(2 h+h_{p}\right)}{\left(h_{m}+h+h_{p}\right)\left(h_{m}+h\right)} \\
& c_{u_{1}}^{-}=\frac{3 h^{2}}{\left(h_{m}+h+h_{p}\right)\left(h_{m}+h\right)} \\
& a_{u_{1}}^{+}=-\frac{h_{m} h}{\left(h_{m}+h+h_{p}\right)\left(h+h_{p}\right)} \\
& b_{u_{1}}^{+}=\frac{2 h\left(h_{m}-h\right)}{\left(h_{m}+h+h_{p}\right)\left(h+h_{p}\right)} \\
& c_{u_{1}}^{+}=\frac{3 h^{2}}{\left(h_{m}+h+h_{p}\right)\left(h+h_{p}\right)}
\end{aligned}
$$

where

$$
\begin{aligned}
& h_{m}=h_{u}^{l-1}, \\
& h=h_{u}^{l}, \\
& h_{p}=h_{u}^{l+1} .
\end{aligned}
$$

The transverse-leakage expansion coefficients are functions only of the reactor geometry. For equal-sized nodes, $h_{m}=h=h_{p}$, the coefficients are constants given
by

$$
\begin{array}{ll}
u_{u_{1}}^{-}=\frac{1}{3}, & u_{u_{1}}^{*}=-\frac{1}{6}, \\
b_{u_{1}}^{-}=-1, & b_{u_{1}}^{+}=0 . \\
c_{u_{1}}^{-}=\frac{1}{2}, & c_{u_{1}}^{+}=\frac{1}{2} .
\end{array}
$$

## A. 2 LHS-Biased Quadratic Transverse-Leakage Approximation

For nodes adjacent to the external reactor surface, Zerkle [Z. 1 | introduced a biased quadratic transverse-leakage approximation. The transverse leakage in the $u$-direction in node (l,m,n), which is on the LHS reactor surface is given by

$$
\begin{equation*}
S_{g u}^{m n}(u)=\vec{S}_{g u}^{1 / m n}+\left(\vec{S}_{g u}^{1+1, m n}-S_{g u}^{l m n}\right) \rho_{u 1}^{l+1}(u)+\left(S_{g u}^{1+2, m n}-S_{g u}^{l m n}\right) \rho_{u 1}^{l+2}(u), \tag{A.6}
\end{equation*}
$$

where

$$
\begin{gather*}
\rho_{u_{1}}^{l+1}(u)=a_{u_{1}}^{+}+b_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{+}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2},  \tag{A.7n}\\
\rho_{u_{1}}^{l+2}(u)=a_{u_{1}}^{++}+b_{u_{1}}^{++}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{++}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2} . \tag{A.7b}
\end{gather*}
$$

Substituting the transverse-leakage approximation, Eq. (A.6), into Eq.(A.1) and performing the required integration gives the following equations for the transverse leakage moments

$$
\begin{align*}
& S_{g u 1}^{l m n}=\frac{1}{12}\left[\left(b_{u_{1}}^{+}+c_{u_{1}}^{+}\right) S_{g u}^{l+1, m n}-\left(b_{u_{1}}^{+}+b_{u_{1}}^{++}\right.\right.\left.+c_{u_{1}}^{+}+c_{u_{1}}^{++}\right) S_{g u}^{l m n}  \tag{A.8a}\\
&\left.+\left(b_{u_{1}}^{++}+c_{u_{1}}^{++}\right) S_{g u}^{l+2, m n}\right], \\
& S_{g u 2}^{l m n}=\frac{1}{60}\left[c_{u_{1}}^{+} S_{g u}^{l+1, m n}-\left(c_{u_{1}}^{+}+c_{u_{1}}^{++}\right) S_{g u}^{l m n}+c_{u_{1}}^{++} \bar{S}_{g u}^{l+2, m n}\right] . \tag{A.8~b}
\end{align*}
$$

The quadratic polynomial coefficients are obtained by requiring the transverseleakage approximation, Eq. (A.3), to preserve the average transverse lenkages in each of three nodes $(l, m, n),(l+l, m, n)$, and $(l+2, m, n)$. This results in the following
constraints being placed on $\rho_{u_{1}}^{l+1}(u)$ and $\rho_{u_{1}}^{1+2}(u)$ :

$$
\begin{aligned}
& \frac{1}{h_{u}^{l}} \int_{u_{1}}^{u_{l+1}} \rho_{u_{1}}^{l+1}(u) d u=0, \\
& \frac{1}{h_{u}^{l+1}} \int_{u_{l+1}}^{u_{l+2}} \rho_{u_{1}}^{l+1}(u) d u=1, \\
& \frac{1}{h_{u}^{l+2}} \int_{u_{l+2}}^{u_{l+1}} \rho_{u_{1}}^{l+1}(u) d u=0, \\
& \frac{1}{h_{u}^{l}} \int_{u_{1}}^{u_{l+1}} \rho_{u_{1}}^{l+2}(u) d u=0, \\
& \frac{1}{h_{u}^{l+1}} \int_{u_{l+1}}^{u_{l+2}} \rho_{u_{1}}^{l+2}(u) d u=0, \\
& \frac{1}{h_{u}^{l+2}} \int_{u_{l+2}}^{u_{l+1}} \rho_{u_{1}}^{l+2}(u) d u=1 .
\end{aligned}
$$

Integrating Eq. (A.6) over the three adjacent nodes and applying the above constraints gives the following quadratic coefficients

$$
\begin{aligned}
a_{u_{1}}^{+} & =-\frac{h\left[h\left(h+4 h_{p}+2 h_{p p}\right)+3 h_{p}\left(h_{p}+h_{p p}\right)+h_{p p}^{2}\right]}{\left(h+h_{p}+h_{p p}\right)\left(h+h_{p}\right)\left(h_{p}+h_{p p}\right)}, \\
b_{u_{1}}^{+} & =\frac{2 h\left[h\left(2 h+6 h_{p}+3 h_{p p}\right)+3 h_{p}\left(h_{p}+h_{p p}\right)+h_{p p}^{2}\right]}{\left(h+h_{p}+h_{p p}\right)\left(h+h_{p}\right)\left(h_{p}+h_{p p}\right)}, \\
c_{u_{1}}^{+} & =-\frac{3 h^{2}\left(h+2 h_{p}+h_{p p}\right)}{\left(h+h_{p}+h_{p p}\right)\left(h+h_{p}\right)\left(h_{p}+h_{p p}\right)}, \\
a_{u_{1}}^{++} & =\frac{h\left(h+h_{p}\right)}{\left(h+h_{p}+h_{p p}\right)\left(h_{p}+h_{p p}\right)}, \\
b_{u_{1}}^{++} & =-\frac{2 h\left(2 h+h_{p}\right)}{\left(h+h_{p}+h_{p p}\right)\left(h_{p}+h_{p p}\right)}, \\
c_{u_{1}}^{++} & =\frac{3 h^{2}}{\left(h+h_{p}+h_{p p}\right)\left(h_{p}+h_{p p}\right)},
\end{aligned}
$$

where

$$
\begin{aligned}
& h=h_{u}^{l} \\
& h_{p}=h_{u}^{l+1}, \\
& h_{p p}=h_{u}^{l+2} .
\end{aligned}
$$

The transverse leakage expansion coefficients are functions of only the reactor geometry. For equal-sized nodes, $h=h_{p}=h_{p p}$, the coefficients are constants given by

$$
\begin{array}{ll}
a_{u_{1}}^{+}=-\frac{7}{6}, & a_{u_{1}}^{++}=\frac{1}{3} \\
b_{u_{1}}^{+}=3, & b_{u_{1}}^{++}=-1 \\
c_{u_{1}}^{+}=-1, & c_{u_{1}}^{++}=\frac{1}{2},
\end{array}
$$

## A. 3 RHS-Biased Quadratic Transverse-Leakage Approximation

Similarly, the transverse leakage in the $u$-direction in node $(l, m, n)$ which is on the RHS reactor surface is given by

$$
\begin{equation*}
S_{g u}^{m n}(u)=S_{g u}^{l m n}+\left(S_{g u}^{1-1, m n} \cdots S_{g u}^{l i m n}\right) \rho_{u 1}^{l-1}(u)+\left(S_{g u}^{l-2, m n}-S_{g u}^{l m n}\right) \rho_{u 1}^{l-2}(u), \tag{A.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \rho_{u_{1}}^{l-1}(u)=a_{u_{1}}^{-}+b_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)+c_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2},  \tag{A.10n}\\
& \rho_{u_{1}}^{l-2}(u)=a_{u_{1}}^{--}+b_{u_{1}}^{-}\left(\frac{u-u_{1}}{h_{u}^{!}}\right)+c_{u_{1}}^{--}\left(\frac{u-u_{1}}{h_{u}^{l}}\right)^{2} . \tag{A.10b}
\end{align*}
$$

Substituting the transverse-leakage approximation, Eq. (A.9), into Eq. (A.1) and performing the required integration gives the following equations for the transverse leak. age moments

$$
\begin{align*}
& S_{g u 1}^{l m n}=\frac{1}{12}\left[\left(b_{u_{1}}^{-}+c_{u_{1}}^{-\ddot{m}}\right) S_{g u}^{l-1, m n}-\left(b_{u_{1}}^{-}+b_{u_{1}}^{-\ddot{\prime}}+c_{u_{1}}^{--}+c_{u_{1}}^{--}\right) S_{g u}^{l m n}\right.  \tag{A.11a}\\
& \left.+\left(b_{u_{1}}^{-}+c_{u_{1}}^{-}\right) \bar{S}_{g u}^{\prime 2, m n}\right], \\
& S_{g u 2}^{\operatorname{lmn}}=\frac{1}{60}\left[c_{u_{1}}^{-} S_{y_{14}}^{\prime-1, m n} \quad\left(c_{u_{1}}+c_{u_{1}}^{-}\right) \bar{S}_{y_{u}}^{l m n}+c_{u_{1}}^{-\cdots} S_{g_{u}}^{\prime-2,1, n}\right] . \tag{A,1~b}
\end{align*}
$$

The quadratic polynomial coefficients are obtained by requiring the transverseleakage approximation, Eq. (A.3), to preserve the average transverse leakages in each of three nodes $(l, m, n),(l-1, m, n)$, and $(l-2, m, n)$. This results in the following
constraints being placed on $\rho_{u,}^{i}(11)$ and $\rho_{4}^{i}{ }_{1}^{2}(11)$

$$
\begin{aligned}
& \frac{1}{h_{u}^{1}} \int_{u=1}^{m+u+1} P_{u+1}^{-1}(u) d u=0, \\
& \frac{1}{h_{u}^{1-1}} \int_{w, 1}^{m, n} n_{1 u}^{i-1}(n) d u=1 . \\
& \frac{1}{h_{u}^{1-2}} \int_{1 u-1}^{1 u-1} \rho_{n}^{1-1}(u) d u=0 \text {. } \\
& \frac{1}{h_{u}^{d}} \int_{u_{1}}^{u_{1+1}} p_{u_{1}}^{\left(w_{1}\right.}(u) d u=0 . \\
& \frac{1}{h_{1}^{1-1}} \int_{u_{1}+1}^{u_{1}} P_{w}^{1-2}(u) d u=0 \text {, } \\
& \frac{1}{h_{u}^{1-2}} \int_{u+1}^{u+1} \rho_{u, 1}^{i-2}(u) d u=1 \text {. }
\end{aligned}
$$

Integrating Eqs. (A.10a) and (A.10b) over the three adjacent nodes and applying the above constraints gives the following quadratic coefficients

$$
\begin{aligned}
& a_{u_{1}}=\frac{h\left|h_{m m}\left(h_{m m}+3 h_{m}+h\right)+h_{m}\left(3 h_{m}+2 h\right)\right|}{\left(h_{m m}+h_{m}+h\right)\left(h_{m}+h\right)\left(h_{m m}+h_{m}\right)}, \\
& b_{u_{1}}=-\frac{2 h\left(h_{m m}\left(h_{m m}+3 h_{m}\right)+3 h_{m}^{2}-h^{2}\right) \mid}{\left(h_{m m}+h_{m}+h\right)\left(h_{m}+h\right)\left(h_{m m}+h_{m}\right)} . \\
& c_{a_{1}}=-\frac{3 h^{2}\left(h_{m m}+2 h_{m}+h\right)}{\left(h_{m m}+h_{m}+h\right)\left(h_{m}+h\right)\left(h_{m m}+h_{m}\right)} . \\
& u_{u 1}=-\frac{h h_{m m}}{\left(h_{m m}+h_{m}+h_{1}\left(h_{m m}+h_{m}\right)\right.}, \\
& b_{w 1}^{-}=\frac{2 h\left(h_{m}-h\right.}{\left(h_{m m}+h_{m}+h\right)\left(h_{m m}+h_{m}\right)} . \\
& c_{m 1}=\frac{3 h^{2}}{\left(h_{m m}+h_{m}+h\right)\left(h_{m m}+h_{m}\right)},
\end{aligned}
$$

where

$$
\begin{aligned}
& h_{m m}=h_{u}^{l-2}, \\
& h_{m}=h_{u}^{!-1}, \\
& h=h_{4}^{\prime} .
\end{aligned}
$$

The transverse leakage expansion coefticients ate functions of only the reactor geometry. For equal sized nodes. $h_{m, n}=h_{m o n}=h_{\text {, the coefficients are constants given }}$ by

$$
\begin{array}{ll}
u_{a_{1}}=\frac{5}{10} & u_{1_{1}}=\frac{1}{6}, \\
b_{u_{1}}=-1 . & b_{u_{1}}=0 . \\
c_{u_{1}}=-1 . & c_{u_{1}}=\frac{1}{2} .
\end{array}
$$

## A. 4 The Flat Transverse-Leakage Approximation

In the Hat transverseleakage approximation, the transverseleakage in the 11 direction is assumed to be constant and equal to the node. averaged 1 -direction trans. verse leakage

Substituting of the flat tranaverse-leakage approximation into Eq. (A.1) and performing the required integration reveals that for this approximation the transverse lenkage moments are zero

$$
\begin{equation*}
S_{\text {oup }}^{\text {lmn }}=0 . \quad p=1,2 . \tag{A.13}
\end{equation*}
$$

Appendix B

## PROBLEM SPECIFICATIONS

B. 1 The TWIGL 2.D Seed Blanket Renctor Kinetics Problem
3.2 The LMW LWVR Tramsient Problem
B. 3 The LRA BWR Kineties Benchmark Problem
B. 4 The PWR Transient Problems

## B. 1 The TWIGL 2.D Seed-Blanket Reactor Kinetics Problem

Geometry:
Quadrant of TWICiL. Renctor


## Material Properties:

| Composition | Croup.y | $\begin{gathered} D_{y} \\ (\mathrm{~cm}) \end{gathered}$ | $\frac{V_{109}}{\left(\mathrm{~cm}^{-1}\right)}$ | $\begin{aligned} & 15 y_{0} \\ & \left(\mathrm{~cm}^{1}\right) \end{aligned}$ | $\begin{gathered} \mathrm{E}_{21} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.4 | 0.01 | 0.007 | 0.01 |
|  | 2 | 0.4 | 0.15 | 0.2 |  |
| 2 | 1 | 1.4 | 0.01 | 0.007 | 0.01 |
|  | 2 | 0.4 | 0.15 | 0.2 |  |
| 3 | 1 | 1.3 | 0.008 | 0.003 | 0.01 |
|  | 2 | 0.8 | 0.0 .5 | 0.06 |  |

$$
\begin{aligned}
& u=1.0 \\
& 12=0.0 \\
& u=2.43 \\
& n_{1}=1 \cdot 10^{7} \mathrm{~cm} / \mathrm{s} \\
& n_{2}=2 \cdot 10^{\mathrm{A}} \mathrm{~cm}
\end{aligned}
$$

## Delayed Neutron Data:

| Famuly, d | $\lambda_{\mathrm{d}}$ | $\lambda_{\mathrm{d}}\left(\mathrm{s}^{-1}\right)$ |
| :---: | :---: | :---: |
| 1 | 0.0075 | 0.08 |

## Perturbations:

In composition 1.

Step: $\quad \Delta \Sigma_{n 2}=-0.0035 ; \quad t=0$
Ramp: $\quad \Sigma_{n 2}(t)= \begin{cases}\Sigma_{n 2}(0)\{1 \cdots 0.11667 t\} & t \leq 0.2 \\ \Sigma_{12}(0)\{0.97666\} & t>0.2\end{cases}$

## B. 2 The LMW LWR Transient Problem

Geometry:
Quadrant of Reactor Horizontal Section


## Reactor Vertical Section



Material Properties:

| Composition | Group, | $D_{g}$ <br> $(\mathrm{~cm})$ | $\Sigma_{a g}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | $\nu \Sigma_{f g}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma_{21}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ |
| :---: | :---: | :---: | :--- | :--- | :--- |
| 1 | 1 | 1.423913 | 0.01040206 | 0.006477691 | 0.0175555 |
|  | 2 | 0.356306 | 0.08766217 | 0.1127328 |  |
| 2 | 1 | 1.423913 | 0.01095206 | 0.006477691 | 0.0175555 |
|  | 2 | 0.356306 | 0.08766217 | 0.1127328 |  |
| 3 | 1 | 1.425611 | 0.01099263 | 0.007503284 | 0.01717768 |
|  | 2 | 0.350574 | 0.09925634 | 0.1378004 |  |
| 3 | 1 | 1.634227 | 0.002660573 | 0.0 | 0.02759693 |
|  | 2 | 0.264002 | 0.04936351 | 0.0 |  |

$$
\begin{aligned}
& \imath_{1}=1.0 \\
& \imath_{2}=0.0 \\
& \nu=2.5 \\
& r_{1}=1.25 \times 10^{7} \mathrm{~cm} / \mathrm{s} \\
& r_{2}=2.5 \times 10^{5} \mathrm{~cm} / \mathrm{s}
\end{aligned}
$$

Delayed .Veutron Data:

| Family, $d$ | $\beta_{d}$ | $\lambda_{d}\left(\mathrm{~s}^{-1}\right)$ |
| :---: | :--- | :--- |
| 1 | 0.000247 | 0.0127 |
| 2 | 0.0013845 | 0.0317 |
| 3 | 0.001222 | 0.115 |
| 4 | 0.0026455 | 0.311 |
| 5 | 0.000832 | 1.40 |
| 6 | 0.000169 | 3.87 |

$$
\ell_{d 1}=1.0
$$

$$
\backslash_{d 2}=0.0, \quad d=1,2, \cdots, 6
$$

Energy Conversion Factor:

$$
3.204 \times 10^{-11} \mathrm{~J} / \text { fission }
$$

## Perturbation:

Rod Group 1 removed at $3.0 \mathrm{~cm} / \mathrm{s}, 0 \leq t \leq 26.666 \mathrm{~s}$
Rod Group 2 inserted at $3.0 \mathrm{~cm} / \mathrm{s}, 7.5 \leq t \leq 47.5 \mathrm{~s}$

WIGL Thermal-Hydraulic Parameters:

$$
\begin{aligned}
& C_{f}^{\prime}=2.46 \times 10^{6} \mathrm{ergs} / \mathrm{g} / \mathrm{K} \\
& C_{c}=5.43 \times 10^{7} \mathrm{ergs} / \mathrm{g} / \mathrm{K} \\
& \rho_{f}=10.3 \mathrm{~g} / \mathrm{cm}^{3} \\
& W_{0}=2.2 \times 10^{6} \mathrm{~g} / \mathrm{s} \\
& h_{0}=2.71 \times 10^{7} \mathrm{ergs} / \mathrm{cm}^{2} / \mathrm{s} / \mathrm{K} \\
& A_{h}=2.591 / \mathrm{cm}^{2} \\
& \mathrm{U}=2.2 \times 10^{6} \mathrm{ergs} / \mathrm{cm}^{2} / \mathrm{s} / \mathrm{K} \\
& V_{c} /\left(V_{c}+V_{f}\right)=0.559 \\
& r \quad=0.0 \\
& \frac{\partial \rho_{c} H}{\partial \bar{T}_{c}}=1.60 \times 10^{7} \mathrm{ergs} / \mathrm{cm}^{3} / \mathrm{K} \\
& \text { Pressure }=1.53 \times 10^{7} \mathrm{~Pa} \\
& \text { Coolant Inlet Temp. }=533 \mathrm{~K} \\
& \text { Initial Power }=184.8 \mathrm{MW} \\
& \mathrm{th} \\
& \text { (quarter-core) }
\end{aligned}
$$

## Macroscopic Cross Section Derivatives:

| Parameter, $\Sigma$ | $\frac{\partial \Sigma}{\partial \rho_{c}}$ | $\frac{\partial \Sigma}{\partial \bar{T}_{c}}$ | $\frac{\partial \Sigma}{\partial \bar{T}_{f}}$ |
| :---: | :--- | :--- | :--- |
| $D_{1}^{-1}$ | +0.41 | $-8.0 \times 10^{-6}$ | $-6.6 \times 10^{-6}$ |
| $D_{2}^{-1}$ | +2.7 | $-1.3 \times 10^{-3}$ | $-2.6 \times 10^{-6}$ |
| $\Sigma_{c 1}$ | $+2.83 \times 10^{-3}$ | $+3.0 \times 10^{-6}$ | $+3.3 \times 10^{-7}$ |
| $\Sigma_{c 2}$ | $+1.4 \times 10^{-2}$ | $-8.2 \times 10^{-6}$ | $-3.7 \times 10^{-7}$ |
| $\nu \Sigma_{f 1}$ | +0.0 | +0.0 | +0.0 |
| $\nu \Sigma_{f 2} \dagger$ | $+4.132 \times 10^{-2}$ | $-2.017 \times 10^{-5}$ | $-2.43 \times 10^{-6}$ |
| $\Sigma_{f 1} \dagger$ | +0.0 | +0.0 | +0.0 |
| $\Sigma_{f 2} \dagger$ | $+1.7 \times 10^{-2}$ | $-8.3 \times 10^{-8}$ | $-1.0 \times 10^{-8}$ |
| $\Sigma_{21}$ | $+2.4 \times 10^{-2}$ | $-1.5 \times 10^{-6}$ | $+8.5 \times 10^{-8}$ |

${ }^{\dagger}$ Zero for reflector materials (composition \#3)

$$
\begin{aligned}
& \rho_{0}=0.7961 \mathrm{~g} / \mathrm{cm}^{3} \\
& \tilde{T}_{\mathrm{T}}=533 \mathrm{~K} \\
& \tilde{T}_{\mathrm{c} 0}=533 \mathrm{~K}
\end{aligned}
$$

## B. 3 The LRA BWR Kinetics Benchmark Problem

Geometry:
Quadrant of Reactor Horizontal Section


Reactor Vertical Section, $y=0$


Material Properties:

| Composition | Group, | $D_{g}$ <br> $(\mathrm{~cm})$ | $\Sigma_{0 g}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | $\nu \Sigma_{f g}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma_{21}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ |
| :---: | :---: | :--- | :--- | :--- | :--- |
| 1 | 1 | 1.255 | 0.008252 | 0.004602 | 0.02533 |
|  | 2 | 0.211 | 0.1003 | 0.1091 |  |
| 2 | 1 | 1.268 | 0.007181 | 0.004609 | 0.02767 |
|  | 2 | 0.1902 | 0.07047 | 0.08675 |  |
| 3 | 1 | 1.259 | 0.008002 | 0.004663 | 0.02617 |
|  | 2 | 0.2091 | 0.08344 | 0.1021 |  |
| 4 | 1 | 1.259 | 0.008002 | 0.004663 | 0.02617 |
|  | 2 | 0.2091 | 0.073324 | 0.1021 |  |
| 5 | 1 | 1.257 | 0.0006034 | 0.0 | 0.04754 |
|  | 2 | 0.1592 | 0.01911 | 0.0 |  |

Axial buckling of $10^{-4}$ for all compositions in $2 . \mathrm{D}$ problem.
$\backslash_{1}=1.0$
$\mathrm{l}_{2}=0.0$
$\nu=2.43$
$v_{1}=3.0 \times 10^{7} \mathrm{~cm} / \mathrm{s}$
$v_{2}=3.0 \times 10^{5} \mathrm{~cm} / \mathrm{s}$

Delayed Neutron Data:

| Family, $d$ | $\beta_{d}$ | $\lambda_{d}\left(s^{-1}\right)$ |
| :---: | :---: | :---: |
| 1 | 0.0054 | 0.00654 |
| 2 | 0.001087 | 1.35 |

$$
\begin{aligned}
& \backslash_{d 1}=1.0 \\
& \lambda_{d 2}=0.0 . \quad d=1,2
\end{aligned}
$$

## Adiabatic Feedback Data:

$$
\begin{gathered}
\alpha \sum_{g=1}^{G} \Sigma_{f g}(\mathbf{r}, t) \phi_{g}(\mathbf{r}, t)=\frac{\partial}{\partial t} \mathrm{~T}(\mathbf{r}, t) \\
\Sigma_{a 1}(\mathbf{r}, t)=\Sigma_{a 1}(\mathbf{r}, 0)\left\{1+\gamma\left(\sqrt{\mathrm{T}(\mathbf{r}, t)}-\sqrt{\mathrm{T}_{0}}\right)\right\}
\end{gathered}
$$

where

$$
\begin{aligned}
& \alpha=3.83 \cdot 10^{-11} \mathrm{Kcm}^{3} \\
& \gamma=2.034 \cdot 10^{-3} \mathrm{~K}^{-1 / 2} \\
& \mathrm{~T}_{0}=300 \mathrm{~K}
\end{aligned}
$$

$$
\text { Power }=t \int_{V_{c o r}} \sum_{g=1}^{(i} \Sigma_{f g}(\mathbf{r}, t) \omega_{g}(\mathbf{r}, t) d \mathbf{r}
$$

$t=3.204 \cdot 10^{-11} \mathrm{~J} /$ fission

## Transient Initial Conditions:

Mean power density at $t=0: \quad 10^{-6} \mathrm{~W} / \mathrm{cm}^{3}$
Fuel temperature at $t=0: \quad 300 \mathrm{~K}$

## Perturbation:

3-D: Control rod (R) removed downward at speed of $150 \mathrm{~cm} / \mathrm{s}$ 2.D: Control Rod composition ( $R$ ) is given by

$$
\Sigma_{a 2}(t) / \Sigma_{a 2}(0)= \begin{cases}1-0.0606184 \times t & t<2.0 \mathrm{~s} \\ 0.8787631 & t>2.0 \mathrm{~s}\end{cases}
$$

## B. 4 The PWR Transient Problems

## Geometry

Quadrant of the Reactor, Assembly dimensions $21.591 \mathrm{~cm} \cdot 21.591 \mathrm{~cm} . \operatorname{In}$ Unrodded Planes, Composition $\# 16$ is Replaced by Composition \#1.


Control Rod Bank D \& C' Locations and Reactor Vertical Section


Material Properties:

| Composition | Ciroup.! | $\begin{gathered} D_{4} \\ (\mathrm{cmin}) \end{gathered}$ | $\begin{gathered} \Sigma_{n 甘} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ | $\begin{aligned} & 1 \bar{S}_{f_{H}} \\ & \left(\mathrm{~cm}^{1}\right) \end{aligned}$ | $\begin{array}{r} 521 \\ \left(\mathrm{~cm}^{-1}\right) \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.3648 | 0.008887 | 0.005530 | 0.017245 |
|  | 2 | 0.4826 | 0.130712 | 0.185823 |  |
| 2 | 1 | 1.3603 | 0.009661 | 0.006267 | 0.015042 |
|  | 2 | 0.4776 | 0.169403 | 0.229195 |  |
| 3 | 1 | 1.3506 | 0.009957 | 0.006267 | 0.015388 |
|  | 2 | 0.4798 | 0.181915 | 0.230258 |  |
| 4 | 1 | 1.360? | 0.010104 | 0.0106260 | 0.015128 |
|  | 2 | 0.4810 | 0.188426 | 0.230923 |  |
| ! | 1 | 1.3504 | 0.000501 | 0.006800 | 0.016388 |
|  | 2 | 0.4673 | 0.169073 | 0.264760 |  |
| 11 | 1 | 1.35898 | 0.0006825 | 0.0068905 | 0.016049 .5 |
|  | 4 | 0.4685 .3 | 0.1702888 | 0.2663975 |  |
| i | 1 | 1.35890 | 0.001730 | 0.006890 | 0.015981 |
|  | 2 | 0.4687\% | 0.173654 | 0.265512 |  |
| * | 1 | 1.3576 | 0.010252 | 0.006892 | 0.015022 |
|  | 2 | 0.4728 | 0.200287 | 0.267778 |  |
| 9 | 1 | $1.35{ }^{2} 2$ | 0.0103901 | 0.006894 | 0.014752 |
|  | 2 | 0.4740 | 0.206951 | 0.288552 |  |
| 10.14 | 1 | 1.4087 | 0.002683 | 0.0 | 0.022923 |
|  | 2 | 0.3637 | 0.051595 | 0.0 |  |
| 11 | 1 | 1.3933 | 0.0033541 | 0.0 | 0.017043 |
|  | 2 | 0.3659 | 0.068149 | 0.0 |  |
| 12.15 | 1 | 1.6701 | 0.001220 | 0.0 | 0.031408 |
|  | 2 | 0.3621 | 0.0393330 | 0.0 |  |
| 13 | 1 | 1.7446 | 0.000896 | 0.0 | 0.035032 |
|  | 2 | 0.3614 | 0.034208 | 0.0 |  |
| 16 | 1 | 1.321964 | 0.013482 | 0.055670 | 0.015178 |
|  | 2 | 0.486198 | 0.161003 | 0.194976 |  |

$11=1.0$
$12=0.0$
$v=2.5$
$\therefore=1.25 \cdot 10^{7} \mathrm{~cm}$.
$r_{2}=2.5 \cdot 10^{6} \mathrm{~cm} / \mathrm{s}$

## Axial Alhedo Boundary Conditions

| $r_{11}$ | $r_{12}$ | $r_{21}$ | $r_{22}$ |
| :--- | :--- | :--- | :--- |
| 4.011 | 0.0 | 2.805 | 8.993 |

## Delayed Neutron Data:

| Family, $d$ | $d_{d}$ | $\lambda_{d}\left(y^{-1}\right)$ |
| :---: | :---: | :---: |
| 1 | 0.000247 | 0.0127 |
| 2 | 0.0013843 | 0.0317 |
| 3 | 0.001222 | 0.115 |
| 1 | 0.0026455 | 0.311 |
| 3 | 0.0001822 | 1.40 |
| 6 | 0.000164 | 3.87 |

$$
\begin{aligned}
& l_{11}=1.0 \\
& l_{d 2}=0.0, \quad d=1,2, \cdots, 6
\end{aligned}
$$

Macroscopic Cross Section Derivatives:

| Parameter. ${ }^{\text {a }}$ | $\frac{\partial \mathrm{L}}{\partial \rho_{c}}$ | $\frac{D L}{D T}$ | $\frac{D E}{D T_{1}}$ |
| :---: | :---: | :---: | :---: |
| $\bar{D}_{1}$ | -1.41 |  | $-6.6 \times 10^{-1}$ |
| $D_{2}{ }^{\prime}$ | $\cdots$ | $1.3 \cdot 10^{\text {1 }}$ | $-2.6 \cdot 10^{-14}$ |
| E. | $2.83 \cdot 10^{\text {2 }}$ | $+3.0 \cdot 10^{-10}$ | $+3.3 \cdot 10^{-1}$ |
| $\Sigma_{\mathrm{r} 2}$ | $\cdot 1.4 \cdot 10^{-2}$ | *.2 10 $10^{\prime \prime}$ | $-3.7 \cdot 10^{-7}$ |
| 1511 | -0.0 | +0.0 | +0.0 |
| $1 \Sigma_{12}{ }^{\dagger}$ | -4.132 $10^{2}$ | $2.017 \cdot 10^{\circ}$ | -2.43 $10.10^{-1}$ |
| $\Sigma_{51}$ | * 0.0 | +0.0 | +0.0 |
| $\Sigma_{12}{ }^{\dagger}$ | $\cdot 1.7 \cdot 10^{-7}$ | K.3 $\cdot 10^{-1}$ | $-1.0 \times 10^{\prime \prime}$ |
| $\Sigma_{21}$ | $+2.4 \cdot 10^{-2}$ | -1.5 $100^{6}$ | $+8.5 \times 10^{11}$ |

Thero for reflector materials (rompositions \# 10 is 15 )

$$
\begin{aligned}
& p_{0}=0.7961 \mathrm{~K} \mathrm{~cm}^{3} \\
& T_{10}=533 \mathrm{~K} \\
& t_{c 0}=533 \mathrm{~K}
\end{aligned}
$$

WIGL. Thermal-Hydraulic Parameters:

```
\(\left.\mathrm{C}^{\prime}\right)=2.40 \cdot 10^{8} \mathrm{ergs} \mathrm{K}\)
\(C_{c}=5.43 \cdot 10^{\dagger}\) ergs \(/ \mathrm{K}\)
\(\mu_{1}=10.3 \mathrm{~g} / \mathrm{cm}^{3}\)
\(W_{n}=2.2 \cdot 10^{4} \mathrm{k} / \mathrm{s}\)
\(h_{0}=2.71 \cdot 10^{i} \mathrm{mgs} / \mathrm{cm}^{2} \cdot \mathrm{~K}\)
\(A_{h}=2.591 \mathrm{~cm}\)
\(U=2.2 \times 10^{\mathrm{A}} \mathrm{ergs} \mathrm{cm}^{2} \mathrm{~N}\)
\(V_{c}\left(I_{c}+V_{j}\right)=0.559\)
\(r=0.0\)
\(\frac{\partial \rho_{c} H}{\partial T_{c}}=1.60 \cdot 10^{t} \mathrm{ergs} / \mathrm{cm}^{3} \mathrm{~K}\)
Pressure \(=1.53 \cdot 10^{\circ} \mathrm{Pa}\)
Coolant Inlet Tremp. \(=533 \mathrm{~K}\)
Initinal Power \(=184.8 \mathrm{M} \mathrm{W}_{\text {in }}\) (quarter core)
```

TRANSIENT \#1: Rod Motion Transient Perturbation

Rod banks C \& D are removed at a velocity of $2 \mathrm{~cm} / \mathrm{s}$


TRANSIENT a: Coolant Inlet Tempernture Perturbation

The coolant inlet temperature is varied according to

$$
\mathrm{T}_{\text {inlet }}(t)=\mathrm{T}_{\text {inlet }}(0) \exp \left(-1 r_{1}\right)+\mathrm{T}_{\text {inlet }}(0)\left(1-\exp \left(-1 / r_{2}\right)\right)
$$

where

$$
\begin{aligned}
& r_{1}=2.0 \mathrm{~s} \\
& r_{2}=2.206 \mathrm{~s}
\end{aligned}
$$

Control rod positions are the same as for transient $\# 1$ for $t \geq 120 \mathrm{~s}$.

## Appendix C

## SELECTED RESULTS OF PROBLEM ANALYSES

Figure C-1: 3-D LMW problem without feedback, comparison of initial static solutions.

Figure C-2: 3-D LMW problem with feedback, comparison of initial static solutions.

Figure C-3: 2-D LRA problem without feedback, comparison of initial static solutions.

Figure C-4: 3-D LMW problem transient problem, normalized power distributions and fuel temperatures.

Figure C-5: 3-D LRA problem without feedback, comparison of initial static solutions.

Figure C-6: 3-D LMW problem transient problem, normalized assembly power distributions and fuel temperatures.

Figure C.7: PWR operational transient, comparison of initial static solutions.

Figure C-8: PWR coolant inlet-temperature transient, comparison of initial static solutions.

## 3-D LMW Problem Without Feedback Static Solution

## Assembly Averaged Errors



Maximum and Average Errors

| Node <br> Maximum <br> Error | Node <br> Average <br> Error | Assembly <br> Maximum <br> Error | Assembly <br> Average <br> Error |
| :---: | :---: | :---: | :---: |
| $-\overline{-}$ | $-\overline{3} \%$ | $-\overline{3} \%$ | $\overline{-01} \%$ |
| $+0.16 \%$ | $+0.02 \%$ | $-0.05 \%$ | $+0.01 \%$ |
| $-1.20 \%$ | $+0.29 \%$ | $-0.68 \%$ | $+0.15 \%$ |

Figure C-1: 3-D LMW problem without feedback, comparison of initial static solutions.

# 3-D LMW Problem With Feedback Static Solution 

## Assembly Averaged Errors



Maximum and Average Errors

| Node <br> Maximum <br> Error | Node <br> Average <br> Error | Assembly <br> Maximum <br> Error | Assembly <br> Average <br> Error |
| :---: | :---: | :---: | :---: |
| $-\overline{-18} \%$ | $-0.03 \%$ | $-0.07 \%$ | $+0.01 \%$ |
| $+0.18 \%$ | $+0.33 \%$ | $-0.61 \%$ | $+0.15 \%$ |
| $-1.24 \%$ |  |  |  |

Figure C-2: 3-D LMW problem with feedback, comparison of initial static solutions.

## 2-D LRA Problem, Static Solution Comparison

## Assembly Averaged Errors



Figure C-3: 2-D LRA problem, comparison of initial static solutions.
Figure（－4：2－D LRA transient problem，normalized power distributions and fuel temperatures．
HORHLIZED POUER DISTRIBUTIOI LT TIEE $=0.000000+00$

 0． $00000+00$ $0.00000 \cdot+00$
$8.3880-01$ 9． $6560 \cdot-1$ 9． $2637 \bullet-01$
B． 4608 －01 8．1956．－01
8．6004•－01
g． 9．1607e－01 $8-9$
$20+00000 \cdot \varepsilon$
$20+0.0000 \varepsilon$ $20+00000-\varepsilon$
$20+00000-\varepsilon$
$20+00000-\varepsilon$ $20+00000 \cdot \varepsilon$
$20+00000 \cdot \varepsilon$
$20+00000 \cdot \varepsilon$

 $a$ 3．0000 +02
 $3.00000+02 \quad 3.00000+02$
 $\begin{array}{ll}3.0000 \bullet+02 & 3.0000 \bullet+02 \\ 3.0000 \bullet+02 & 3.0000 \bullet+02\end{array}$
 $\begin{array}{ll}3.0000 \bullet+02 & 3.0000 \bullet+02 \\ 3.0000 \bullet+02 & 3.0000 \bullet+02\end{array}$



## hode averaged fuel temperatures at tiae $=0.00000+00$

## Leactor averaged fuel teareratule $=3.00000$ e＋02

 | 0 |
| :--- |
| 0 |
| 8 |
| 8 |
| 1 |
| 0 |
| $\vdots$ |
| $\vdots$ |
| 8 | $\begin{array}{llllll}.0000 \bullet+02 & 3.0000+02 & 3.0000 *+02 & 3.0000 \bullet+02 & 3.0000 \bullet+02\end{array}$ $30000+02 \quad 3.0000+02 \quad 3.0000+023.00000+023.00000+02$

 $\begin{array}{llllll} & 0000+02 & 3.0000 \bullet+02 & 3.0000+02 & 3.0000 \bullet+02 & 3.0000 \bullet+02\end{array}$

| $\begin{aligned} & 9.1607 \bullet-01 \\ & 1.4772 \bullet+00 \end{aligned}$ |
| :---: |
| 1．6697＊＋00 |
| $1.39450+00$ |
| 7．9104．－01 |
| 5.1326 .01 |
| 4.1511 |
| ．4293e－01 |
| ．2046e－01 | $\begin{array}{ll}9.1607 e-01 & 8.6004 e-01 \\ 1.47720+00 & 1.2790+\infty\end{array}$





 $\cdots$



Figure C-4: 2-D LRA transient problem, normalized power distributions and fuel temperatures, continued.

\section*{CORMALIZED PONER DISTRIBUTIOE AT TIME $=4.00000-01$ <br> | TOTAL CORE POUER $=$ |
| :--- |
| AVERAGE POUER DESSITY $=1.38737 \bullet-02$ |}

 $0.0000++0$ $1.0167 e+00$ $1.1547 \cdot+00$
$1.0247 \cdot+00$ $1.0247 \theta+00$
$8.8145 \theta-01$ $8.1481-01$
$8.2880-01$ 8.7037e-01
$\begin{array}{llll}3.0000-+02 & 3.00000+02 & 3.0000-+02 & 3.0000 e+02\end{array}$ $3.0000+02$
$3.0000 e+02$
$3.0000 \bullet+02$ $3.0000 \bullet+02$
$3.0000 \bullet+02$
$3.0000 e+02$ $3.0000 e+02$
$3.0000 e+02$
$3.0000 e+02$ N
0
8
8
in
in N
8
8
8
8
m

## TODE AVERGGED FUEL TEMPERATURES AT THEE $=4.000000-01$

REACTOR AVERAGED FUEL TEAPERTURE $=3.000000+02$
$3.0000-+02$
$3.0000-+02$


$+00000-1$
+
88
88
8
 4
$\begin{array}{lll}3.0000 \bullet+02 & 3.0000 \bullet+02 & 3.0000 e+02\end{array}$

Figure C-4: 2-D LRA transient problem, normalized power distributions and fuel temperatures, continued.
HORHALIZED POUER DISTRIBUTIOE AT TIIE $=8.000000-01$

## 



[^2]Figure ('4: 2-D LRA transient problem, normalized power distributions and fuel temperatures, continued.



| $=9$ | 5.93130-01 | $5.90570-01$ | 6.32430-01 | 7. | 9.4318e-01 | $1.0935 \cdot 00$ | $1.04140+\infty$ | $0.0000 \cdot+00$ | $0.0000 \cdot+00$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $=8$ | 9.5202e-01 | 8.74350-01 | 9.0408.-01 | $1.09950+\infty$ | 1.47970+00 | $1.9676=+00$ | 2.11440+00 | $1.96520+00$ | 0.00 |
| $=7$ | $1.06969+0$ | $7.80250-01$ | 7.4940.-01 | 9.3627-01 | $1.42830+00$ | 2.47030+00 | $2.9627 \cdot 00$ | $2.7792 \cdot 00$ | 1.6291000 |
| $=6$ | 8.9183-0 | $6.3740 \cdot 01$ | 6.0859 | 7.7695 | 1.2352 | 2357-*00 | 2.81120+00 | 2.84 | 1. 82008.000 |
| 5 | 5.07740-01 | 4.5830 | $4.78210-01$ | 6.12310-01 | 8.96350-01 | $1.3257 \cdot 00$ | 1.7009*+00 | $1.97740+\infty$ | $1.3505 \cdot+00$ |
| $=4$ | 3.28540-01 | 3.3300-01 | 3.71650-01 | 4.72840-01 | 6.4691-01 | 8.7334.01 | $1.12790+\infty$ | 1.4013 .00 | 9.9478-01 |
| $=3$ | $2.60360-01$ | 2.6929 | 3.0632 | 3.904 | 5.2765 | 7.0 | 9.0 | O | 7.9657e-01 |
| = 2 | 2.68920-01 | $2.65350-01$ | 2.80020-01 | 3.63190-01 | 5.2117e-01 | 7.4701e-01 | 9.3444e-0: | $1.06310+\infty$ | 7.2 |
| = 1 | 3.6864. | 2.7375 | 2.7619 | 3.6527*-0 | 5.8573-01 | $1.0509 *+00$ | $1.2770 \times+$ | 1.1478 | 193 |

[^3]$\rightarrow$ B $L$ 9 $s$ $\mathbf{I}=1 \quad 2$
$$
3
$$ $\bullet$ n
-
Figure C-4: 2-D LRA transient problem, normalized power distributions and fuel

|  | 5. 3697-01 | 5.42130-01 | $5.96430-01$ | 7.3068e-01 |  | 0420+00 | $1.06890 \cdot 00$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 8. $61530-01$ | 8. 0267 | 28 | 0 | 1.47400000 | $1.98940 \times 00$ | 2.1 | . 0 | 0.00600000 |
| 7 | 9.6670-01 | $7.15960-01$ | 845. | 9.1379 | 1.43100400 | 2.523 | 3.1 | 3.93 |  |
| 6 | 3.00410-0 | $5.85340-0$ | 5.762 | 7.6001.-0 | 1.2395 .00 | 2.2871000 | $2.94630 \cdot 0$ | . |  |
| 5 | 4.6 | $4.2190 \cdot 0$ | 4.5269.0 | 9720 | B.9458 | 34990+00 | 1.76550+00 | 2.08010+00 | 138 |
|  | 2.9857 | . 0657 | 3.5 | 4.56090-02 | $6.37830-01$ | 8.7476e-01 | 1.1441**0 | 1.43270*00 | 1 10210000 |
| 3 | 2. | 2.4683.-01 | 2.86150-01 | 3.71600-01 | 5.09380-01 | 6. 5.647 | 8. $2653 \times-01$ | $1.10830+00$ |  |
|  | 41930-0 | 13 | $2.58770-0$ | 4045e-01 | $4.92580-01$ | 7.09120-01 | $8.9106-01$ | $1.01800+00$ |  |
|  | 3.2964 | 2.4728 | $2.53480-0$ |  |  |  |  | 1.0810000 |  |
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3.15790002o
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8
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8
的
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## EODE AVEACED FUEL TEMPRATUESS AT TITE $=1.40000000$

## isectm avanced fuil mupmatite $=3.07939002$

## $\begin{array}{llllll}3.04280+02 & 3.04320002 & 3.04740 \cdot 02 & 3.06810+02 & 3.07430+02 \\ 3.0696002 & 3.0639002 & 3.0679002 & 3.0848+02 & 3.11710002\end{array}$

 $\begin{array}{llllll}3.07700+02 & 3.06700+02 & 3.0640+02 & 3.07260+02 & 3.11370002 \\ 3.06420+02 & 3.04060+02 & 3.04560+02 & 3.00040+02 & 3.05056+02\end{array}$$\begin{array}{llllll}3.03670+02 & 3.03360+02 & 3.03200+02 & 3.04750+02 & 3.07110+02 \\ 3.02360+02 & 3.02440+02 & 3.02790002 & 3.03630+02 & 3.05070+02\end{array}$
$\begin{array}{llllll}3.0188 e+02 & 3.01960002 & 3.02280+02 & 3.0295-002 & 3.04050+02\end{array}$

rt

$\cdots$
-
Figure C-4: 2-D LRA transient problem, normalized power distributions and fuel
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Figure (-4: - D LKA transient problem, normalized power distributions and fued temperatures. continned.

## 

| 3 | $5.00410-01$ | 5.0427e-01 | 5.5203e-01 | 6.70e2e-0. | 0.7230-08 | 1.06110000 | 1.cratereo | 0.00000-00 | $0.0000 \times 00$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 7. 3908-01 | 7. $47710-01$ | 7. $80050-01$ | 3.8387e-02 | 1.38840 .00 | 1. meteowo | 2.13336000 | 2.24210 .00 | 0.0000-400 |
| $\boldsymbol{V}=7$ | 8. 39310-0: | 6.6297-01 | 6. $53110-01$ | 3.4201e-62 | 1.33410000 | 2.42440000 | 3. 16720-00 | 3. 50980.00 | 2. 2513 erco |
| $\boldsymbol{T}=6$ | 7. 5se9e-01 | 5.4636.01 | 6. $35810-01$ | 7.0s91e-01 | 1. 1245-90 | 2.21150000 | 3.02380.00 | 3 5739-000 | 2.4428000 |
| 5 | 4.3683-01 | 3.9948-01 | 4.2674-01 | 6.6121e-02 | e.4079e-02 | 1.30410000 | 1.77940+00 | 2.2192-000 | 1. sasaerec |
| $z=4$ | 2.5017.-03 | 2.9887e-01 | 3.3639-01 | 4.3626-08 | - $07250-02$ | 8. 4184e-01 | 1.12500-00 | $1.444+000$ | $1.0630 \cdot 000$ |
| 3 | 2.30610-02 | 2.46310-01 | 2.8000-01 | 3. 5e25e-02 | 4.easem-02 | C. 584te-01 | - $0.52880-02$ | $1.07300 \times 00$ | 7.7942e-01 |
| $\boldsymbol{T}=2$ | 2. 4sece-01 | 2.3522-01 | 2.5712e-01 | 3. 3033-01 | 4.enere-02 | - 7075-02 | - 42080-02 | 9 ceate-01 | - cesze-01 |
| 1 | 3.4007-01 | 2 s500e-01 | 2.5376e-02 | 3. $29330-01$ | 5. 20e3-02 | 9.2748-02 | 1.1254e-00 | : 0163e+00 | - $4374 \mathrm{e}-01$ |
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## 3-D LRA Problem, Static Solution Comparison



Figure C.5: 3-D LRA problem, comparison of initial static solutions.
Figure (.6: 3-D LRA transient problem, normalized power distributions and fued temperatures.

*
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## TETAL CANE PGUE $=$ TrEACE POUEQ EDSSITY -285000000 <br> arbace poven mensi <br> 

Figure (-6: 3-D LRA transient problem, normalized power distributions and fuel $\begin{array}{lllll}9.80820-01 & 1.86140-01 & 0.0000000 & 0.00000+00 \\ 1.7387000 & 1.7410000 & 1.4573000 & 0.0000000\end{array}$ $\begin{array}{lllll}1.73870+00 & 1.74100+00 & 1.4573000 & 0.00000+00 \\ 2.1559000 & 2.37520+00 & 1.56770 \cdots 0 & 1.0000000\end{array}$ $1.94850+002.25640+00 \quad 2.01840+\infty \quad 1.21850+00$ $\begin{array}{lll}1.42710+00 & 1.5706000 & 1.0437000 \\ 1.04340+00 & 1.2626000 & 1.8427 e-01\end{array}$ $\begin{array}{llll}1.45000-01 & 1.1529 .000 & \text { s. } 11366-01 \\ 1.05080+00 & 1.22120 .00 & \text { a. } 23960-01\end{array}$ $1.05080+00$ 1.2212000 $\quad$ a. 23960-01
 $a$ $\begin{array}{llll}3.00000002 & 3.00000002 & 3.00060002 & 3.00000002\end{array}$ $\begin{array}{lllll}3.00000002 & 3.00000002 & 3.00000002 & 3.0000002\end{array}$
 688
888
88
88 88
88
88 10
o
on
88
88
8 1
8
8
8 $\rightarrow$ 3.00000002
3.0000002
soasilized pentize bistingutien at time $=4.000000-01$ temperatures, continued.

## total cone poura $=$ averace pombit density $=1.280590-06$

##  <br> 

 $\begin{array}{ll}8.18360-02 & 9.23820-01 \\ 18130+00 & 1.42530+00\end{array}$



3.00000002
3.00000002
3.00000002
$3.00000=02$
$3.0000-02$ $\begin{array}{lll}3.00000+02 & 3.0000+02 & 3.00000+02 \\ 3.0000002 & 3.00000+02 & 3.00000+02\end{array}$ $3.000000023 .00000+023.00000102$
 $\begin{array}{lll}3.0000 \bullet+02 & 3.0000 \bullet+02 & 3.0000 *+02 \\ 3.0000 *+02 & 3.0000 \bullet+02 & 3.0000 *+62\end{array}$

$\qquad$ $3.00000+02 \quad 3.00000+02$ $\begin{array}{ll}3.00000 \cdot 02 & 3.0000-102 \\ 3.00000 \cdot 02 & 3.0000-02\end{array}$ $\begin{array}{ll}3.00000 \cdot 02 & 3.0000 * 002 \\ 3.0000-02 & 3\end{array}$


[^5]Figure (-6: 3-D LRA transient problem, normalized power distributions and fuel
temperatures, continued.
HORAALIZED POUER DISTRIBUTIOI IT TIME $=8.00000 \cdot-01$
$\begin{array}{ll}\text { TOTAL CORE POUER }= & 2.67376 \bullet+05 \\ \text { AVERAGE POUER DEESITY }=5.07836 \bullet-02\end{array}$


の
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6
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LODE AVERAGEL FUEL TE ERATURES AT TIFE $=8.00000-01$
REACTOR AVERAGED FUEL TEHPERATURE $=2.99999 e+02$
$m$
 $.0000 \cdot+02$
$.000 \cdot+02$ $.0000 \cdot+02$
$0000 \cdot+02$ $.0000 \cdot+02$
$.0000 \cdot+02$ $0000 \cdot+02$
 $.0000 \bullet+02$
$.0000 \bullet+02$
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$0000+02$ $.00000+02$
 $.0000 \bullet+02$
$.0000+02$
$\qquad$ $\begin{array}{ll}3.0000+02 & 3.0000+02 \\ 3.0000+02 \\ 3.0000+02 & 3.0000+02 \\ 3.0000\end{array}$
$\begin{array}{ll}3.02\end{array}$ $\begin{array}{ll}3.00000+02 & 3.00000+02 \\ 3.00000+02 & 3.00000+02\end{array}$
 3. $0000000+02$









Figure C-6: 3-D LRA transient problem, normalized power distributions and fuel temperatures, continued.
GORHALIZED POUER DISTRIBUTIOZ AT TIRE $=1.20000 \bullet+00$
$\begin{array}{ll}\text { TOTAL CORE PONER }= & 1.13777 e+09 \\ \text { IVERAGE PQNER DEESITY }= & 2.16101 e+02\end{array}$

$5.41990+02 \quad 3.00000+02 \quad 3.00000+02$ $1.01500+03 \quad 7.40470+02$
 $.35910+02$ $8144+02$

6068 +02 4. $57436+02$ の
$\infty$

0
$n$
$m$
Figure C－6：3－D LRA transient problem，normalized power distributions and fuel
temperatures，continued．
hormalized power distribution at time $=1.40000 .+00$
$\begin{aligned} & \text { TOTAL COAE POUER } \\ & \text { AVERAGE POHER DEISITY }\end{aligned}=\begin{aligned} & 2.06243+09 \\ & 3.91725+02\end{aligned}$

|  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |
| 6 | 8 | $L$ | 9 | 9 | － | $\varepsilon$ | $\tau$ | $\downarrow$ | 1 |  |
| 20－0\％09t＇9 | 00＋・ャizo I | 00＋0istrit | 10－•2992－6 | 10－69991－9 | 10－•8ะz\％$\varepsilon$ |  | 10－0606E＇ 2 | 10－06802 $\varepsilon$ | ！ |  |
| 10－0zLILI 9 | 10－988ヶL 26 |  | 10－•İてL•9 | 10－9EEL9 | to－ө！tice | 20－0ヶらぐて | 10－0zer ${ }^{\text {r }}$ | 10－00sEE $冖$ | $\tau$ |  |
| 10－006E8－2 | 00＋09 280 I | 10－06L19 8 | 10－09009＇9 | 10－өてL28＇t | 10－092rs＇$\varepsilon$ | 10－0ヶLzL | 10－066ヶE＇て | 10－00str $\tau$ | $\varepsilon$ |  |
| 00＋09690．1 | 00＋01995－1 | 00＋096E1 1 | 10－0267s 8 | 10－988tis | 20－9198．${ }^{\circ}$ | 10－－08te $\varepsilon$ | 10－02488＇$\tau$ | 10－00262．z | － |  |
| 00＋0zs99－1 | 00＋01602＇z | 00＋09262＇I | OO＋0EtEE： | 10－02199－8 | 10－өと889－9 | 10－09tst－ | 10－＊itre $\varepsilon$ | 10－02092－ | 9 |  |
| 00＋08Iter $冖$ | 00＋0ヶ28t $\varepsilon$ | $00+2 \angle 270 \cdot \varepsilon$ | 00＋0 $2 \mathrm{EP} \mathrm{\tau}$＇$\tau$ | 00＋0796I＇t | 20－02861 2 | 10－06LLE 9 | fo－eriots | ro－eztit 1 | ${ }^{9}$ |  |
| oot－oest $\tau$ | 00＋0 $2007 \cdot \varepsilon$ | 00＋0гE6I $\varepsilon$ |  | 00＋ 0 Sb $\angle E \cdot 1$ | 10－92619－8 | 10－00889 9 | 10－02189＇9 | 10－00298 8 | $\llcorner$ |  |
| $00+00000 \cdot 0$ | 00＋088zz－ | 00＋09stz＇z | 00＋06976 1 | 00＋0ヶ01\％ | 00＋00900 I | to－ecars 2 | to－ecsec 2 | 10－9 $1988{ }^{-1}$ | 8 |  |
| $00+000000$ | 00＋00000 0 | $00+0<\varepsilon L O^{\prime}$ | 00＋0¢8 $20 \cdot 1$ | 10－02996 8 | 10－08006 9 | 10－0－2999 9 | 10－00600＇s | 10－99tE6 | 6 |  |

aeactor averaged fuel．temperature $=6.469040+02$
$\mathbf{Y}=9 \quad 4.5639 \bullet+024.5686 \bullet+024.7036 \bullet+02 \quad 5.0686 \bullet+02 \quad 5.6336 e+02 \quad 6.1181 \bullet+02 \quad 6.05110+02 \quad 3.0000 \bullet+02 \quad 3.0000 \bullet+02$ $\begin{array}{llll}8.6000+02 & 9.2736+02 & 9.12400+02 & 3.00000+02 \\ 8 . & 131\end{array}$

 ．26946＋02 | 0 |
| :--- |
| 0 |
| 0 |
| 0 |
| 0 |
| 0 |
| 0 |



の $\infty$ $\omega$

|  | 9 | 4．5639•＋02 | $4.5686 \bullet+02$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y=$ | 8 | $5.5037 e+02$ | $5.3161 e+02$ | 5． $4308 \bullet+02$ | $6.0115 \bullet+02$ | 7．1360－＋02 |
| $Y$ | 7 | $5.8130 \bullet+02$ | $5.0648 \bullet+02$ | $5.0152 \bullet+02$ | 5．5695•＋02 | 7．0110－＋02 |
| 7 | 6 | 5．3503e＋02 | 4．6907e＋02 | 4．6413e＋02 | 5．1398e＋02 | 6．4813e＋02 |
| Y | 5 | 4．3436e＋02 | 4．2219e＋02 | $4.2947 \bullet+02$ | 4．6891－＋02 | 5．5223e＋02 |
| $Y$ | 4 | 3．8761－ 02 | $3.8937 \bullet+02$ | 4．0092•＋02 | 4．3020＋02 | 4.8075 |
| $Y$ | 3 | 3．7001e＋02 | 3．7268e＋02 | $3.8324 e+02$ | $4.0691 \bullet+02$ | 4 |
| $Y$ | 2 | 3．7278e＋02 | 3．6916e＋02 | 3．7600e＋02 | 3．9877•＋02 | 4.419 |
| $\boldsymbol{Y}$ | 1 | 4．0014＊＋02 | 3．7427e＋02 | 3．7487e＋02 | 3．9890e＋02 | 4．5837．＋02 |

Figure (-6: 3-D LRA transient problem, normalized power distributions and fuel temperatures, continued.

hormalized poner distaibutiof at tine $=2.000000+00$<br>TOTAL CORE POUER $=\quad 9.39129 \bullet+08$<br>averige poner deisi<br>AVERIGE POKER DEESITY $=1.783720+02$

.6057•-01 4.7056e-01 5.2823e-01 $\begin{array}{lll}.3505 *-01 & 6.9273 \bullet-01 & 7.5302 \bullet-01 \\ 2545 \bullet-01 & 6.1698-01 & 6.2570-01\end{array}$ $\begin{array}{ccc}.2545 \bullet-01 & 6.1698 \cdot-01 & 6.2570 e-01 \\ .9195 \bullet-01 & 5.0706 e-01 & 5.1204 e-01\end{array}$ $\begin{array}{ccc}6.9195 e-01 & 5.0706 e-01 & 5.1204 e-01 \\ 3.9876 e-01 & 3.6958 \cdot-01 & 4.0576 e-01\end{array}$ $\begin{array}{cll}.9876 \bullet-01 & 3.6958 \bullet-01 & 4.0576 e-01 \\ .6303 \bullet-01 & 2.7269 \bullet-01 & 3.1661 e-01\end{array}$ $\begin{array}{cll}.6303 \bullet-01 & 2.7269 \bullet-01 & 3.1661 e-01 \\ .1205 \bullet-01 & 2.2266 e-01 & 2.5985 \cdot-01 \\ .2113 \bullet-01 & 2.1161 \bullet-01 & 2.3519 e-01\end{array}$ $\begin{array}{lll}.2113 \bullet-01 & 2.1161 \bullet-01 & 2.3519 \bullet-0 \\ .0422 \bullet-01 & 2.2666 \bullet-01 & 2.3023 \cdot-0\end{array}$


## LODE AVERAGED FUEL TEAPERITURES $\triangle T$ TIME $=2.00000 *+00$

REACTOR AVERIGED FUEL TEMPERATURE $=8.57875 \bullet+02$ $5.4055 \bullet+025.4257 \bullet+02 \quad 5.6597 \bullet+02 \quad 6.2641 \bullet+02 \quad 7.1955 \bullet+02 \quad 8.0111 \bullet+02 \quad 7.9501 \bullet+02 \quad 3.0000 \bullet+02 \quad 3.0600 \bullet+02$ $\begin{array}{llllllllll}6.8477 e+02 & 6.5785 e+02 & 6.7937 e+02 & 7.7539 \bullet+02 & 9.5961 e+02 & 1.2028 e+03 & 1.3223 e+03 & 1.3123 e+03 & 3.00000+02\end{array}$ 1. $25752+03$ $1.34320+03$
$1.00816+03$
$7.8355+02$

 $N$
0
0
0
0
0
0
0
0



$3888 \bullet+02$
$1307 \bullet+02$

$1537 \theta+02$
$3549 \bullet+02$
$0853 \bullet+02$
$1291 e+02$
$5532 \bullet+02$
in



$N$

$$
\nsim
$$




| 9 | 4.82200-01 | 4.8879.-01 | 5.4103.-01 | 6.7164e-01 | 8.7439-01 | $1.08080+\infty$ | $1.0693 \cdot+\infty$ | 0.0000•+00 | 0.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 7.69840-01 | 7.19740-01 | 7.7068.01 | 9.77540-01 | $1.37550+00$ | $1.9170 \cdot+\infty$ | $2.2307 \cdot+\infty$ | 2.2859•+0 | $0.0000 \cdot+\infty$ |
| 7 | 8.6540-01 | 6.4186e-01 | 6.40110-01 | 8.3716.01 | $1.34210+\infty$ | $2.45640+\infty$ | $3.2247 \cdot+\infty$ | 3.5754e+00 | $2.3003 \cdot+\infty$ |
| 6 | $7.2620 \cdot 01$ | 5.27950-01 | 5.2423.-01 | 7.0108.01 | $1.17080+00$ | $2.23939+00$ | 3.0785.+00 | 3.65340+00 | $2.4926 \cdot+\infty$ |
| 5 | 4.1905000 | 3.8534e-01 | 4.1853.01 | 5.5541e-01 | 8.4764e-01 | $1.31540+\infty$ | $1.8037++0$ | $2.2550 \cdot+\infty$ | 1.6150++00 |
| 4 | $2.77380-01$ | 2.8536*-01 | 3.2677*-01 | 4.2796.01 | 6.0308-01 | 8.4189.-01 | 1.1307 ++00 | $1.4550 \cdot+00$ | 1.0612 |
| 3 | 2.25060-01 | 2.3458.01 | 2.70340-01 | 3.4933.-01 | 4.7846.01 | 6.47240-01 | 8.4715e-01 | $1.0733++0$ | 7.768 |
| 2 | 2.3645*-01 | 2.2464e-01 | 2.46660-01 | 3.1980.01 | 4.5800.01 | 6.5660-01 | 8.2711.-01 | 9.5337•-01 | 6.5878 |
|  | 3. $28680-01$ | 2.4179a-01 |  |  |  |  |  |  |  |

$$
\text { IODE AVERAGED FUEI TEAPERATURES \&T TIME }=3.00000+00
$$

helctor averaged fuei teniperature $=9.53904 e+02$


# PWR Operational Transient Initial Static Solution 

## Assembly Averaged Errors

|  |  |  |  |  | 0.7981 <br> $+0.20 \%$ <br> $+0.92 \%$ <br> $+0.73 \%$ | $\begin{array}{r} 0.6230 \\ -0.13 \% \\ -1.78 \% \\ -0.60 \% \end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 0.6420 <br> $+0.07 \%$ <br> $+0.31 \%$ <br> $-0.01 \%$ | $\begin{array}{r}0.8005 \\ -0.04 \% \\ +0.07 \% \\ +0.42 \% \\ \hline\end{array}$ | 1.0061 <br> $+0.15 \%$ <br> $+0.22 \%$ <br> $+0.93 \%$ |  |
| CONQUEST Very Fine Mesh. Power CONQUEST Fine Mesh, Error CONQUEST Coarse Mesh, Error QUANDRY Coarse Mesh, Error |  |  | 0.8905 | 0.8767 | 1.1182 | 1.1807 | 0.9598 |
|  |  |  | +0.04\% | -0.08\% | +0.19\% | -0.03\% | +0.20\% |
|  |  |  | +0.31\% | -0.15\% | +1.16\% | -0.07\% | +0.39\% |
|  |  |  | -0.24\% | -0.43\% | +0.44\% | +0.56\% | +0.92\% |
|  |  | 0.8841 | 0.8464 | 1.0653 | 1.1106 | 1.4066 | 1.3392 |
|  |  | +0.16\% | -0.12\% | +0.15\% | -0.13\% | +0.13\% | -0.08\% |
|  |  | +1.28\% | -0.38\% | +1.15\% | $-0.61 \%$ | +0.86\% | -0.43\% |
|  |  | -0.21\% | -0.96\% | +0.08\% | -0.39\% | +0.64\% | +0.82\% |
|  | 0.8336 |  | 0.9192 |  |  | 1.3418 | 1.2172 |
|  | +0.17\% | -0.12\% | +0.15\% | -0.15\% | +0.10\% | -0.24\% | -0.25\% |
|  | +1.01\% | -0.25\% | +1.04\% | -0.45\% | +0.66\% | -1.07\% | -1.62\% |
|  | -0.71\% | -1.16\% | -0.39\% | -0.71\% | $+0.06 \%$ | -0.07\% | +0.03\% |
| Q | 0.6922 | 0.8809 | 0.7653 | 0.6885 | 1.0748 | 1.3370 | 1.2131 |
|  | -0.11\% | +0.18\% | -0.12\% | $+0.01 \%$ | -0.17\% | +0.01\% | -0.31\% |
|  | +0.14\% | +0.92\% | +0.02\% | +0.13\% | -0.36\% | -0.37\% | -2.10\% |
|  | $-1.01 \%$ | -0.87\% | $-0.73 \%$ | -0.29\% | -0.19\% | $-0.23 \%$ | -0.34\% |

## Maximum and Average Errors

| Node <br> Maximum <br> Error | Node <br> Average <br> Error | Assembly <br> Maximum <br> Error | Assembly <br> Average <br> Error |
| :---: | :---: | :---: | :---: |
| - | - | - | $-\overline{4} \%$ |
| $-0.44 \%$ | $+0.14 \%$ | $-0.31 \%$ | $+0.11 \%$ |
| $-3.05 \%$ | $+0.69 \%$ | $-2.10 \%$ | $+0.58 \%$ |
| $-1.40 \%$ | $+0.53 \%$ | $-1.16 \%$ | $+0.44 \%$ |

Figure C-6: PWR operational transient, comparison of initial static solutions.

# PWR Coolant Inlet-Temperature Transient Initial Static Solution 



Maximum and Average Errors

| Node <br> Maximum <br> Error | Node <br> Average <br> Error | Assembly <br> Maximum <br> Error | Assembly <br> Average <br> Error |
| :---: | :---: | :---: | :---: |
| - | - | - | - |
| - | - | - | - |
| $-2.19 \%$ | $+0.64 \%$ | $-1.58 \%$ | $+0.43 \%$ |

Figure C-7: PWR coolant inlet-temperature transient, comparison of initial static solutions.
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