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Abstract : Any text recognition or Optical Character Recognition (OCR) system 

requires a dataset to learn how to recognize the text. Due to the lack of a standard 

benchmark, most of the studies in this field were conducted using private datasets 
without a fair comparison. In this work, we used the standard Mushaf al Madinah 

benchmark where there are some rules in writing style, for example, the page 

should start with the beginning of verse and end with the end of verse.  Following 

these rules make the words vary in size and paragraphs on different pages. These 

characteristics making the recognition of the Quranic text more challenging than 

the normal Arabic text, where the state of the art systems fails to recognize the 

Quranic text. Therefore, Quranic OCR dataset is presented in this study. It contains 

604 images on page level and 8927 images in text-line level. This dataset is public 

and free to use for the research community. The Quranic dataset would help the 

researchers in the field of Arabic OCR where the dataset produced in this study 

would be made public and free for the use of research purposes. 
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1 Introduction  

Technology has become an important part of human life by making tasks easier and more 

efficient. One of these tasks is the Optical Character Recognition (OCR) which converts text in 

newspapers, magazines, and documents into digital text. Language such as Arabic requires 

different OCR approach due to its writing style. The Arabic language is used worldwide where 

it is the formal language for 25 countries and is written by more than 250 million people. The 

Arabic language is considered as one of the main universal sources of documents,  written from 

right to left and uses the cursive writing style [1] as shown in Figure 1. 

 
Fig. 1. Arabic writing style 

  

Each character may have 2 to 4 forms depending on the position of the character in the word 
as shown in Table 1. The presence of the hamzas (ء), dots (.) and diacritics are some of the other 

Chapter (15) sūrat al-ḥij'r (Indeed, it is We who sent down the 

Qur'an and indeed, We will be its guardian) 
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features of Arabic writing which make the recognition process more complex [2]. The diacritic 

is a short vowel mark.   

 

Table I. P Different Forms of the Arabic Character According to its Position in 

the Word 

 

Character Isolated Initial Middle End 

Alif ـا - - ا 
Baa ـب ـبـ بـ ب 
Kaf ـك ـكـ كـ ك 

Waw ـو - - و 
 

2 Related Works 

 

Any text recognition or OCR system requires a dataset to learn how to recognize the text 

within the image, and then convert that image into digital text. Due to the lack of a standard 

benchmark, most of the studies in this field were conducted using private datasets without a fair 
comparison. Hence, although most work would showcase high accuracy results, they may not 

be up to scale for a large set of problems. 

Dataset content and structure depend on the system which will use the dataset where there is 

dataset focusing only in digital numbers [3] and an isolated characters [4][5]. Those types of 

dataset usually used to train handwriting system due to the complexity of handwriting and the 

use of such a system is very limited. Therefore, text recognition system must recognize the 

whole word. However, Arabic language is a cursive language where the characters are connected 
together to construct a word or sub-word. Thus, sub-word dataset are been introduced [6][7] 
where Arabic word can be constructed from more than one group such as the word Quran  قران 
it is one word with three-part where the first two characters are connected together as one group, 

the third and fourth character, each one is sub-word because there is a space between the 

characters. Other datasets [8][9][10] [11] used the whole word. More recent datasets especially 

dataset designed to train deep learning model contains image on a line level [12][13][14][15] 

where such a system can figure out the characters and word on the lines.  

This paper introduces a public Quranic dataset on page and line level where the most unique 

about this dataset it focus on a diacritics text  where only one dataset [11] introduce Quranic and 

diacritic dataset, unfortunately, this dataset is not public and it’s synthetically generated on word 
level. In addition, what make this dataset more unique is, it based on Mushaf al Madinah 

benchmark which was written by the hand of Arabic calligraphy artist using the Uthmanic script. 

3  Material and Methods 

The first aim of this work is to build a dataset which is used in training a deep learning model. 

Since there is yet no known Quranic OCR dataset available to be used by the research 

community with its ground truth in a format that is suitable to be used in training a deep learning 

model. In order to achieve this goal of getting a robust Quranic OCR system, the first step would 

be to obtain the raw data from an authentic source. Therefore, the known benchmark of the 



Mushaf Al-Madinah from the King Fahd Printing Complex was used as the source of the images 

which contains 604 pages as shown in Figure 2, apart from that, a Microsoft word file was also 

obtained from the same source which contained textual data as shown in Figure 3. 

 
Fig 2. A sample image of the Mushaf Al-Madinah page 

 

 



 
Fig 3. A sample of the Quranic text file 

 

Figure 4 shows the process used to prepare the Quranic dataset. This dataset was built to 

train a Quranic OCR system and to study the effects of diacritics. The intention of that system 

is to recognize the Quranic text without the diacritics. Normally, the diacritics of the Arabic 

language would not be included in the written form, except for in certain situations where 

ambiguity may occur.  In order to use this dataset for general purpose, the dataset contains 5 

sets. 
 

Fig 4.  Methodology 



The first set is on a page level where every page of the Quran are saved as an image with 

the corresponding text. The four remained set are saved in a line level where every line saved as 

an image with the ground truth text for that line. The four sets contain the same number of 

images. The first set contains lines images with diacritics and the ground truth text contains the 

equivalent text with the diacritics and verse marks as shown in Figure 5. 

 
Fig 5.  The first set 

  

The second set contains lines images with diacritics and the ground truth text contains the 

equivalent text without the diacritics and verse marks as shown in Figure 6. This set can be used 

to recognize the text only without the diacritics. 

 

 

Fig 6. The second set 

The third set contains lines images without diacritics and dots and the ground truth text 

contains the equivalent text without the diacritics, dots and verse mark as shown in Figure 7. 

This set used to study the effect of removing the diacritics and dots and try to minimize the 

number of character that the system can recognize under the assumption that removing dot and 

diacritics led to better accuracy, where one dot can cause an error on recognizing the characters. 
Arabic character can be without dot such as ر or with one dot such as ز or with two dots such as 
 The second reason is that by reducing the number of characters that .ث or three dots such as ت
the system needs to recognize will lead to fast training and small model size. 

 

Fig 7 . The third set 

The fourth set contains lines images with diacritics and the ground truth text contains the 

equivalent text without the diacritics, dots, and verse marks as shown in Figure 8. This set can 

be used as the set three, the difference is on that set the image not cleaned. 

 

 

 



 

Fig 8. The fourth set 

Images contain borders and therefore must be segmented in the form of separated lines before 

they can be used as the input for the deep learning model. Besides that, Figure 7 shows that the 

texts also require some normalization, where the diacritics should be removed and the verse 

marks. The removal of the diacritics and the verse marks, which is the rounded shape containing 

the verse number, must be performed since only the original texts are required. Then, every 

segmented image line needs to be aligned with the corresponding text line. 

Mushaf Al-Madinah from the King Fahd Printing Complex is a printed copy of the Holy 

Quran. It contains 604 pages and the text source contains the same number of pages. The Mushaf 

Al-Madinah contains 84341 words, while the number of lines is 9047. In order to split the pages 

line by line, the horizontal projection method was used to determine the boundary of the lines. 

 

3.1 Outer border removal 

The first step is to remove the border by cropping the image where all images are of the same 

size as shown in Figure 9. Thus, by calculating the boundary of the border for one image, the 

method was used in cropping the rest of the image borders, with the exception of the first and 

second pages where the borders are different and therefore required for the cropping to be 

performed manually. 

 

B. Parameter of the simulation.  

Three switching control signals, i.e. PWL, PWM or SPWM can be applied. This section 

analyzes the THD and output voltage amplitude when using one of third switching signals. Fig. 

8 shows the time domain output voltage simulation results using third switching signals.  

  

Table I. Parameters Simulation Of 3 Level Cascaded Multilevel Inverter  

Trafoless/Trafo  Trafo  Trafoless  

input Voltage  48V  220V  

Output Voltage  61V  214V  

Frequency  50Hz  50Hz  

Output Power  27Watt  229Watt  

Var./Parameter  LCL 2Leg's  Trafo  LCL 2Leg  

L1  8 mH    -   8 mH  

 



 

 

Fig 9. Line Segmentations 

3.2 Line Segmentations  
The second step is to segment the page image to lines images by calculating the 

horizontal projection profile for the image, which means that the image must be converted 

into white and black colours before the calculation of the sum of the black pixel for every 

row of the image could be conducted. Figure 10 shows the horizontal projection for the text 

line image, and in doing that the colour image should be converted into grayscale. Next, a 

threshold is applied in converting every pixel of the image into white colour. This is 

represented by the pixel value of 255 for white colour or a pixel value of 0 for black colour 

by converting the image into a grey level. This means to convert the three-color channels 

into one channel with pixel value between 0 to 255. To convert the grey image into binary, 

the threshold should be used. If the value of every pixel in the image is greater than the 

threshold, then the pixel value will be 255. However, if the value is less than the threshold, 

then the pixel value will be 0. This is followed with the calculation of the sum of the black 

pixel for each row of the image, as shown in Figure 10 that the baseline for every text line 

could be determined from the horizontal projection. The maximum value represents the 

baseline while the minimum value represents the end of the line where the text line can be 

splatted from. 

 

 

 

 



 

 
 

Fig 10. Line Segmentations 

 

 
 

Fig 11. Screenshot of image segmentation into lines 



 
Fig 12. Baseline 

When a page is segmented into lines (Figure 11), the page number and the line number are 

added to the name of the split line so that the ground truth text could be mapped (Figure 12). 

This is achieved by tracking the page and line numbers and then applying the text normalization 

and saving the ground truth text as the image name as shown in Figure 13. 

 
Fig 13. Screenshot of dataset images with ground truth text 

 

3.3 Diacritics removal  

To remove the diacritics and dots from the images, morphological process on images is used 

to detect the connected component in the image. Besides that, the baseline is used to draw lines 

 



over the images so that every part that is not connected to the baseline will be removed as shown 

in Figure 14. Some diacritics have not been removed because those diacritics are connected with 

the words, and thus the deep learning model will consider these diacritics as noise since they are 

not present in the ground truth text. Furthermore, Figure 14 also shows some characters which 
are positioned above the baseline, for example, the character ( أ ) in the fourth word  (السماء). To 
solve this issue, a threshold is added to the baseline thickness. As a result of this, as shown in 

Figure 15, the missing character now is present after the threshold is added to the baseline 

thickness. 

 

 
 Fig 14. Screenshot of the removal of diacritics and dots 

 

 
Fig 15.  Screenshot of the removal of diacritics and dots with threshold baseline 

 

As shown in Figure 15, the output image is clear from diacritics and dots. The ground truth 

text must be equal to the text on the image, therefore the text needs to be normalized. The 

normalization process for the text is performed by changing some characters based on some 

rules. As mentioned previously, the Arabic characters can be in the form of four states depending 

on the position of the characters in a word, either isolated, in the beginning, in the middle or at 



the end of the word. After the dots are removed, more than one character will look the same or 

have small differences. Hence, some characters have been compounded together based on the 

shape of the characters in the word as shown in Table 2. By applying these rules, the normalized 

text is therefore provided and this text can now be used as the ground truth to the clean image. 

 

Table I. Normal and normalized character based on character shapes 

 

 Normal Form New Form 

Normalized 

Character 

Isolated Initial Middle End Isolated Initial Middle End 

 ا

 ـا ـا ا ا

 ـا ـا ا ا
 ـأ - آ آ
 ـأ ـأ أ أ
 - - إ إ

 - - ٱ ٱ

 ب

 ـب ـبـ بـ ب
 ب

 ـبـ بـ
 ـت ـتـ تـ ت 

 ـث ـثـ ثـ ث
 ـب ن ـن ـنـ نـ ن
 ـب ي ـي ـيـ يـ ي

 ح

 جـ ـجـ جـ ج

 حـ ـحـ حـ ح حـ ـحـ حـ ح

 خـ ـخـ خـ خ

 د
 ـد ـد د د

 ـد ـد ـد د
 ـذ ـذ ذ ذ

 ر
 ـر ـر ر ر

 ـر ـر ر ر
 ـز ـز ز ز

 س
 ـس ـسـ سـ س

 ـس ـسـ سـ س
 ـش ـشـ شـ ش

 ص
 ـص ـصـ ـص ص

 ـص ـصـ ـص ص
 ـض ـضـ ـض ض

 ط
 ـط ـطـ ـط ط

 ـط ـطـ طـ ط
 ـظ ـظـ ـظ ظ

 ع
 ـع ـعـ عـ ع

 ـع ـعـ ـع ع
 ـغ ـغـ غـ غ



 ف
 ـف ـفـ فـ ف

 ـف ـفـ ـف ف
 ـق ـقـ قـ ق

 ـك ـكـ كـ ك ك
 ل

 ـكـ كـ
 ـل

 ـل لـ ـل ـل لـ ل ل
 ـم ـمـ مـ م ـم ـمـ مـ م م
 ـه ـهـ هـ ه ه

 ـه ـهـ هـ ه
 ـة - - ة ة
 ـو ـو ـو و ـو ـو ـو و و
 

4. Conclusion  

The Quranic OCR dataset is presented in this study, where the Holy Quran is considered as 

the most important Islamic and Arabic book. It was revealed and written in the Arabic language, 

unfortunately as the previous research report poor accuracy in recognizing the Quranic text. 

Experiment to measure the accuracy of two of the state of art OCR system ABBYY FineReader 

and Tesseract, the two systems were had been unable to recognize the Quranic text, while a 

system trained on the proposed dataset obtained an accuracy of 98% on validation data and 

obtained Word Error Rate (WER) 2.66 and Character Error Rate (CER) 0.72 in the test dataset. 

The Quranic dataset would help the researchers in the field of Arabic OCR where the dataset 

produced in this study would be made public and free for the use of research purposes. 
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