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SUMMARY A proper design and analysis of future wide-
band wireless communication systems require an accurate radio
channel model. This model is claimed to characterize both the
spatial and temporal channel characteristics. This paper inves-
tigates the spatio-temporal channel modeling based on a ray-
tracing approach. The temporal channels are characterized by a
delay profile. The statistical median and fading-fluctuation range
of delay profiles are predicted from ray tracing by incorporating
the random phase approach. A high level of agreement between
predicted results and measured ones is observed in the verifica-
tion. The spatio-temporal channel impulse response (CIR) pre-
dicted from ray tracing is also transformed to have limited band-
width and limited beam-width characteristics. The applicability
of this transformation is also verified by the comparison with
measurement. These verifications prepare the ground for the use
of ray-tracing approaches to evaluate system performance in real
environments.
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1. Introduction

It is well known that the multipath and time-varying
nature of wireless propagation channels incurs the fun-
damental problems for wireless systems. For narrow-
band systems, these characteristics cause the prob-
lems of signal level fluctuation (multipath fading) and
Doppler shifts of received signals. For wideband sys-
tems, besides these problems, time-dispersion effects of
the channels are of great concerns. Recent researches
[1] on future wireless systems (e.g., third and fourth
generation mobile systems) have discovered the neces-
sity of exploring the spatial properties of the wireless
channels. For example, smart antennas utilize the spa-
tial filtering technique to improve the received signal
quality by spatially separating the users. Therefore,
the prerequisite for the proper design and analysis of
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these systems is an accurate channel model that in-
corporates the spatial and temporal characteristics of
wireless channels [2].

Many spatial channel models [3], [4] have been pro-
posed for this purpose. Most of these models explore
the spatial distribution of the mobile stations to cap-
ture the angle of arrival (AOA) characteristics of the
channel. These models are in nature statistical chan-
nel models, which are appropriate for the evaluation of
channel transmission characteristics in a general sense.
They may not be very suitable for the evaluation of
system performance in real environments. Alterna-
tively, with incorporating site-specific information, ray-
tracing approaches [5], [6] can deterministically predict
the detailed channel parameters, such as the complex
channel impulse response. In this sense, ray-tracing
approaches may be appropriate deterministic model-
ing approaches for evaluating system performance in
real environments. Nevertheless, in a conventional ray-
tracing simulation, there are several shortcomings as
follows:

1. The received rays have the unlimited bandwidth
and infinitesimally narrow beam-width. These
characteristics are contrary to the real specific sys-
tems, w here the signal bandwidth is limited and
the antennas have finite beam-widths. A transfor-
mation from rays (impulse) to realistic signals is
necessary for the purpose of system performance
evaluation. This transformation also has to be
confirmed with measurement. Although [5], [6]
compared the bandlimited delay profiles predicted
from ray-tracing with measurement and [7] con-
firmed the prediction accuracy of angle-of-arrivals
by ray tracing, almost no literature has reported in
terms of the verification of spatial-temporal chan-
nel responses.

2. To estimate the statistics of delay profiles in a lo-
cal area, the process of calculating delay profiles
has to be repeated at many locations with a proper
spatial sampling separation in this area. This sam-
pling is very time-consuming since delay profiles at
many receiving locations have to be estimated.

Therefore, this paper first presents a necessary
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transformation from rays (impulse) to realistic signals
for the purpose of system performance evaluation. A
spatio-temporal channel impulse response is predicted
by a two dimensional-three dimensional (2D-3D) hy-
brid ray-tracing method [8]. An azimuth-delay pro-
file is transformed from the CIR and then confirmed
with measurement results. Second, to efficiently es-
timate the statistics of the local fading fluctuation,
a random phase approach (RPA) [9], [10] is extended
here to achieve efficiency without sacrificing accuracy
at the same time. By using the RPA, only the im-
pulse response of one receiving point is necessarily pre-
dicted from ray-tracing. The statistical median and
fading-fluctuation range of delay profiles are then de-
rived analytically. The statistics of delay profiles ob-
tained from measurement is compared with the calcu-
lation results from RPA. The observed high-level agree-
ment confirmed this accurate and efficient approach.

2. Spatio-Temporal Channel Model

In this paper the spatio-temporal channel model takes
the form of a dyadic baseband complex impulse re-
sponse as [8]:
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number)

ki · vt: Doppler phase shift
n: total number of arrival multipath waves

This model does not include the effects of antenna
structure. When the complex vector directivity pat-
terns of transmitter and receiver antennas are expressed
as

G⋆(θ⋆, φ⋆) = G⋆
θ(θ

⋆, φ⋆)θ̂⋆ +G⋆
φ(θ

⋆, φ⋆)φ̂⋆ (2)

(⋆ : T/R)

Fig. 1 Illustration of the parameters used in the
spatio-temporal channel model.

The channel impulse response H(t, τ ) is expressed
as:

H(t, τ ) =

∫ 2π

0

∫ π

0

∫ 2π

0

∫ π

0

GT (θT , φT ) · H

· GR(θR, φR) sin θT sin θRdθT dφT dθRdφR (3)

This model does neither adopt the form of the vec-
tor spatial channel impulse response (VCIR) [11], which
relates the channel response at each antenna element of
the array. It is easy to extend this proposed model to
the form of VCIR by rotating the phase of each ray at
each element. Assuming that an antenna array is em-
ployed for the receiver antenna, this extension can be
expressed as follows:
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where

dm: displacement vector pointing from the reference
point to the m-th element of the array

M : maximum number of elements of the array

This phase-rotation (ki ·dm) is caused by the prop-
agation of rays along the array. In fact, the given VCIR
model (Eq. (4)) can be also extended to a multiple-
input-multiple-output (MIMO) model by assuming an
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antenna array employed at the transmitting side. In
this paper, polarization and Doppler shift of the chan-
nel are not considered. They will be studied in the
future.

3. 2D-3D Hybrid Ray-Tracing Method

The purpose of this 2D-3D hybrid ray-tracing method is
the prediction of spatio-temporal channel parameters in
micro- and pico-cellular environments. It launches the
rays within a 2D horizontal plane with equal angle sep-
aration. The location of the reflection and diffraction
points are determined by Snell’s law of reflection and
Keller’s law of diffraction. Since all intersection points
can be virtually unfolded into one plane, the heights of
intersection points are determined by simple geometri-
cal calculation and then the ray path can be established
in 3D space. To decrease the computational time, a se-
ries of ray-tracing acceleration techniques are used in
the ray-tracing tool, such as back-face culling, volume
bounding and partition vector [10], [12]. In the field
calculation, the modified Fresnel reflection coefficient
for rough surface [13] and the dielectric wedge diffrac-
tion coefficient by uniform theory of diffraction [14] are
used. The effect of polarization-rotation in reflection
and diffraction is addressed to avoid polarization mis-
match in field calculation. Since building walls may not
be smooth, the roughness of reflecting surfaces is spec-
ified by the standard deviation of the surface height
with respect to the mean surface height. The random-
ness of the surface height is assumed to be modeled by
a Gaussian distribution. The authors’ ray-tracing tool
allows the user to specify the positions of the transmit-
ter and the receiver, the electrical parameters (conduc-
tivity and permittivity) of every building and ground
plane, carrier frequency, and the vector field directivity
of antennas.

4. Wideband Analysis of Spatio-Temporal

Channel Parameters from Ray Tracing

4.1 Characterization of a Delay Profile

A delay profile is a typical characteristic of temporal
channel models. The impulse response predicted from
ray tracing is expressed as follows:

h(τ ) =

L
∑

l=1

Ale
jψlδ(τ − τl) (6)

where L is the maximum number of arrival multipath
waves. In fact, since the bandwidth of a specific system
is limited, the signals arriving within a certain time pe-
riod cannot be resolved. The band-limited delay profile
is a result of the convolution between the impulse re-
sponse and the band-limited transmission signal P (t),
addressed as follows:

h(τ ) =
L

∑

l=1

Ale
jψlP (τ − τl) (7)

If the real measuring system is considered, P (t) is the
convolution result of the autocorrelation of the PN-
sequence with the raised cosine filter. The autocor-
relation of the PN-sequence is expressed as:

PN(t) =


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(8)

where

Tb: chip duration
m: stage of a shift register to generate the PN-sequence

and the impulse response of a raised-cosine filter F (t)
is expressed as:

F (t) = sinc(2B0t)
cos(2παB0t)

1− 16α2B2
0t

2
(9)

where

B0: bandwidth of a specific system
α: rolloff factor

Therefore, P (t) is expressed as the convolution of
PN(t) and F (t):

P (t) =

∫ ∞

−∞

PN(t− s)F (s)ds (10)

The reasons to use the Eq. (10) not the raised co-
sine pulse in [15] are (1) the simulation condition be-
comes the same as measurement; (2) the effect of the
dynamic range is kept.

The delay profile that is obtained by sampling is
therefore derived as follows:

h(iTs) =

L
∑

l=1

Ale
jψlP (iTs − τl) (11)

where Ts is the chip or symbol duration. By introducing
a parameter Al as:

Al = AlP (iTs − τl) (12)

Equation (11) is rewritten as

h(iTs) =

L
∑

l=1

Ale
jψl (13)

Equation (13) is then a similar formulation to the
random phase approach proposed in [9] and [10].

The purpose of applying RPA here is to estimate
the statistics of delay profiles without a full sampling
process inside a small local area. If the receiving points
inside this area are considered, the amplitude of an inci-
dent ray at different points is almost unchanged. Only
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the phase of this ray is rotated due to the displace-
ment. Within the unresolvable time period of a delay
profile, these phase-rotations of different rays cause the
local fading fluctuation of the delay profile. In order
to address these effects, RPA is extend here. The total
number of arrival rays and the amplitude of each ray
are assumed to be unvaried during this small area. If
the phase ψi is assumed to be random, the cumulative
probability function at each sampling instant is derived
analytically. The value corresponding to 50% cumula-
tive probability is selected to be a median value and the
interval corresponding to the cumulative probabilities
from 5% to 95% is selected to be a confidence inter-
val. This 90% confidence interval can be considered as
a fading deviation. The statistical median delay profile
and the deviation of fading fluctuations are therefore
calculated analytically.

4.2 Characterization of an Azimuth-Delay Profile

In micro- and pico-cellular environments, the elevation
angles of received signals may not vary dramatically.
An azimuth-delay profile therefore captures almost all
the spatio-temporal characteristics of wireless channels.
It is noted that several arrival rays may have the same
incoming azimuth angles because incident rays at one
scattering point may come from different points due
to complicated reflection/diffraction phenomena. Ac-
cordingly, suppose that there are Q ray groups (each
group with the same azimuth degree) and Kq rays in
the q-th group, the band-limited spatio-temporal chan-
nel response (azimuth-delay profile) is then expressed
as:

h(φ, τ )=

Q
∑

q=1

Kq
∑

k=1

Aqke
jψqkδ(φ−φq)P (τ−τqk) (14)

where φ represents the azimuth angle with respect to
the beam direction. A 2-dimensional rectangular array
antenna system is assumed in the simulation. Assuming
the conventional beamformer and an omni-directional
radiation pattern of each antenna element, the direc-
tivity pattern of the array antenna D(φ) is expressed
as

D(φ)=
M
∑

m=1

N
∑

n=1

exp(jk0md cosφ) exp(jk0nd sinφ)

(15)

where d represents the separation distance between ele-
ments. m and n represent the number of array element
in x and y directions. M and N are the total number
of array elements in x and y directions, respectively.

The band- and beamwidth-limited azimuth-delay
profile is then obtained by:

h(φ, τ ) =

∫ 2π

0

h(ψ, τ )D(φ− ψ)dψ (16)

Fig. 2 A pico-cell environment in YRP.

Table 1 Electrical parameters used in ray-tracing.

Permittivity Conductivity
ǫr σ [S/m]

building wall 5.5 0.023
ground plane 15.0 0.005
metal - ∞

hill 3.5 0.01

=

Q
∑

q=1

Kq
∑

k=1

Aqke
jψqk

·D(φ− φq)P (τ − τqk) (17)

5. Verification

Since future wideband wireless systems, such as
Multimedia Mobile Access Communications Sys-
tems (MMAC) [16], are supposed to work at mi-
crowave bands (above 5GHz), a pico-cell or a quasi-
micro-cell environment served by these systems can be
expected. A field measurement was carried out in Yoko-
suka Research Park (YRP). The measuring environ-
ment is a outdoor pico-cell environment (around 60×60
square meters), as shown in Fig. 2. The environment is
complex with mixed heights of buildings and a nearby
hill. A metal pillar and doors are indicated by a square
black box and thin black boxes. The heights of a car,
buildings and antennas are also shown in the figure.
The electrical parameters used for ray-tracing calcula-
tion are shown in Table 1 [17]. The other simulation
parameters are listed in Table 2.

In this measurement, a delay profile measure-
ment system utilizing PN-sequence [18] is used. An
8.45GHz spread-spectrum signal (10W) with the chip



648
IEICE TRANS. COMMUN., VOL.E84–B, NO.3 MARCH 2001

Table 2 Simulation parameters used in ray-tracing.

Frequency [GHz] 8.45
Tx antenna height [m] 2.7
Rx antenna height [m] 1.65
Reflection no. 6
Diffraction no. 1
PN-sequence stage 11
Chip duration [ns] 20
Bandwidth [MHz] 100
Rolloff factor 0
Tx and Rx Antennas vertically polarized

half-wave length
dipole

Fig. 3 Comparison of the median delay profiles at point 1.

rate of 50Mchips/s was transmitted. A high reso-
lution (20 ns) was achieved. A PN sequence with a
length of 2047 chips is adopted in the measurement
and hence the whole dynamic range is above 60 dB
(20 log10 2047

.
= 66dB). The whole bandwidth of this

system is 100MHz. A synthetic array approach is used
here. It means that the receiving antenna is moved at
8 × 8 grid points with a 0.5λ separation distance be-
tween grids, to simulate a 2-dimensional array antenna
with 64 elements. Measurements were done at two dif-
ferent receiving points. Since the scattering effects of a
small hill near the receiving point can not be neglected,
it is modeled as a tall rectangular obstacle. The effects
of metal doors and pillars are also considered in the ray-
tracing process. A conductor plate shown in the graph
is used for the simulation of local scattering waves at
point 2. This plate is supposed not to affect the arrival
waves at two receiving points.

5.1 Verification of Delay Profiles

At each measurement point, the delay profiles corre-
sponding to 5%, 50% and 95% cumulative probabilities
are extracted from all 64 delay profiles. Figure 3 com-
pares the median delay profile from ray tracing with
measurement at point 1. A very good agreement is
observed from the graph.

Next, in order to demonstrate the fading deviation

Fig. 4 Illustration of the measured delay profiles taken from
1λ area size confined within the fading deviation predicted from
RPA at point 1.

Fig. 5 Illustration of the measured delay profiles taken from
2λ area size confined within the fading deviation predicted from
RPA at point 1.

Fig. 6 Illustration of the measured delay profiles taken from
3λ area size confined within the fading deviation predicted from
RPA at point 1.

predicted from RPA is trustworthy, Figs. 4, 5, 6, and 7
show the comparison of the fading deviation with mea-
surement at point 1 when the measured delay profiles
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Fig. 7 Illustration of the measured delay profiles taken from
4λ area size confined within the fading deviation predicted from
RPA at point 1.

Fig. 8 Comparison of the median delay profiles at point 2.

were taken from the area of different sizes. It is ob-
served that the fluctuation range of measured delay pro-
files tend to increase when the size of area is increased.
Overall, the measured delay profiles of 5% and 95%
cumulative probabilities are all almost confined within
the predicted fading deviation wherever the area size is
increased from 1λ to 4λ. These results prove that the
RPA can predict an accurate fading fluctuation range
of delay profiles within a small area (8 grid×0.5λ = 4λ
in this case). Overall, both the median value and the
range of fading fluctuations can be predicted by the
RPA. It is then proved that the approach described in
Sect. 4.1 is applicable in the real measurement.

At point 2, a high level of agreement is also ob-
served in the comparison of the median delay profiles
in Fig. 8. A peak at around 140 ns is somewhat overes-
timated by ray tracing. That may be caused by inac-
curate modeling in electrical parameters of some build-
ings. Alternatively, a conventional ray-tracing process
by spatially sampling at all 64 locations is also carried
out at point 2. The median value and the fading de-
viation extracted from 64 delay profiles predicted from

Fig. 9 Illustration of the fading deviation extracted from
conventional ray-tracing at point 2.

Fig. 10 Illustration of the fading deviation predicted from
RPA at point 2.

ray-tracing are illustrated in Fig. 8 and Fig. 9 respec-
tively. Observed from Figs. 8, 9 and 10, there is very
little difference between the results of the RPA and the
conventional ray-tracing process. Since only one im-
pulse response is necessary to derive the distribution
by using RPA, the improved efficiency is N times more
than the conventional ray-tracing process. Here N rep-
resents the number of necessary sampling points used
by the conventional ray-tracing process. Thus, com-
pared with the conventional process, the RPA is not
only efficient but also very accurate without sacrificing
the same accuracy as the conventional process has.

5.2 Verification of Azimuth-Delay Profiles

The measuring system and the transmitter and receiver
settings are the same as those used in the measurement
of delay profiles. The receiving antenna is moved at
8 × 8 grid points with a 0.5λ separation distance of
grids. A 8 × 8 2-dimensional array antenna system is
therefore simulated. An azimuth-delay profile (beam-
forming pattern) of this antenna system is calculated
and compared with the corresponding ray-tracing re-
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Fig. 11 An contour plot of the measured azimuth-delay profile
(point 1).

Fig. 12 An contour plot of the azimuth-delay profile from ray
tracing (point 1).

sults. The ray-tracing results are also transformed into
the azimuth-delay profiles according to Sect. 4.2.

Figure 11 depicts the contour plot of the measured
azimuth-delay profile at point 1. Figure 12 shows con-
tour plot of the azimuth-delay profile transformed from
CIR obtained by ray tracing. A high level of agree-
ment is observed at the direct wave (190 degrees) and
some scattering waves (240 and 350 degrees). Espe-
cially, the first, second and third arrival waves at 190
degrees and 350 degrees due to the multiple reflection
between the wall and the car are all in good agreement.
Some peaks at 100 and 260 degrees in the ray-tracing
result are overestimated. The rough modeling of a hill
with a rectangular stub may be the reason for that over-
estimated wave at 100 degrees.

Figures 13 and 14 show the contour plot of the
azimuth-delay profiles at point 2. The good agreement
is observed at the direct wave (200 degrees) and some
scattering waves (around 225 degrees and 345 degrees).

Fig. 13 An contour plot of the measured azimuth-delay profile
(point 2).

Fig. 14 An contour plot of the azimuth-delay profile from ray
tracing (point 2).

The first, second, third arrival waves at 200 degrees and
345 degrees are in good agreement and some waves from
10 degrees and 170 degrees are somewhat estimated,
though the arrival angles have a little difference. How-
ever, the floor level of the measurement result seems
to be quite high in spite of the dynamic range was the
same as that at point 1. They almost have the the sim-
ilar arrival time as the direct waves. The local scatter-
ing nearby the receiving antenna is the probable reason.
To simulate this phenomenon, a rectangular conductor
plate nearby the receiving location is assumed, which
can be seen in Fig. 2. This plate is supposed not to
affect other arrival waves but to introduce two diffrac-
tion waves along 40 degrees and 120 degrees. These
waves can not be thought as the far-field plane waves.
Different from the phase-rotation (ki · dm) in Eq. (5),
the ki is now different at every element and the phase-
rotation become kim ·dm now. This may cause the high
measurement floor when using the beam-forming ap-
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Fig. 15 An contour plot of the azimuth-delay profile from ray
tracing added with local scattered waves (point 2).

proach. Figure 15 show the azimuth-delay profile after
adding these local scattering waves in the ray-tracing
result. From the graph, the floors are obviously raised
in Fig. 15. This result proves that local scattering is the
probable reason.

Overall, a good accuracy of the transformed
azimuth-delay profile from ray tracing is observed in
these comparisons. From the comparisons in Sects. 5.1
and 5.2, the overall simulation process, i.e., ray trac-
ing, a random phase approach, band- and beamwidth-
limitation, proved to be accurate.

6. Conclusion

This paper investigates a spatio-temporal channel mod-
eling approach based on ray tracing. A spatio-temporal
channel model is proposed and the spatio-temporal CIR
is obtained from a 2D-3D hybrid ray-tracing method.
The focuses of this paper are to extend the RPA for
predicting local fading fluctuation of delay profiles and
to explore the applicability of deterministic modeling
in predicting spatio-temporal channel characteristics.
The statistics of delay profiles and the azimuth-delay
profiles predicted from ray tracing are verified with a
pico-cell measurement. The following observations are
obtained:

1. A range of fading fluctuations as well as median
values can be correctly predicted by using the
RPA.

2. To estimate the statistics of delay profiles, the RPA
is not only much more efficient than the conven-
tional ray-tracing process, but also very accurate.

3. A very good agreement is observed between the
measured azimuth-delay profiles and the results
transformed from ray-tracing. That proves that
deterministic modeling under specific system con-
ditions is applicable.

4. Local scattering has to be carefully avoided in
the measurement with using a synthetic aperture.
That raises the measurement floors.

Finally, these verifications provide a solid ground
of applying ray-tracing approaches in analysis of the
performance of specific systems in real environments.
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